EXTENSION OF CR-FUNCTIONS INTO WEIGHTED WEDGES THROUGH FAMILIES OF NONSMOOTH ANALYTIC DISCS
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Abstract. The goal of this paper is to develop a theory of nonsmooth analytic discs attached to domains with Lipschitz boundary in real submanifolds of \( \mathbb{C}^n \). We then apply this technique to establish a propagation principle for wedge extendibility of CR-functions on these domains along CR-curves and along boundaries of attached analytic discs. The technique from this paper has been also extensively used by the authors recently to obtain sharp results on wedge extension of CR-functions on wedges in prescribed directions extending results of Boggess-Polking and Eastwood-Graham.

1. Introduction

The classical Hartogs extension theorem states that holomorphic functions in a neighborhood of the Hartogs figure extend holomorphically to a larger subset. Such automatic extension to larger subsets plays an important role in the study of holomorphic functions in several complex variables. A general result of this type has been recently obtained by Tumanov [T95]. He shows, for a wedge \( V \) with generic edge \( E \) in a submanifold \( M \subset \mathbb{C}^n \), that holomorphic functions in a (fixed) neighborhood of \( V \) extend holomorphically to a (fixed) wedge in \( \mathbb{C}^n \) with edge \( E \).

If the edge \( E \) is not generic, the conclusion about joint extension to a wedge may not hold (see Example 2.3 below). The same may happen if the edge \( E \) is not smooth but only Lipschitz (see Example 2.4). However, one may still ask:

When do all holomorphic functions in a neighborhood of \( V \) extend holomorphically to a subset of a given geometric shape near \( E \), not necessarily a wedge?

In this paper we give conditions on \( V \) that guarantee holomorphic extension in the above sense to regions more general than wedges which we call \( \alpha \)-wedges and which can be viewed as wedges in the space where the normal directions to \( M \) have a weight \( 0 < \alpha < 1 \) (see Definition 2.2). In order to treat equally the case of wedges with Lipschitz edges, we consider a more general class of open sets \( V \subset M \) with Lipschitz boundary, and for every \( p \in \partial V \) we denote by \( C_p V \subset T_p M \) the open tangent cone (see [2]). We define the complex angle of \( V \) at \( p \) to be the maximal angle of the intersection of \( C_p V \) with a complex line in \( T_p M \). If all intersections are empty, we say that the complex angle is 0. It is clear that the complex angle is a local biholomorphic invariant of \( V \) at \( p \).
We prove:

**Theorem 1.1.** Let $M \subset \mathbb{C}^n$ be a generic submanifold of class $C^4$ and $V \subset M$ an open subset with Lipschitz boundary at a point $p \in \partial V$ with complex angle $\pi \alpha$ for some $\alpha > 1/2$. Then for every neighborhood $V'$ of $V$ in $\mathbb{C}^n$ there exists an $\alpha$-wedge $V''$ in $\mathbb{C}^n$ over $V$ at $p$ such that all holomorphic functions in $V'$ extend holomorphically to $V''$.

The angle $\pi \alpha = \pi/2$ plays a special role, as we observed in [ZZ01]. The main reason is that for $\alpha > 1/2$ and $t > 0$ small, the power $t^{1/\alpha}$ dominates the power $t^2$ that appears in the defining equations of $M$. Observe that in the result of [T95] mentioned above, where $V$ is a wedge with generic edge $E$, the complex angle of $V$ at a point $p \in E$ is always $\pi$ (see [ZZ01]), and hence $\alpha > 1/2$. In contrast to [T95], the edge $E$ plays a secondary role in Theorem 1.1 and can be seen as a subset of the Lipschitz boundary of $V$.

The result of Tumanov [T95] was obtained as a consequence of a more general propagation principle for wedge-extendibility of CR-functions that we also establish here in our case. Recall that a CR-curve in $M$ is a piecewise smooth curve $\gamma: [0, 1] \to M$ with $\gamma'(t) \in T_{\gamma(t)} M$ for all $t \in [0, 1]$, where $T_x M := T_x M \cap iT_x M$. We have:

**Theorem 1.2 (Propagation of wedge extension along CR-curves).** Let $M \subset \mathbb{C}^n$ be a generic submanifold of class $C^4$, and $V \subset M$ an open subset with Lipschitz boundary at a point $p \in \partial V$. Let $\gamma: [0, 1] \to \{p\} \cup V$ be a CR-curve with $\gamma(0) = p$ such that $\gamma'(0) \in C_p V$ and the angle of the sector $C_p V \cap C_{\gamma'(0)}$ is $\pi \alpha$ for some $1/2 < \alpha < 1$. Then, for any wedge $V'$ with edge $V$ in $\mathbb{C}^n$ at $\gamma(1)$, there exists an $\alpha$-wedge $V''$ in $\mathbb{C}^n$ over $V$ at $p$ such that any continuous CR-function on $V$ that has a holomorphic extension to $V'$ also has a holomorphic extension to $V''$.

As in [T95] we also study extension of CR-functions to wedges in submanifolds of lower dimension:

**Theorem 1.3 (Propagation of CR-extension along CR-curves).** Under the assumptions of Theorem 1.2, for any wedge $V'$ with edge $V$ at $\gamma(1)$ in a submanifold of $\mathbb{C}^n$ with boundary $V$, there exists an $\alpha$-wedge $V''$ over $V$ at $p$ in a submanifold of $\mathbb{C}^n$ with boundary $M$ such that any continuous CR-function on $V$ that has a CR-extension to $V'$ also has a CR-extension to $V''$.

As in [T95] we obtain Theorems 1.2 and 1.3 by approximating a CR-curve by a sequence of attached analytic discs and applying a propagation result along such discs. The main difference here is that we allow nonsmooth discs $A: \Delta \to \mathbb{C}^n$ of the form

$$A(\tau) = (1 - \tau)^\alpha A_0 + A_1(\tau),$$

where $A_0 \in \mathbb{C}$ and $A_1 \in C^{1,\beta}(\Delta) \cap O(\Delta)$ for some $0 < \beta < 1$. By a small disc of the above form we mean a disc with both $A_0$ and $A_1$ being small in corresponding norms. Our propagation result along analytic discs can be stated as follows:

**Theorem 1.4 (Propagation along nonsmooth analytic discs).** Let $M \subset \mathbb{C}^n$ be a generic submanifold of class $C^4$ through $p = 0$, and $V \subset M$ an open subset with Lipschitz boundary at $p \in \partial V$. Fix a vector $v \in T_p M$ such that, for some $1/2 < \alpha < 1$, the sector $\{\tau^\alpha v : \text{Re} \tau \geq 0, \tau \neq 0\}$ is contained in $C_p V$. Then, for
any sufficiently small analytic disc $A$ attached to $M$ of the form $[1]$ with $A_0 \in \mathbb{R}_+ v$, $A_1 \in C^{1,\beta}(\overline{\Delta})$ and $A_1(1) = p$, and for any $q \in A(\partial \Delta) \cap V$, the following hold:

(i) For any wedge $V' \subset \mathbb{C}^n$ with edge $V$ at $q$, there exists an $\alpha$-wedge $V'' \subset \mathbb{C}^n$ at $p$ over $V$ such that any continuous CR-function on $V$ that has a holomorphic extension to $V'$ also has a holomorphic extension to $V''$.

(ii) For any wedge $V'$ with edge $V$ at $q$ in a submanifold $M'$ with boundary $V$ of class $C^4$, there exists an $\alpha$-wedge $V'' \subset \mathbb{C}^n$ at 0 over $V$ in a submanifold $M'' \subset \mathbb{C}^n$ with boundary $M$ of class $C^1$ such that any continuous CR-function on $V$ that has a CR-extension to $V'$ also has a CR-extension to $V''$. Moreover, given several wedges $V_1', \ldots, V_s'$ as above in $s$ linearly independent directions in $T_q\mathbb{C}^n/T_q M$, the corresponding submanifolds $M_1'', \ldots, M_s''$ can be chosen in $s$ linearly independent directions in $T_p\mathbb{C}^n/T_p M$.

Theorems 1.2, 1.4 can be seen as boundary versions of corresponding propagation results for interior points of a generic submanifold due to Hanges-Sjöstrand [HS82], Hanges-Treves [HT83], Trépreau [T90], and Tumanov [T93], [T94].

We now compare our methods with those of [T95]. The assumption that $V$ is a wedge with generic edge $E$ was essentially used in [T95] for the construction of smooth ($C^{1,\alpha}$) analytic discs $A: \overline{x} \rightarrow \mathbb{C}^n$ attached to $\nabla$ for which open pieces of $A(\partial \Delta)$ are contained in $E$. The assumption that the edge has regularity at least $C^{1,\alpha}$ was also needed there. In our situation such discs may not exist. Our approach is based on attaching nonsmooth analytic discs $A$ as in [1] for which $A(1) \in \partial V$ and $A(\partial \Delta \setminus \{1\}) \subset V$. In particular, the case of Lipschitz edges can also be treated. The next technical difficulty arising here when pursuing known methods is to determine what should be the directions of those discs at their singular points. The classical theory of attaching discs in Hölder spaces $C^\alpha$ is not satisfactory, since a general Hölder vector-function may not be differentiable and hence its direction at a boundary point may not be defined in a reasonable sense. Instead of working in this large class we solve the Bishop’s equation in a more restrictive class of “α-discs” of the form $[1]$ for which their directions are defined in the space normal to $A_0$ and are given by the derivatives of $A_1$. The α-wedges are obtained as unions of those discs as $A(1)$ moves in $V$.

Another important feature of our method is that all normal directions to $M$ for an α-wedge are obtained directly by deforming α-discs rather than by separately treating directions of automatic extension and directions transversal to them as in [T95].

Finally, establishing uniform approximation of CR-functions on $V$ by polynomials in the spirit of the celebrated Baouendi-Treves theorem [BTS1] requires additional care in our case. Since the boundary $\partial V$ may not contain generic submanifolds, the method of [BTS1] cannot be applied directly as in [T95]. Here we refine the arguments to obtain approximation separately on the boundary of each sufficiently small α-disc; this suffices for our purposes.

We conclude by giving an application of Theorem 1.2 to a description of holomorphic hulls of pieces of generic real submanifolds near their boundaries. Recall that a generic submanifold $M \subset \mathbb{C}^n$ is called minimal at a point $q \in M$ if any submanifold $S \subset M$ through $q$ with $T_x S \supset T_x M$ for all $x \in S$ coincides with $M$. By Tumanov’s extension theorem [T88], [T90], if $M$ is minimal at $q$, all CR-functions on $M$ extend holomorphically to a wedge in $\mathbb{C}^n$ with edge $M$ at $q$. Hence we obtain the following immediate corollary of Theorem 1.2.
Corollary 1.5. Let $M$, $V$, $p$, $\alpha$ and $\gamma$ be as in Theorem 1.1 and suppose in addition that $M$ is minimal at $\gamma(1)$. Then all continuous CR-functions on $V$ extend holomorphically to an $\alpha$-wedge in $\mathbb{C}^n$ at $p$ over $V$.

It follows that also polynomial, rational and holomorphic (with respect to a Stein neighborhood) hulls of $V$ contain an $\alpha$-wedge in $\mathbb{C}^n$ at $p$ over $V$.

2. Preliminaries and examples

In this section we recall some basic concepts used in [1] and conclude by giving examples demonstrating phenomena that were discussed there.

By a cone $\Gamma$ in the euclidean space $\mathbb{R}^m$ we always mean a subset invariant under multiplications by positive real numbers. A subcone $\Gamma' \subset \Gamma$ is said to be strictly smaller if $\overline{\Gamma'} \setminus \{0\}$ is contained in the interior of $\Gamma$. We say that an open subset $V$ in a $(C^1)$ manifold $M$ has Lipschitz boundary at a point $p \in \partial V$ if, in suitable coordinates near $p$, $\partial V$ is be represented by the graph of a Lipschitz function. It is easy to see that $V$ has Lipschitz boundary at $p$ if and only if there exists an open cone $\Gamma \subset T_pM$ such that, for any strictly smaller subcone $\Gamma' \subset \Gamma$ and some (and hence any) local coordinates on $M$ in a neighborhood of $p$, one has $x + y \in V$ for all $x \in V$ and $y \in \Gamma'$ sufficiently close to $p$ and $0$ respectively (here the sum is taken with respect to the given coordinates). It is clear that, if $V$ satisfies the above property with respect to two cones $\Gamma_1, \Gamma_2 \subset T_pM$, it also does with respect to their sum $\Gamma_1 + \Gamma_2$. Furthermore, among all such cones there is a unique maximal one, namely the sum of all of them, which is automatically convex. We call it the tangent cone to $V$ at $p$, and denote it by $C_pV$.

The notion of Lipschitz boundary is convenient for defining wedges in a slightly more general context than was used in [195]:

Definition 2.1. Let $M \subset \mathbb{R}^m$ be a submanifold and $p \in M$. A wedge with edge $M$ at $p$ is an open subset in $\mathbb{R}^m$ with Lipschitz boundary at $p \in \partial V$ such that the boundary $\partial V$ contains a neighborhood of $p$ in $M$.

Our next basic notion is that of an $\alpha$-wedge:

Definition 2.2. Let $M \subset \mathbb{R}^m$ be a submanifold, $V \subset M$ an open subset and $p \in \partial V$. Fix $0 < \alpha < 1$. An $\alpha$-wedge in $\mathbb{R}^m$ over $V$ at $p$ is an open subset $V' \subset \mathbb{R}^m$ for which there exist a neighborhood $\Omega$ of $p$ in $\mathbb{R}^m$, a wedge $W$ with edge $M$ at $p$ and a constant $C > 0$ such that

\begin{equation}
V' \cap \Omega \supset \{x \in W : \text{dist}(x, V) < C \text{dist}(x, \partial V)^{1/\alpha}\},
\end{equation}

where the distance is taken with respect to any Riemannian metric.

If $M' \subset \mathbb{R}^m$ is another submanifold containing $M$, both wedges and $\alpha$-wedges in $M'$ are defined in the obvious way with respect to local coordinates on $M'$. Both notions also make sense if $M'$ is a manifold with boundary $M$ at a point $p \in M$.

In our situation $M$ will always be a generic submanifold of $\mathbb{C}^n$, i.e. $T_xM + iT_xM = T_x\mathbb{C}^n$ for all $x \in M$. The CR-functions on $M$ are defined as functions satisfying tangential Cauchy-Riemann equations in the distributional sense. In the sequel, CR-functions will be assumed at least continuous, i.e. of class $C^0$. In all our results, the extension of CR-functions of any more restrictive class $C^s$ ($1 \leq s \leq \infty$) is also obtained in the same class $C^s$.

The following elementary example shows that, if the edge is not generic, a domain of holomorphy containing the wedge may not contain any $\alpha$-wedge for any $\alpha$. 


Here we shall only consider functions in Hölder spaces with edge $E = E$. For a real number $1 < A < 2$, we consider analytic discs and the Hilbert transform. Here we survey some facts that will be used in this paper. We write $f := f_{\text{analytic disc}}$ for the boundary value.

Nonsmooth analytic discs

3.1. Basic definitions. The reader is referred to the books of Boggess [Bo91] and of Baouendi-Ebenfelt-Rothschild [BER99] for basic properties concerning analytic discs and the Hilbert transform. Here we survey some facts that will be used in this paper. We write $\Delta := \{ \tau \in \mathbb{C} : |\tau| < 1 \}$ for the unit disc and $\partial \Delta$ for its boundary. By an analytic disc in $\mathbb{C}^n$ we shall always mean a continuous map $A$ from the closure $\overline{\Delta}$ into $\mathbb{C}^n$ whose restriction to $\Delta$ is holomorphic. An analytic disc $A \colon \overline{\Delta} \to \mathbb{C}^n$ is said to be attached to a subset $S \subset \mathbb{C}^n$ if $A(\partial \Delta) \subset S$. (For attached analytic discs with merely measurable boundary values, see e.g. [Bo98, Bo99].)

Any analytic disc $A \colon \overline{\Delta} \to \mathbb{C}^n$ is uniquely determined by its boundary value $A|_{\partial \Delta}$ and can be reconstructed by the unique harmonic extension of $\text{Re} A|_{\partial \Delta}$ and $\text{Im} A|_{\partial \Delta}$. Because of this uniqueness property we shall write the same letters for a disc and for its boundary value.

Vice versa, a given continuous complex function $A$ on $\partial \Delta$ is a boundary value of an analytic disc if and only if the real and imaginary parts of $A$ are related (up to an additive constant) by the Hilbert transform. Recall that the Hilbert transform of a real function $u$ on $\partial \Delta$ (in $L^2$) is the unique real function $v$ such that $v(0) = 0$ and $u + iv$ extends holomorphically to $\Delta$ (in the sense of boundary values in $L^2$).

Here we shall only consider functions in Hölder spaces $C^\alpha$ for $0 < \alpha < 1$ (see below for precise definitions) for which both Hilbert transform and harmonic extensions are also in $C^\alpha$ due to Privalov’s classical theorem (see e.g. [Bo91]).

3.2. Preliminaries on Hölder spaces. In the sequel we shall write $a \lesssim b$ if there exists a universal constant $C > 0$ such that the inequality $a \leq Cb$ holds for all $a$ and $b$ under consideration. Let the unit circle $\partial \Delta$ be parameterized by $e^{i\theta}$,
If \( f: \partial \Delta \to \mathbb{R}^n \) is a map, we write \( f(\theta) \) instead of \( f(e^{i\theta}) \) for brevity. By the \( k \)-th derivative \( f^{(k)} \) of \( f \) we mean the derivative with respect to \( \theta \). For integers \( k = 0, 1, \ldots \), we use the norm

\[
\| f \|_k := \sum_{s=0}^{k} \sup_{\theta} |f^{(s)}(\theta)|.
\]

Further, we fix \( 0 < \alpha < 1 \). Most of the following estimates hold also for \( \alpha = 1 \). However, in order to have the boundedness of the Hilbert transform, we have to restrict to the case \( 0 < \alpha < 1 \). We use the notation

\[
|f|_\alpha := \sup_{\theta_1 \neq \theta_2} \frac{|f(\theta_1) - f(\theta_2)|}{|\theta_1 - \theta_2|^{\alpha}}; \quad \|f\|_\alpha := \|f\|_0 + |f|_\alpha,
\]

and, for \( k \geq 1 \),

\[
\|f\|_{k,\alpha} := \sum_{s=0}^{k} \|f^{(s)}\|_\alpha.
\]

The Hölder space \( C^\alpha \) (resp. \( C^{k,\alpha} \)) is the space of all \( C^0 \) (resp. \( C^k \)) maps \( f \) with \( \|f\|_\alpha < \infty \) (resp. with \( \|f\|_{k,\alpha} < \infty \)).

If \( f \) and \( g \) are maps from \( \partial \Delta \) into some matrix spaces such that the pointwise product \( fg \) makes sense, we have

\[
|fg|_\alpha \leq \sup_{\theta_1 \neq \theta_2} \frac{|f(\theta_1)g(\theta_1) - f(\theta_2)g(\theta_2)|}{|\theta_1 - \theta_2|^{\alpha}} + \sup_{\theta_1 \neq \theta_2} \frac{|f(\theta_1) - f(\theta_2)|g(\theta_2)}{|\theta_1 - \theta_2|^{\alpha}}
\]

\[
\leq \|f\|_0 |g|_\alpha + |f|_\alpha \|g\|_0,
\]

which implies the estimate

\[
\|fg\|_\alpha \leq \|f\|_\alpha \|g\|_\alpha,
\]

showing that \( C^\alpha \) is a Banach algebra. Analogously it follows that \( C^{k,\alpha} \) is a Banach algebra for each \( k \).

Now consider the case of compositions. Let \( f: \partial \Delta \to \mathbb{R}^n \) be as before, and let \( h: \mathbb{R}^n \to \mathbb{R}^m \) be a map of class \( C^1 \). We have

\[
|h \circ f|_\alpha = \sup_{\theta_1 \neq \theta_2} \frac{|h(f(\theta_1)) - h(f(\theta_2))|}{|\theta_1 - \theta_2|^{\alpha}}
\]

\[
\leq \|h'|_0 \sup_{\theta_1 \neq \theta_2} \frac{|f(\theta_1) - f(\theta_2)|}{|\theta_1 - \theta_2|^{\alpha}} \leq \|h'|_0 |f|_\alpha,
\]

where \( h' \) is seen as a map from \( \mathbb{R}^n \) into the vector space \( \mathcal{L}(\mathbb{R}^n, \mathbb{R}^m) \) of all linear operators with the standard norm. From (4) we easily obtain

\[
\|h \circ f\|_\alpha \leq \|h\|_0 + \|h'|_0 |f|_\alpha.
\]
Furthermore, we will need an estimate for the difference of two compositions. Here we require $h$ to be of class $C^2$. Then, by \((6)\), we obtain

\[
\|h \circ f_1 - h \circ f_2\|_\alpha \leq \int_0^1 \|h' \circ (tf_1 + (1-t)f_2)\|_\alpha \, dt
\]

\[
\leq \int_0^1 \|h' \circ (tf_1 + (1-t)f_2)\|_\alpha \|f_1 - f_2\|_\alpha \, dt
\]

\[
\leq \left( \|h'\|_0 + \frac{1}{2}\|h''\|_0(\|f_1\|_\alpha + \|f_2\|_\alpha) \right) \|f_1 - f_2\|_\alpha. 
\]

### 3.3. Function spaces with singularities.

In this section we introduce Banach spaces of functions on $\partial \Delta$ and on $\overline{\Delta}$ that are (at least) $C^1$ everywhere outside the point $1 \in \partial \Delta$ and have a prescribed singularity at $\tau = 1$. These spaces will play a crucial role in the construction of nonsmooth attached analytic discs in this paper.

In the sequel, for $0 < \alpha < 1$, we always consider the principle branch of $(1 - \tau)^\alpha$ on $\overline{\Delta}$ which is real and positive on the segment $[-1, 1]$. For each $\alpha$ denote by $d = d(\alpha)$ the unique positive integer such that $d\alpha < 1 \leq (d+1)\alpha$. Then $d$ is the maximal power such that $(1 - \tau)^{d\alpha} \notin C^{1,\beta}$ for any $0 < \beta < 1$. For the sequel we fix any $\beta$ satisfying

\[
\begin{cases} 
0 < \beta \leq (d+1)\alpha - 1 & \text{if } (d+1)\alpha > 1, \\
0 < \beta \leq (d+2)\alpha - 1 & \text{if } (d+1)\alpha = 1
\end{cases}
\]

(we always have $(d+1)\alpha - 1 < 1$). Then we have $\beta < \alpha$ and $(1 - \tau)^{\alpha}$ in $C^{1,\beta}$ if and only if $s = 0$ or $s > d$. Motivated by these considerations, we introduce function spaces spanned by all powers of $(1 - \tau)^\alpha$ and the space $C^{1,\beta}$ as follows.

Denote by $\mathbb{C}_d[(1 - \tau)^\alpha]$ and $\mathbb{C}_d((1 - \tau)^\alpha)$ the (finite-dimensional) spaces of complex polynomials of degree at most $d$ in the corresponding variables. By a slight abuse we use the same notation for the spaces of restrictions of the polynomials to $\partial \Delta$ and to $\overline{\Delta}$ respectively. In order to exclude constant functions from $C^{1,\beta}$, we consider the subspace of all functions $f \in C^{1,\beta}$ with $f(1) = 0$ denoted by $C^{1,\beta}_1$.

We now define

\[
P_{\alpha}(\partial \Delta) := \mathbb{C}_d[(1 - \tau)^\alpha] + C^{1,\beta}_1(\partial \Delta) \subset C^0(\partial \Delta),
\]

\[
P_{\alpha}(\overline{\Delta}) := \mathbb{C}_d[(1 - \tau)^\alpha, (1 - \tau)^\alpha] + C^{1,\beta}_1(\overline{\Delta}) \subset C^0(\overline{\Delta}).
\]

Our choice of the spaces is motivated by the following basic property:

**Lemma 3.1.** Both sums in (8) are direct, i.e. any function $f \in \mathcal{P}_{\alpha}(\partial \Delta)$ (resp. $f \in \mathcal{P}_{\alpha}(\overline{\Delta})$) is uniquely decomposed as a sum $f = p + g$ with $g \in C^{1,\beta}_1(\partial \Delta)$ (resp. $g \in C^{1,\beta}_1(\overline{\Delta})$) and $p$ a polynomial in the corresponding space.

**Proof.** We show that the decomposition $f = p + g$ is uniquely determined by the asymptotics of $f$ at $1 \in \partial \Delta$. For $\tau = e^{i\theta} \in \partial \Delta$ and any $s$, we have

\[
(1 - \tau)^{\alpha s} = (1 - \cos \theta - i \sin \theta)^{\alpha s} = (-i\theta)^{\alpha s}(1 + \theta r_s(\theta))
\]

with $r_s(\theta)$ real-analytic for $\theta \in [-\pi, \pi]$, where we used the standard power series expansions of $\sin \theta$ and $\cos \theta$ at $\theta = 0$. Hence, for any two decompositions $f = p_1 + g_1 = p_2 + g_2$ as in the lemma, we must have $p_1((-i\theta)^\alpha) - p_2((-i\theta)^\alpha) \in C^{1,\beta}_1$, where
which is only possible for \( p_1 = p_2 \) and therefore \( g_1 = g_2 \). Similarly, the uniqueness of the decomposition in \( P^\alpha(\Delta) \) follows from the asymptotics of the powers \((1 - \tau)^{\alpha} \) at \( \tau = 1 \) for \( \tau \in \Delta \).

We define the norm on each polynomial space to be the sum of the absolute values of the coefficients. We also consider the standard norm \( \| \cdot \|_{1, \beta} \) on \( C^{1, \beta} \). Then the uniqueness of the decomposition allows us to define the norm \( \| f \|_{(\alpha)} \) of an element \( f = p + g \) of \( P^\alpha(\partial \Delta) \) (resp. of \( P^\alpha(\Delta) \)) with \( p \) and \( g \) as in Lemma 3.1 to be the sum of the norms of \( p \) and \( g \).

**Lemma 3.2.** There exists a constant \( C > 0 \) such that the spaces \( P^\alpha(\partial \Delta) \) and \( P^\alpha(\Delta) \) with the norm \( C \| \cdot \|_{(\alpha)} \) become Banach algebras.

**Proof.** We consider the space \( P^\alpha(\partial \Delta) \); the proof for the space \( P^\alpha(\Delta) \) is completely analogous. The only nontrivial statement is the behavior with respect to the multiplication. The property

\[
C \| fg \|_{(\alpha)} \leq C^2 \| f \|_{(\alpha)} \| g \|_{(\alpha)}
\]

(9) can be easily checked if both \( f \) and \( g \) are either polynomials or in \( C^{1, \beta} \). It remains to consider the case when \( f(\tau) = (1 - \tau)\alpha \) and \( g \in C^{1, \beta} \). By removing the linear terms, we may assume that \( g(1) = g'(1) = 0 \) and hence \( |g(\tau)| \leq \| g \|_{1, \beta} |1 - \tau| \), \( |g'(\tau)| \leq \| g \|_{1, \beta} |1 - \tau|^{\beta} \). We have

\[
(fg)'(\tau) = s\alpha(1 - \tau)^{\alpha - 1} g(\tau) + (1 - \tau)^{\alpha} g'(\tau).
\]

(10)

Since \( s \alpha \geq \alpha > \beta \), the second term is a product of functions in \( C^\beta \), hence it is in \( C^\beta \) with its norm estimated by \( \| f \|_{(\alpha)} \| g \|_{(\alpha)} \). To show that the first term is also in \( C^\beta \), we estimate its derivative

\[
|s\alpha(1 - \tau)^{\alpha - 1} g(\tau)'| \lesssim |1 - \tau|^{\beta - 2} |g(\tau)| + |1 - \tau|^{\alpha - 1} |g'(\tau)| \lesssim \| g \|_{1, \beta} |1 - \tau|^{\beta - 1}
\]

which implies, by integration, that the first term on the right-hand side of (10) is in \( C^\beta \) with its norm estimated by \( \| g \|_{1, \beta} \). Summarizing, we have \( fg \in C^{1, \beta}(\partial \Delta) \) with \( \| fg \|_{(\alpha)} \lesssim \| f \|_{(\alpha)} \| g \|_{(\alpha)} \). Then the estimate (9) is easily obtained by choosing a suitable constant \( C \).

For the sequel we rescale the norm according to Lemma 3.2 to obtain the inequality \( \| fg \|_{(\alpha)} \leq \| f \|_{(\alpha)} \| g \|_{(\alpha)} \) for all \( f, g \in P^\alpha(\partial \Delta) \) (resp. \( f, g \in P^\alpha(\Delta) \)) without any constant \( C \).

3.4. Boundedness of the Hilbert transform. In the following, when we write \( P^\alpha(\mathbb{K}) \), we always mean that \( \mathbb{K} \) is either \( \partial \Delta \) or \( \Delta \). We define spaces analogous to \( P^\alpha(\mathbb{K}) \) for \( \mathbb{R}^n \)-valued functions by using the standard embedding \( \mathbb{R}^n \subset \mathbb{C}^n \) and by defining a function \( f : \mathbb{K} \to \mathbb{R}^n \) to be in \( P^\alpha(\mathbb{K}, \mathbb{R}^n) \) if and only if each component of \( f \) is in the corresponding function space \( P^\alpha(\mathbb{K}) \). Thus a function is in \( P^\alpha(\mathbb{K}, \mathbb{C}^n) \) if and only if its real and imaginary part are both in \( P^\alpha(\mathbb{K}, \mathbb{R}^n) \). With the norm being the sum of norms of components, we obtain a natural Banach space structure on \( P^\alpha(\mathbb{K}, \mathbb{R}^n) \). The following basic property follows directly from the construction and from Privalov’s theorem:

**Lemma 3.3.** The Hilbert transform is a bounded linear operator on \( P^\alpha(\partial \Delta) \).
3.5. Composition with smooth functions. As before, for \( h: \mathbb{R}^n \to \mathbb{R}^m \), we view the derivative \( h' \) as a map from \( \mathbb{R}^n \) into \( \mathcal{L}(\mathbb{R}^n, \mathbb{R}^m) \) and enclose the vector argument in brackets \([\cdot]\) to avoid confusion with other arguments.

Let \( d \geq 1 \) and \( 0 < \beta < \alpha \) be chosen as in the previous section. We begin with a special case of composition, where the map \( h \) vanishes of order higher than \( d \) at \( 0 \). We then show that the composition \( h \circ f \) is always in \( C^{1,\beta} \) for \( f \in \mathcal{P}^\alpha(K) \) with \( f(1) = 0 \).

**Lemma 3.4.** For \( f \in \mathcal{P}^\alpha(K, \mathbb{R}^n) \) with \( f(1) = 0 \) and \( h \in C^{d+2}(\mathbb{R}^n, \mathbb{R}^m) \) with vanishing derivatives \( h^{(k)}(0), 1 \leq k \leq d \), the composition \( h \circ f \) is always in \( C^{1,\beta}(K, \mathbb{R}^m) \) and we have the estimate

\[
\|h \circ f\|_{1,\beta} \lesssim (1 + \|f\|_{d+1}) \|h\|_{d+2}.
\]

**Proof.** We write \( f = p + g \) as in Lemma 3.1 and compute the derivative

\[
(h(f))'(\tau) = h'(f(\tau))[p'(\tau)] + h'(f(\tau))[g'(\tau)].
\]

Since \( \beta < \alpha \) and \( f \in C^\beta \), we always have \( f \in C^\beta \) with \( \|f\|_{\beta} \lesssim \|f\|_{(\alpha)} \), and therefore

\( h' \circ f \in C^\beta \) with \( \|h' \circ f\|_{\beta} \lesssim (1 + \|f\|_{(\alpha)}) \|h\|_2 \) by (13). Since \( g' \in C^\beta \) and \( C^\beta \) is a Banach algebra, the second term on the right-hand side of (12) is in \( C^\beta \) and its norm is estimated by the right-hand side of (11).

It remains to show the same estimate for the first term on the right-hand side of (12). Since \( (1 - \tau)^\alpha \in C^\beta \), multiplication by \( (1 - \tau)^\alpha \) or \( (1 - \tau)^\alpha \) preserves the class \( C^\beta \). Hence it suffices to prove the estimate

\[
\|h'(f(\tau))[p'(\tau)]\|_{\beta} \lesssim (1 + \|f\|_{d+1}) \|h\|_{d+2}
\]

for \( p(\tau) = (1 - \tau)^\alpha \) (the case \( p(\tau) = (1 - \tau)^\alpha \) is completely analogous). To show (13) we compute the derivative:

\[
(h'(f(\tau))[(1 - \tau)^{\alpha - 1}])'(\tau) = h''(f(\tau))[f'(\tau)][(1 - \tau)^{\alpha - 1}] + (\alpha - 1)h'(f(\tau))[(1 - \tau)^{\alpha - 2}].
\]

We now use the vanishing of the derivatives of \( h \) at \( 0 \). Without loss of generality, \( h(0) = 0 \). By the assumptions, we have

\[
|h(x)| \lesssim \|h\|_{d+2}|x|^{d+2}, \quad |h'(x)| \lesssim \|h\|_{d+2}|x|^{d+1}, \quad |h''(x)| \lesssim \|h\|_{d+2}|x|^d.
\]

We use (15) together with

\[
|f(\tau)| \lesssim \|f\|_{(\alpha)}|1 - \tau|^\alpha \quad \text{and} \quad |f'(\tau)| \lesssim \|f\|_{(\alpha)}|1 - \tau|^\alpha - 1
\]

to estimate the first term on the right-hand side of (14):

\[
|h''(f(\tau))[f'(\tau)][(1 - \tau)^{\alpha - 1}]| \lesssim \|f\|_{(\alpha)} \|h\|_{d+2}|1 - \tau|^{(d+2)\alpha - 2}.
\]

Similarly we estimate the second term on the right-hand side of (14):

\[
|h'(f(\tau))[(1 - \tau)^{\alpha - 2}]| \lesssim \|f\|_{(\alpha)} \|h\|_{d+2}|1 - \tau|^{(d+2)(\alpha - 2)}.
\]

The required estimate (13) is obtained by integrating (16) and (17). \( \square \)

**Remark 3.5.** The smoothness \( h \in C^{d+2} \) is only needed in the case \( (d + 1)\alpha = 1 \); otherwise the proof gives the same estimates with \( d + 2 \) replaced by \( d + 1 \). In particular, for \( d = 1 \), i.e. \( 1/2 < \alpha < 1 \), the proof goes through for \( h \in C^{d+1} = C^2 \). For uniformity we write \( d' = d'(\alpha) = d \) for \( (d + 1)\alpha > 1 \), and \( d' = d + 1 \) otherwise (thus \( d' = 1 \) if and only if \( 1/2 < \alpha < 1 \)). Then the conclusion of Lemma 3.4 holds for \( d + 2 \) replaced replaced by \( d' + 1 \).
The behavior of the spaces $P^\alpha$ with respect to the composition with general smooth functions (not only vanishing up to a certain order) is expressed in the following lemma.

**Lemma 3.6.** For $f \in P^\alpha(K, \mathbb{R}^n)$ and $h \in C^{d+1}(\mathbb{R}^n, \mathbb{R}^m)$, the composition $h \circ f$ is always in $P^\alpha(K, \mathbb{R}^m)$ and we have the estimate

$$
\|h \circ f\|_\alpha \lesssim (1 + \|f\|^{(d+1)}_\alpha) \|h\|_{d+1}.
$$

*Proof.* By a coordinate translation in $\mathbb{R}^n$, we may assume $f(1) = 0$; in particular,

$$
|f(\tau)| \lesssim \|f\|_\alpha |1 - \tau|^\alpha.
$$

In the case when $h$ is a polynomial of degree at most $d$, the statement of the lemma follows from Lemma 3.2. In general, $h$ can be written as the sum of its Taylor polynomial of order $d$ at 0 and a function satisfying the vanishing assumption of Lemma 3.4 and the required conclusion is obtained by combining Lemma 3.4 with the above remark. 

We now use a result of [L00] to conclude the differentiability of the composition operator acting on $P^\alpha(K, \mathbb{R}^n)$:

**Proposition 3.7.** For $k \geq 1$, the composition $(h, f) \mapsto h \circ f$ defines a $C^k$ map $c: C^{k+d+1}(\mathbb{R}^n, \mathbb{R}^m) \times P^\alpha(K, \mathbb{R}^m) \to P^\alpha(K, \mathbb{R}^m)$ whose first derivative is given by

$$
c'(h, f)[\dot{h}, \dot{f}](\theta) = h(f(\theta)) + h'(f(\theta))[\dot{f}(\theta)].
$$

*Proof.* We show that the statement is a special case of Theorems 3.1 in [L00]. It is sufficient to consider the maps $f$ with values in a given $C^\infty$ smoothly bounded domain $\Omega \subset \mathbb{R}^n$ and the maps $h$ defined in $\Omega$. We adapt the notation of [L00] to our situation. As in [L00], denote by $P(\mathbb{R}^n)$ the space of polynomials, and define $Y := C^{d+1}(\overline{\Omega})$ and the norm $\|p\|_Y$ of $p \in P(\mathbb{R}^n)$ to be the $C^{d+1}$ norm of $p|_{\Omega}$. The norm $\|\cdot\|_Y$ induces the sequence of norms $\|p\|_{Y_r} := \sum_{s=0}^{r} \|p^{(s)}\|_Y$ for every $r \geq 1$, where $Y_r := C^{r+d+1}(\overline{\Omega})$ is the completion of $P(\mathbb{R}^n)$ with respect to $\|\cdot\|_Y$.

We now apply Theorems 3.1 and 4.1 in [L00] to the case where $X = \chi := P^\alpha(K)$, $J := \text{id}$ and $A$ is the set of all $F^\alpha$ maps with values in $\Omega$. Then the estimate (3.1) in [L00] follows from Lemma 3.6. Furthermore, Lemma 3.6 implies that the map $h \mapsto h \circ f$ is continuous from $Y$ to $\chi$ for fixed $f$. Hence the composition map $A(h, f) := h \circ f$ satisfies both properties (i) and (ii) in Theorem 3.1 and therefore coincides with the abstract composition operator constructed there. Then the required conclusion follows from Theorem 4.1 in [L00] (with “$*$” being the multiplication in $P^\alpha(K)$). 

4. Attaching nonsmooth analytic discs to generic manifolds

4.1. Analytic discs in $P^\alpha$. Let $M \subset \mathbb{C}^n$ be a generic submanifold of class $C^{k+d+1}$ ($k \geq 1$) through 0 that is locally represented as a graph

$$
M = \{(x + iy, w) \in \mathbb{C}^{n-m} \times \mathbb{C}^m : y = h(x, w)\}
$$

with $h(0) = 0$, $h'(0) = 0$. Since $P^\alpha \subset C^\alpha$, the classical statements about small analytic discs $A(\cdot) = (z(\cdot), w(\cdot))$ attached to $M$ ([B65], [HT78], [T88], [Bo91], [Ber99]) yield existence (and uniqueness) of such discs in $C^\alpha$ with a prescribed “$w$-component” $w(\cdot) \in C^\alpha$. We wish to show that, if the “$w$-component” is in $P^\alpha$, the whole disc is actually in $P^\alpha$. Furthermore, it will be also important for
our purposes to know that the analytic discs in $P^\alpha$ smoothly depend on all their parameters. It is known that regularity properties of the parameter dependence of attached analytic discs may differ from regularity properties of each single disc (see e.g. [T93]).

We obtain regularity for both single discs and their parameter dependence as a consequence of Proposition 3.3 and the implicit function theorem in the Banach space $P^\alpha$. We choose $d'$ as in Remark 3.3.

**Proposition 4.1.** Let $h = h_0$ be of class $C^{d'+2}$, and let $M = M_0$ be given by (21). Then, for every sufficiently small $x \in \mathbb{R}^{n-m}$, $w(\cdot) \in P^\alpha$, where $w(\cdot)$ is holomorphically extendable to $\Delta$, and for every $h$ sufficiently close to $h_0$ in $C^{d'+2}$, there exists a unique sufficiently small analytic disc $A(\cdot) = (z(\cdot), w(\cdot))$ in $P^\alpha$ attached to $M$ such that $\text{Re} z(1) = x$. For $h \in C^{k+d'+1}$ ($k \geq 1$), the disc $A \in P^\alpha$ depends in a $C^k$ fashion on the parameters $x \in \mathbb{R}^{n-m}$, $w \in P^\alpha$ and $h \in C^{k+d'+1}$.

**Proof.** By a complex-linear change of the coordinate $z \in \mathbb{C}^{n-m}$ (without changing $w$) we may assume that $h_0(0) = 0$. The required analytic disc $A(\cdot) = (x(\cdot) + iy(\cdot), w(\cdot))$ is obtained by solving the Bishop’s equation

$$x(\cdot) + T_1 h(x(\theta), w(\theta))(\cdot) = x_0$$

and putting $y(\cdot) = h(x(\cdot), w(\cdot))$. Here $T_1$ denotes the modified Hilbert transform (introduced by Bogges-Pitts [BP85]) such that $y(\cdot) + iT_1 y(\cdot)$ extends holomorphically to $\Delta$ and $T_1 y(1) = 0$. Since the Hilbert transform is bounded in $P^\alpha$ by Lemma 3.3 and the composition $h \circ (x, w)$ is smooth in its components by Proposition 3.7, the implicit function theorem yields the solvability of (22) and the required smooth dependence of the solution on all parameters. \qed

4.2. **Infinitesimal deformations of attached $P^\alpha$ discs.** The deformation theory for smooth attached analytic discs due to Tumanov [T88] and Baouendi-Rothschild-Trépreau [BRT94] is based on the notion of the so-called “defect” of an analytic disc. In this paper we shall use a construction that is independent of a defect and works equally well for all discs. It is closely related to the construction of “partial lifts” due to Baracco and the second author [BZ01]. As before, consider coordinates $(x + iy, w) \in \mathbb{C}^{n-m} \times \mathbb{C}^m$, where a submanifold $M \subset \mathbb{C}^n$ is given by $y = h(x, w)$ with $h \in C^\infty$. We identify the cotangent bundle $T^*C^n$ with the space of all $(1, 0)$ covectors. The conormal bundle $T^*_M C^n$ of $M$ in $\mathbb{C}^n$ is the set of all covectors in $T^*\mathbb{C}^n|_M$ whose restrictions to $TM$ are purely imaginary. Then $T^*_M C^n$ is a real $(n-1)$ submanifold of $T^*\mathbb{C}^n$ that is not necessarily CR in general. However, the restriction map naturally identifies $T^*_M C^n$ with a generic submanifold of $T^*\mathbb{C}^{n-m} \ (\text{where } \mathbb{C}^{n-m} \cong \mathbb{C}^{n-m} \times \{0\})$ as follows. Denote by $\pi: T^*\mathbb{C}^n \to \mathbb{C}^n$ the natural projection and by $(T^*_M C^n)_p$ the fiber over a point $p \in M$. By the construction, each fiber $(T^*_M C^n)_p$ is naturally identified with a maximal totally real linear subspace of $T^*_p \mathbb{C}^{n-m}$. Denote by $GL(\mathbb{C}^{n-m})$ the group of all linear automorphisms of $\mathbb{C}^{n-m}$. Then, given $p \in M$, the set $G^*(p)$ of all $(q, G^*) \in M \times GL(\mathbb{C}^{n-m})$ with $G^*(T^*_M C^n)_p = (T^*_M C^n)_p$ is a generic submanifold in $\mathbb{C}^n \times GL(\mathbb{C}^{n-m})$ with maximal totally real fibers over $M$. The following lemma is a consequence of Proposition 4.1 applied for each $p = A(1)$ to the generic submanifold $G^*(p) \subset \mathbb{C}^n \times GL(\mathbb{C}^{n-m})$. 
Lemma 4.2. Let $A$ be a sufficiently small analytic disc in $\mathbb{C}^n$ of class $\mathcal{P}^\alpha$ attached to a submanifold $M \subset \mathbb{C}^n$ of class $C^{d+3}$. Then there exists a unique $\text{GL}((\mathbb{C}^{n-m})$-valued analytic disc $G^*$ of class $\mathcal{P}^\alpha$ such that $G^*(1) = \text{id}$ and, for $\theta \in \partial \Delta$,

$$G^*(\theta)((T_M\mathbb{C}^n)_{A(1)}) = (T_M\mathbb{C}^n)_{A(\theta)}.$$ 

Remark 4.3. The statement or Lemma 4.2 clearly holds also in the classical setting, where the discs are considered of class $C^{k,\alpha}$.

Lemma 4.2 establishes existence of a “connection” $G^*$ on $T^*_M\mathbb{C}^n$ over $\partial \Delta$ that defines, for each $\theta_1, \theta_2 \in \partial \Delta$, a linear isomorphism between the fibers $(T^*_M\mathbb{C}^n)_{A(\theta_1)}$ and $(T^*_M\mathbb{C}^n)_{A(\theta_2)}$. In general, this connection depends on the choice of the splitting $\mathbb{C}^n = \mathbb{C}^{n-m} \times \mathbb{C}^m$.) By duality, $G^*$ yields an isomorphism between $(T_M\mathbb{C}^n)_{A(\theta_1)}$ and $(T_M\mathbb{C}^n)_{A(\theta_2)}$, where $T_M\mathbb{C}^n$ stands for the quotient $(T\mathbb{C}^n)|_M/TM$. We write $G$ for the corresponding $\text{GL}((\mathbb{C}^{n-m})$-valued analytic disc that yields the dual connection on $T_M\mathbb{C}^n$ over $A$. We note that, in general, this connection may depend on the coordinates (essentially on the choice of the coordinate subspace $\mathbb{C}^{n-m} \subset \mathbb{C}^n$), in contrast to the connection defined in [194], which does not depend on the coordinates but, on the other hand, is only defined in a quotient bundle of $T_M\mathbb{C}^n$. However, in order to obtain propagation of all directions normal to $M$ we need a connection on the bundle $T_M\mathbb{C}^n$ itself.

4.3. Radial derivatives of attached analytic discs in $\mathcal{P}^\alpha$. In the following we assume $\alpha > 1/2$ and $0 < \beta \leq 2\alpha - 1$, $d' = 1$.

Lemma 4.4. Let $A$ be an analytic $\mathcal{P}^\alpha$ disc attached to a generic submanifold $M \subset \mathbb{C}^n$ of class $C^2$, and set $p := A(1) \in M$. Suppose that $A$ is sufficiently small in $\mathcal{P}^\alpha$. Then (in the given coordinates) there is a unique representation

$$(23) \quad A(\tau) = p + (1 - \tau)^\alpha A_0 + A_1(\tau)$$

with $A_0 \in T^p M$, $A_1(\cdot) \in C^{1,\beta}$ and $A_1(1) = 0$.

Proof. Without loss of generality, $p = 0$ and $M$ is generic and given by (21) with $h(0) = 0$, $h'(0) = 0$. Since $A$ is attached to $M$, we have $y(\tau) = h(x(\tau), w(\tau))$ for $\tau \in \partial \Delta$ in the notation of (21). Then it follows from Lemma 3.3 (see also Remark 3.3) that $y(\cdot) \in C^{1,\beta}(\partial \Delta)$. Hence the Hilbert transform $x(\cdot)$ is also in $C^{1,\beta}(\partial \Delta)$, and therefore the holomorphic extension $z(\cdot) = x(\cdot) + iy(\cdot)$ is in $C^{1,\beta}(\Delta)$. The existence of the representation now follows from the construction of the space $\mathcal{P}^\alpha$. The uniqueness is clear, since it generally holds for maps of class $\mathcal{P}^\alpha$ by Lemma 3.1.

In the sequel we shall write $\partial_r$ for the radial derivative in $\Delta$. Denote by $[v] \in T_M\mathbb{C}^n$ the equivalence class defined by a tangent vector $v$. Since by Lemma 4.4 the normal component of $A$ is $C^{1,\beta}$, it makes sense to write $[\partial_r A(1)] \in (T_M\mathbb{C}^n)_{A(1)}$, even though $\partial_r A(1)$ may not exist (in fact, it will never exist in our case). The following statement shows that, if $A$ is tangent, $G(\theta)$ describes the direction of the deformation of $A$.

Proposition 4.5. Suppose that $A$ is tangent to $M$ at $p := A(1)$, i.e. $[\partial_r A(1)] = 0$. Let $M' \subset \mathbb{C}^n$ be a $C^k$-smooth ($k \geq 4$) submanifold with boundary $M$ at a point $q \in A(\partial \Delta)$ with $C_q M' = T_q M \oplus \mathbb{R}^n v$ for suitable $v \in T_q \mathbb{C}^n$. Then, for any $\varepsilon > 0$, there exists a $C^k$-smooth family of submanifolds $M_\eta \subset M \cup M'$, $0 \leq \eta \leq \eta_0$, with
Let $M_0 = M$ such that the (unique) analytic disc $A_\eta(\cdot) = (z_\eta(\cdot), w(\cdot))$ attached to $M_\eta$ with $A_\eta(1) = p$ and with fixed "w-component" $w(\cdot)$ has the property
\begin{equation}
(24) \quad [\partial_r A_\eta(1)] = \eta (G(\tau_0)^{-1} [v] + [v_0]) + o(\eta), \quad \eta \to 0,
\end{equation}
for some vector $v_0 \in T_p \mathbb{C}^n$ with $|v_0| < \varepsilon$.

We obtain Proposition 4.3 as an immediate consequence of the following more general statement:

**Proposition 4.6.** In the setting of Proposition 4.5 let us drop the assumption that $A$ is tangent. Then we have the same conclusion, with (24) being replaced by
\begin{equation}
(25) \quad [\partial_r A_\eta(1)] = [\partial_r A(1)] + \eta (G(\tau_0)^{-1} [v] + [v_0]) + o(\eta), \quad \eta \to 0,
\end{equation}
for some vector $v_0 \in T_p \mathbb{C}^n$ with $|v_0| < \varepsilon$.

**Proof.** To construct the required deformation $M_\eta$, $0 \leq \eta \leq \eta_0$, consider real coordinates $x \in \mathbb{C}^n \cong \mathbb{R}^{2n}$ vanishing at $q$, where $M$ is given by $x_1 = \cdots = x_s = 0$ and $M'$ by $x_1 = \cdots = x_{s-1} = 0$, $x_s \geq 0$. Let $\varphi$ be a nonnegative function with compact support in a sufficiently small neighborhood of $q$ in $M$. Then define $M_\eta$ to be given by $x_s = \varphi(x_{s+1}, \ldots, x_{2n})$ near $q$ and to coincide with $M$ outside the support of $\varphi$.

Let $A_0$ be the analytic disc attached to $M_0$ with $A_\eta(1) = p$ and with the same $w$-component as $A$. By Proposition 4.3, the derivative $\dot{A}$ of $A_\eta$ with respect to $\eta$ for $\eta = 0$ exists and belongs to $\mathcal{P}^a$. Since only the "$z$-component" of $A_\eta$ changes, $A = (\dot{z}, 0)$. Let $G^*$ be given by Lemma 4.2. Then, for any covector $\xi \in (T_{M_\eta}^* \mathbb{C}^n)_p$, $\psi(\tau) := (G^*(\tau)\xi)[\dot{A}(\tau)]$ is a holomorphic function in $\Delta$. By the construction, the real part of $G^*(\tau)\xi$ vanishes on $\partial \Delta$. Hence $\text{Re} \psi$ vanishes on $\partial \Delta$ away from the support of $\varphi$, where $M$ is not deformed.

We now choose $\xi$ such that
\begin{equation}
(26) \quad \text{Re}(G^*(\tau_0)\xi)[v] \geq \delta |\xi|
\end{equation}
for a fixed small $\delta > 0$. If the deformation of $M$ takes place only in a sufficiently small neighborhood of $q$, then the direction of $[\dot{A}(\tau)]$ differs only slightly from $[v]$ for $\tau$ near $\tau_0$, and $[\dot{A}(\tau)] = 0$ for $\tau$ far from $\tau_0$. Hence $\text{Re} \psi(\tau) = 0$ and (26) implies $\text{Re} \psi(\tau) \geq 0$ everywhere for $\tau \in \partial \Delta$. Since $\text{Re} \psi$ is harmonic in $\Delta$, by the Hopf lemma, the radial derivative $\text{Re} \xi[\partial_r \dot{A}(1)]$ is positive. Since $\xi$ can be any covector satisfying (26), it follows that
\begin{equation}
\left| [\partial_r \dot{A}(1)] - \lambda G(\tau_0)^{-1} [v] \right| < \varepsilon
\end{equation}
for some $\lambda > 0$ and sufficiently small $\delta > 0$ (depending on $\varepsilon$). By a linear change of the parameter $\eta$ we can achieve $\lambda = 1$. Then, to show (25), it remains to observe that the radial derivative $[\partial_r A_\eta(1)]$ is continuously differentiable in $\eta$ with \[ \frac{d}{d\eta} [\partial_r A_\eta(1)]|_{\eta=0} = [\partial_r \dot{A}(1)]. \]

As an immediate application of Proposition 4.6 we obtain:

**Corollary 4.7.** Let $M \subset \mathbb{C}^n$ be a generic $C^k$-smooth ($k \geq 4$) submanifold through $p = 0$, and let $A$ be a sufficiently small analytic disc of class $\mathcal{P}^a$ attached to $M$. Then, if $M'_1, \ldots, M'_s$ are $C^k$-smooth submanifolds with boundary $M$ at a point $q \in A(\partial \Delta)$ in $s$ linearly independent directions $[v_1], \ldots, [v_s] \in (TM^* \mathbb{C}^n)_q$, then there exist $s$ submanifolds $M_j \subset M \cup M'_j$ of class $C^k$, of the same dimension as $M$ and arbitrarily close to $M$ in the $C^k$ norm, such that the analytic discs $A_1, \ldots, A_s$
of class $\mathcal{P}^\alpha$ are obtained as attached to $M_1, \ldots, M_s$ respectively with $A_j(1) = A(1)$ and with the same $w$-component as $A$ such that $[\partial_x A_1(1)], \ldots, [\partial_x A_s(1)]$ are linearly independent.

5. Filling $\alpha$-wedges by discs in $\mathcal{P}^\alpha$

Our goal here is to show that in the context of Theorem 5.1, a family of nonsmooth analytic discs attached to $V$ fills an $\alpha$-wedge over $V$ in the sense of Definition 2.2. In fact, we obtain a slightly stronger statement: actually the family of radii of the discs fills such a wedge. We begin with an abstract lemma for families of real curves, and then show that the family of radii satisfies the assumption of the lemma.

**Lemma 5.1.** Let $V \subset \mathbb{R}^l \times \{0\} \subset \mathbb{R}^l \times \mathbb{R}^{m-l}$ be an open subset with Lipschitz boundary at $0 \in \partial V$. Let $\varphi : [0,1] \times \overline{V} \to \mathbb{R}^l$ be a map of the form

$$\varphi(t,p) = p + t^\alpha a(p) + b(t,p), \quad 0 < \alpha < 1,$$

with $a(\cdot)$ and $b(\cdot, p)$ ($p \in \overline{V}$) being of class $C^{1,\gamma}$ for some $0 < \gamma \leq \frac{1}{\alpha} - 1$ such that $a(p) \in C_0^V \times \{0\}$, $b(0,p) \equiv 0$ and $\partial_b b(0,0) \notin \mathbb{R}^l \times \{0\}$. Assume that the induced map $p \mapsto b(\cdot,p)$ between $\overline{V}$ and $C^{1,\gamma}$ is also of class $C^{1,\gamma}$. Then there exist $\varepsilon > 0$, a neighborhood $U$ of $0$ in $\mathbb{R}^l \times \{0\}$, and a submanifold $M'$ of class $C^{1,\gamma^2}$ with boundary $M$ at $0$ in the direction of $\partial b(0,0)$ such that $\varphi$ defines a homeomorphism between $(0,\varepsilon) \times (V \cap U)$ and an $\alpha$-wedge over $V$ at $0$ in $M'$.

**Proof.** After a linear change of coordinates $(x,y) \in \mathbb{R}^l \times \mathbb{R}^{m-l}$, we may assume that $\partial_y b(0,0) \in \mathbb{R}^m$. Then the map

$$\widetilde{\varphi}(\tau,p) := (\varphi_1(\tau^{1/\alpha},p), \ldots, \varphi_l(\tau^{1/\alpha},p), (\varphi_{l+1}(\tau^{1/\alpha},p))^{\alpha}, \ldots, (\varphi_m(\tau^{1/\alpha},p))^{\alpha})$$

is well-defined for small $\tau \geq 0$ and $p \in \overline{V}$ close to $0$. We claim that $\widetilde{\varphi}$ is $C^{1,\gamma^2}$ in a neighborhood of $(0,0)$ in $[0,1] \times \overline{V}$. Indeed, the claim is nontrivial only for the components $\varphi_{l+j}(\tau^{1/\alpha},p)^{\alpha}$, $j = 1, \ldots, m-l$. Arguing as in (5), we may assume that $\varphi_{l+j}(t,p)$ is of class $C^{1,\gamma}$ and $\varphi_{l+j}(0,0) \neq 0$. Then we have

$$\partial_t((\varphi_{l+j}(\tau^{1/\alpha},p))^{\alpha}) = (\varphi_{l+j}(\tau^{1/\alpha},p))^{\alpha-1} (\partial_t \varphi_{l+j})(\tau^{1/\alpha},p)^{(\tau^{1/\alpha})^{-1}}$$

$$= (\varphi_{l+j}(\tau^{1/\alpha},p))^{\alpha-1} (\partial_t \varphi_{l+j})(\tau^{1/\alpha},p).$$

Since the composition $h \circ f$ of two maps $h, f \in C^{\gamma}$ is in $C^{\gamma^2}$ and depends smoothly (in fact linearly) on $h$, it follows that the map $p \mapsto \partial_t \varphi_{l+j}(\cdot,p)$ between $\overline{V}$ and $C^{\gamma^2}$ is of class $C^{1,\gamma}$. In particular, the map $p \mapsto \varphi_{l+j}(\cdot,p)$ between $\overline{V}$ and $C^{\gamma^2}$ is also of class $C^{1,\gamma}$. We conclude that both derivatives $\partial_t \varphi$ and $\partial_p \varphi$ are in $C^{\gamma^2}$ with respect to $(\tau,p) \in [0,1] \times \overline{V}$, and the claim follows.

The computation shows that

$$d\varphi(0,0)[\mathbb{R} \oplus \{0\}] = (a(0), \partial_x b_{l+1}(0,0), \ldots, \partial_x b_m(0,0))\mathbb{R},$$

and $d\varphi(0,0)[\mathbb{R} \oplus \mathbb{R}^l] = \mathbb{R}^l \oplus \mathbb{R} \partial b(0,0)$. Then, by the rank theorem, there exists a submanifold $M'$ of class $C^{1,\gamma^2}$ with boundary $M$ at $0$ such that $C_0 M' = \mathbb{R}^l \oplus \mathbb{R} \partial b(0,0)$ and, for some $C > 0$, the subset

$$\widetilde{V} := \{x \in M' : \text{dist}(x,V) < C \text{ dist}(x,\partial V)\}$$
is contained in the image \( \mathcal{V}(0,1) \times V \). Then the subset
\[
V' := \{ x \in \mathbb{R}^l \times \mathbb{R}_+^{m-l} : (x_1, \ldots, x_l, x_{l+1}, \ldots, x_m) \in \mathcal{V}' \}
\]
contains an \( \alpha \)-wedge over \( V \) at 0 satisfying the required conditions. \( \square \)

We now apply Lemma 5.1 to analytic discs in \( P^\alpha \). In view of Lemma 4.4 we immediately obtain:

**Proposition 5.2.** Let \( M \subset \mathbb{C}^n \) be a generic submanifold of class \( C^2 \), \( V \subset M \) an open subset with Lipschitz boundary at a point \( p_0 \in \mathcal{V} \), \( 1/2 < \alpha < 1 \), and let \( \gamma \) be as in Lemma 5.1. Choose a family \( p \mapsto A_p \in P^\alpha \) of attached analytic discs to \( M \) for \( p \in M \) in a neighborhood of \( p_0 \) such that \( A_p(1) = p \) and the following hold:

(i) the vector \((A_{p_0})_0\), chosen according to (23) for \( A = A_{p_0} \), is contained in \( C_{p_0}V \); and

(ii) \( A_{p_0} \) is transversal to \( M \) at 1, i.e. \( [\partial_r A_{p_0} (1)] \neq 0 \in (T_M \mathbb{C}^n)_{p_0} \).

Then there exist \( \varepsilon > 0 \), a neighborhood \( U \) of \( p_0 \) in \( M \), and a submanifold \( M' \) of class \( C^{1,\gamma} \) with boundary \( M \) at \( p_0 \) in the direction of \([\partial_r A_{p_0} (1)]\) such that the map \((\tau, p) \mapsto A_p(\tau)\) defines a homeomorphism between \((1-\varepsilon, 1) \times (V \cap U)\) and an \( \alpha \)-wedge \( V' \) over \( V \) at \( p_0 \) in \( M' \).

6. **Baouendi-Treves type approximation for sectors**

We call a generic submanifold \( V \subset \mathbb{C}^n \) a *Baouendi-Treves submanifold* if, for every \( s = 0, 1, \ldots, \infty, \omega \), every CR-function on \( V \) of class \( C^s \) can be uniformly approximated by holomorphic polynomials on compacta in \( V \) in the \( C^s \) topology. Recall that a sequence converges in the \( C^\infty \) topology if it converges in each \( C^k \) norm \( \|f\|_k \) for \( 0 \leq k < \infty \), and that it converges in the \( C^\omega \) topology if it converges with respect to the pseudonorm \( \sup_k \xi_k \|f\|_k \) for some \( \varepsilon > 0 \).

In [T95] Tumanov observed that the original proof of the *Baouendi-Treves approximation theorem* [BTS1] can be adapted to the situation of a submanifold with *generic edge*. However, the situation considered in this paper, where the edge is not generic, is more delicate. Here we show that neighborhoods of certain sectors in \( V \) are Baouendi-Treves submanifolds.

**Theorem 6.1.** Let \( M \subset \mathbb{C}^n \) be a generic submanifold and \( V \subset M \) an open subset with Lipschitz boundary at \( p = 0 \in \partial V \). Suppose that for some \( v \in \mathbb{C}^n \) and \( 0 < \alpha < 1 \), the sector \( S_\alpha(\alpha) := \{ \tau^a v : \Re \tau \geq 0 \} \) is contained in \( C_pV \). Then there exists \( \varepsilon_0 > 0 \) such that the open subset
\[
\{ z \in M : \text{dist}(z, S_\alpha(\alpha)) < \varepsilon_0 \text{ dist}(z, p) < \varepsilon_0^2 \}
\]
is a Baouendi-Treves submanifold in \( \mathbb{C}^n \).

We give a brief description of the method of Baouendi-Treves [BTS1] (see also [T96] and the book [BER99]). The method is based on the convolution of a given CR-function with the differential form \( e^{-\sum_i z_i^2} dz_1 \wedge \cdots \wedge dz_n \) along a maximally totally real submanifold \( N \subset M \). (Recall that a submanifold \( N \subset M \) is *maximally totally real* if \( (T_pN \cap T_p^* M) \cap i(T_pN \cap T_p^* M) = 0 \) and \( T_pN + T_p^* M = T_pM \) for all \( p \in N \).) Then, an application of the Stokes theorem shows that the convolution does not change if the submanifold is slightly deformed. Denote by \( B_0^s \) and \( B^s \) the
such that the following hold:

(i) The image \( \varphi(B_0^1 \times B_0^d) \) contains \( K \).

(ii) For each \( y \in B^d \), the restriction \( \varphi(\cdot, y) \) is an embedding of \( B^n \) into \( M \) as a maximally totally real submanifold \( N_y \) (with boundary) such that the restriction \( \text{Re } \omega|_{N_y} \) is positive definite.

(iii) \( \varphi(x, \cdot) \) = const for every \( x \in \partial B^n \); in particular, the boundaries of the \( N_y \)'s are the same for all \( y \in B^d \).

Then \( M \) is a Baouendi-Treves submanifold.

**Proof.** Since the argument follows exactly the line of the proof given in [196], we only give a sketch. For a CR-function \( f \) on \( M \) and \( y \in B^d \), define the sequence of entire functions

\[
f_{l,y}(z) := \left( \frac{1}{\pi} \right)^{n/2} \int_{N_y} f(\hat{\zeta}) e^{-l\omega(\zeta - z)} d\zeta_1 \wedge \cdots \wedge d\zeta_n, \quad l = 1, 2, \ldots.
\]

The positivity condition for \( \text{Re } \omega|_{N_y} \) implies that \( f_{l,y} \) converges to \( f \) as \( l \to \infty \), uniformly on compacta in the interior of \( N_y \). It is easy to see, by using (i), that the convergence is uniform on \( K \). Moreover, it follows from the fact that \( f \) is CR, from (iii) and from the Stokes theorem that the functions \( f_{l,y} \) are independent of \( y \in B^d \). Thus, \( f_{l,y} \) is a sequence of entire functions that converges uniformly to \( f \) on \( K \). It remains to approximate entire functions by holomorphic polynomials, e.g., by taking their Taylor polynomials. \( \Box \)

In order to apply Lemma 6.2 to our situation, we have to construct the family \( \varphi \). The hardest part of this construction is to satisfy the positivity condition on \( \text{Re } \omega|_{N_y} \).

For any \( \varepsilon > 0 \), define the real convex cone

\[
A_\varepsilon := \{ x_1^2 > \frac{\varepsilon}{2} (x_2^2 + \cdots + x_n^2) \} \subset \mathbb{R}^n \subset \mathbb{C}^n
\]

and the ball

\[
B_\varepsilon := \{ iy : y_1^2 + \cdots + y_n^2 < \frac{1}{1 + \varepsilon} \} \subset i\mathbb{R}^n \subset \mathbb{C}^n.
\]

Define the “diamond” \( \tilde{A}_\varepsilon := (-1 + A_\varepsilon) \cap (1 - A_\varepsilon) \subset \mathbb{R}^n \), where \( 1 \) stands for the point \((1, 0, \ldots, 0) \in \mathbb{C}^n \). Finally, for any \( iy \in B_\varepsilon \), let \( C_\varepsilon(y) \subset \mathbb{C}^n \) be the union of all real line segments connecting \( iy \) with boundary points of \( A_\varepsilon \), and let \( C_\varepsilon \) be the union of the subsets \( C_\varepsilon(y) \) for \( iy \in B_\varepsilon \).

**Lemma 6.3.** For any \( \varepsilon > 0 \) and any \( iy \in B_\varepsilon \), the standard form \( \text{Re } \omega = \text{Re } \sum_j z_j^2 = \sum_j (x_j^2 - y_j^2) \) is positive on tangent vectors to \( C_\varepsilon(y) \). Moreover, for any \( 1 \leq d \leq n \) and \( \delta > 0 \), there exist a smooth map \( \varphi : B^n \times B^d \to \mathbb{R}^n \oplus i\mathbb{R}^d \) satisfying conditions (ii) and (iii) in Lemma 6.2 with \( \omega \) as above and such that

\[
C_\varepsilon \cap (\mathbb{R}^n \oplus i\mathbb{R}^d) \subset \varphi(B_0^1 \times B_0^d) \subset (1 + \delta)C_\varepsilon \cap (\mathbb{R}^n \oplus i\mathbb{R}^d).
\]
Proof. Any tangent vector \( v \) to \( C_\varepsilon(y_0) \) at a point \( z = x + iy \) is a sum \( v_1 + v_2 \), where \( v_1 \) is tangent to the segment connecting \( z \) with a boundary point \( a \in \partial \bar{A}_\varepsilon \) and \( v_2 \) is tangent to \( \partial \bar{A}_\varepsilon \) at \( a \). If \( v_1 = 0 \), the claim is clear, since \( \text{Re} \omega \) is positive on \( \mathbb{R}^n \subset \mathbb{C}^n \). Otherwise, by rescaling \( v \), we may assume \( v_1 = a - iy \). By the convexity of \( \bar{A}_\varepsilon \), \( a + v_2 \notin \bar{A}_\varepsilon \). Then, by the construction of \( A_\varepsilon \) and \( B_\varepsilon \), we have \(|y| < |a + v_2|\). Since \( v = a + v_2 - iy \), this shows that \( \text{Re} \omega(v) > 0 \), as required.

For the second statement, observe that \( C_\varepsilon(y) \) can be written as \( C_\varepsilon(y) = \{ x + i\xi(x)y : x \in \bar{A}_\varepsilon \} \) for a suitable continuous function \( \xi(x) \). We replace \( \xi \) by a smooth function \( \xi \) that approximates \( \xi \) in the \( C^1 \) norm such that the submanifold \( \bar{C}_\varepsilon(y) := \{ x + i\xi(x)y : x \in \bar{A}_\varepsilon \} \) still satisfies the above positivity condition. It remains to choose \( \varphi(x, y) := \sqrt{1 + \delta(x + i\xi(x)y)} \).

\[ \square \]

Proof of Theorem 6.4. Denote by \( d \) the codimension of \( M \) in \( \mathbb{C}^n \). Without loss of generality, \( p = 0 \). The proof will depend on whether \( \alpha \) is larger or smaller than 1/2. Suppose first that \( \alpha > 1/2 \). Then \( \varepsilon > 0 \) can be chosen such that, for \( y := (1 + \varepsilon)^{-1/2}(1, 0, \ldots, 0) \), the intersection \( I := C_\varepsilon(y) \cap (\mathbb{C} \times \{0\}) \) has the angle \( \alpha \) at the point \( iy \). Then, for any \( \lambda > 0 \), there exists a complex affine automorphism \( F_\lambda : \mathbb{C}^n \rightarrow \mathbb{C}^n \) sending \( i\lambda y \) to \( 0 \), \( \lambda C_\varepsilon(y) \cap (\mathbb{C} \times \{0\}) \) to \( S_\varepsilon(\alpha) \) and \( \lambda C_\varepsilon \cap (\mathbb{R}^n \oplus i\mathbb{R}^d) \) into the interior of \( C_pV \). It follows from the definition of \( C_pV \) that for \( \lambda > 0 \) sufficiently small, the map \( F_\lambda \) can be approximated on the closure \( \bar{\lambda C}_\varepsilon \) in the \( C^2 \) norm by a diffeomorphism \( \bar{F}_\lambda : \mathbb{C}^n \rightarrow \mathbb{C}^n \) sending \( \lambda C_\varepsilon \cap (\mathbb{R}^n \oplus i\mathbb{R}^d) \) into the closure \( \bar{V} \subset M \) such that \( \bar{F}_\lambda(i\lambda y) = 0 \) and \( d\bar{F}_\lambda(i\lambda y) = dF_\lambda(i\lambda y) \). We can now use \( \bar{F}_\lambda \) to transfer the standard form \( \omega \) and the family \( \varphi \) constructed in Lemma 6.3 to the image \( U := \bar{F}_\lambda(\lambda C_\varepsilon \cap (\mathbb{R}^n \oplus i\mathbb{R}^d)) \subset \bar{V} \) in order to have data satisfying the assumptions of Lemma 6.2. Then Lemma 6.2 yields the required conclusion.

The proof for \( \alpha \leq 1/2 \) is analogous to that in the first case \( \alpha > 1/2 \), with the only exception that the above map \( \bar{F}_\lambda \) must be chosen to send the point \((\lambda, 0, \ldots, 0) \in \lambda C_\varepsilon \) instead of \( i\lambda y \) into \( p = 0 \).

\[ \square \]

7. Proofs of Theorems 1.1 1.4

Proof of Theorem 1.4. We first prove statement (ii). Let \( A, p, q \) and \( V' \) be as in Theorem 1.3(ii). Hence \( A \) belongs to a class \( P^\alpha \) for a suitably chosen fixed \( 0 < \beta \leq 2\alpha - 1 \). (Recall that we fixed such \( \beta \) in the definition of \( P^\alpha \).) By Proposition 4.1, if \( A \) is sufficiently small, it can be extended to a family \( x \mapsto A_x \in P^\alpha \) of class \( C^2 \) of analytic discs attached to \( M \) for \( x \in M \) in a neighborhood of 0 such that \( A_0 = A \) and \( A_x(1) = x \) for all \( x \). It follows from the definition of \( C_pV \) and the assumptions that the family \( x \mapsto A_x \) can be chosen such that \( A_x(\partial \Delta) \subset V \) for \( x \in V \) sufficiently close to \( p \). By Corollary 4.7, after an arbitrarily small (in the \( C^4 \) norm) deformation of \( M \) inside \( V' \), we may assume that \( A = A(\tau) \) is transversal at \( \tau = 1 \) to \( V \), i.e. \( [\partial_1, A(1)] \neq 0 \in (T_M\mathbb{C}^n)_p \). Moreover, given several submanifolds \( V'_1, \ldots, V'_s \) as in Theorem 1.4(ii), Corollary 4.7 yields \( s \) linearly independent directions for the corresponding discs. Then, if \( \varepsilon \) and \( U \) are given by Proposition 5.2, the map \( (\tau, x) \mapsto A_x(\tau) \) defines a homeomorphism between \( (1 - \varepsilon, 1) \times (V \cup U) \) and an \( \alpha \)-wedge \( V'' \) over \( V \) at 0 in a submanifold \( M'' \) with boundary \( M \) at 0 of class \( C^{1,\alpha} \) with \( 0 < \delta < 1 \) suitably chosen. Finally, if \( \varepsilon_0 \) is given by Theorem 6.3 with \( v \) as in Theorem 1.4 and if \( A \) is sufficiently small, the boundary of each \( A_x \) is contained in the set \( \partial V \) for any \( x \in V \) sufficiently close to \( p \). Hence, for any such \( x = p_0 \), any CR-function \( f \) on \( V \) can be uniformly approximated by a sequence of
polynomials in a neighborhood of the compact set \( A_{p_0}(\partial \Delta) \subset V \). By the maximum principle, the sequence of polynomials converges uniformly on the images \( A_j(\partial \Delta) \) for \( x \in V \) sufficiently close to \( p_0 \) to a limit which defines a CR-extension of \( f \) to a neighborhood of \( A_{p_0}( (1-\varepsilon,1)) \) in \( V'' \). Moreover, any such sequence of polynomials yields the same limit function. Summarizing, we obtain a covering of \( V \cap U \) by open subsets \( V_j \) such that \( f \) extends to be CR on the interior of the subset

\[
V''_j := \{ A_\tau(x) : x \in V_j, \tau \in (1-\varepsilon,1) \} \subset V''
\]

for each \( j \). Moreover, we can choose the covering \( \{ V_j \} \) sufficiently small so that, whenever \( V_j \cap V_k \neq \emptyset \), there exists a sequence of polynomials as above that converges uniformly on the union \( V''_j \cap V''_k \). By the uniqueness property of the limit, the CR-extensions of \( f \) to \( V''_j \) and \( V''_k \) coincide on the intersection. Thus we obtain a well-defined CR-extension of \( f \) to \( V'' \), and the proof of part (ii) of Theorem 1.4 is complete.

For the proof of part (i), observe that, given a wedge \( V' \subset \mathbb{C}^n \) with edge \( V \) at \( q \), we can choose submanifolds \( V'_1, \ldots, V'_d \subset \mathbb{C}^n \) of class \( C^4 \) with boundary \( V \) at \( q \) in \( d \) linearly independent directions in \( T_q \mathbb{C}^n / T_q M \), where \( d \) denotes the codimension of \( M \) in \( \mathbb{C}^n \). By part (ii), we obtain CR-extension of any CR-function \( f \) on \( V \cup ( \bigcup \{ V'_j \} \) to \( \alpha \)-wedges \( V''_1, \ldots, V''_d \) over \( V \) at \( p \) in submanifolds \( M''_1, \ldots, M''_d \) respectively with boundary \( M \) whose directions in \( T_p \mathbb{C}^n / T_p M \) are also linearly independent. Then near each point \( p_0 \in V \) sufficiently close to 0 we are in the setting of the theorem of Ajrapetyan and Henkin \([AHSJ]\), which yields holomorphic extension of \( f \) to a wedge \( W_{p_0} \) with edge \( V \) at \( p_0 \) whose direction cone can be assumed to be any cone smaller than the convex linear span of the directions of \( M''_1, \ldots, M''_d \) at \( p_0 \). Recall that a subcone \( C \) of an open cone \( C' \) is called smaller if the closure of \( C \) intersects with the unit sphere is contained in \( C' \). In order to obtain an \( \alpha \)-wedge over \( V \) as required, we need to estimate the size of \( W_{p_0} \) as \( p_0 \) approaches the boundary \( \partial V \). This can be done by inspecting the proof of Theorem 4.1 in \([196]\) and using \([193]\) Theorem 1.2 to obtain the required regularity of the solution of the Bishop's equation. More precisely, the first step is to obtain a deformation version of the Ajrapetyan-Henkin theorem, for which the reader is referred to \([MMZ02]\) Proposition 3.3. The second step is to use linear rescaling, i.e. linear maps \( z \mapsto \lambda z \), to show that the size of the wedge \( W \) in the Ajrapetyan-Henkin theorem is proportional to the size of the given submanifolds. Since each \( V''_j \) is an \( \alpha \)-wedge over \( V \) at 0, its size near \( p_0 \) in all directions can be estimated from below by \( \text{dist}(p_0, \partial V)^{1/\alpha} \) up to a constant. Hence also the size of \( W_{p_0} \) has a proportional estimate from below. Now it follows directly from Definition 2.2 that the wedges \( W_{p_0} \) cover an \( \alpha \)-wedge \( V \) over \( V'' \) at 0. Furthermore, by choosing \( p_0 \) in a suitable way and using the uniqueness of a holomorphic extension of functions into wedges, we obtain the required holomorphic extension of \( f \) to \( V'' \). The proof of Theorem 1.4 is complete. \( \square \)

**Proof of Theorems 1.2 and 1.3** Without loss of generality, \( p = 0 \). As in \([194]\) pp. 17–18, we may approximate \( \gamma \) by a chain of arbitrarily small analytic discs \( A_j, 1 \leq j \leq l \), attached to \( M \) such that, \( A_j(\partial \Delta) \cap A_{j+1}(\partial \Delta) \neq \emptyset \) for \( 1 \leq j \leq l - 1 \), \( A = A_1 \) satisfies the assumptions of Theorem 1.4 and all other discs \( A_j \) are \( C^{1,\beta} \). By repeating the arguments of \([194]\), one can see that the discs \( A_j \) can be chosen such that \( A_1(\partial \Delta) \) has points arbitrarily close to \( \gamma(1) \). In particular, if \( V' \) is given as in Theorem 1.4 it becomes a submanifold with boundary \( M \) at some point of \( A_1(\partial \Delta) \). The conclusion of Theorem 1.2 follows now from Theorem 1.4 (i) and the
propagation of wedge extendibility along analytic discs due to Trépreau [Tr90] and Tumanov [T88]. The conclusion of Theorem 1.3 follows analogously from Theorem 1.4 (ii).

\[ \square \]

**Proof of Theorem 1.4.** By the definition of the complex angle, there exists a CR-curve \( \gamma \) satisfying the assumptions of Theorem 1.2. Then the required conclusion follows immediately from Theorem 1.2.

\[ \square \]
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