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1. Introduction

Let E be a complex vector space of finite dimension and let K ⊂ GL(E) be
a compact connected subgroup. Then for fixed a ∈ E the orbit K := K(a) is
a real-analytic submanifold of E that inherits various structures from E. For
instance, choosing a K-invariant positive definite inner product (x|y) on E
makes K a Riemannian manifold on which K acts transitively by isome-
tries. On the other hand, K inherits from E a Cauchy–Riemann structure
(CR-structure), that is given by the distribution of the maximal complex
subspaces Hx K := Tx K ∩ iTx K of the real tangent spaces Tx K ⊂ E,
x ∈ K , together with the complex structure on every Hx K (multiplication
by i). The subspace Hx K is called the holomorphic tangent space to K at x
(see [9] and [4] as general references for CR-manifolds).

Of interest for the geometry of the orbit K = K(a) with respect to its
CR-structure is the study of the CR-functions (or more generally
CR-mappings) on K , i.e. of smooth functions f : K → C that satisfy
the tangential Cauchy–Riemann differential equations in the sense that the
restriction of the differential df to every holomorphic tangent space is com-
plex linear. For instance, all holomorphic functions defined in an open
neighbourhood of K ⊂ E give by restriction real-analytic CR-functions
on K . Actually, we deal with the more general continuous CR-functions
on K (which satisfy by definition the tangential CR-equations in the distri-
bution sense, or equivalently, which are locally uniform limits of sequences
of smooth CR-functions due to the approximation theorem of Baouendi-
Treves [6]). In this context it is of interest to determine the space of all
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points ‘to which every continuous CR-function on K can be holomorphi-
cally extended’, or in a more abstract setting, to determine the spectrum of
the Banach algebra of all continuous CR-functions on K . For this also the
explicit determination of the corresponding linear, polynomial and rational
convex hulls in E is of help. An important well-known tool and CR-invariant
of K is the (vector-valued) Levi form, which is a sesqui-linear form defined
on the holomorphic tangent space Hx K with values in the complex vector
space (Tx K + iTx K )/Hx K – in a vague sense this can be understood as
a ‘holomorphic curvature’ that measures how far the variation of the sub-
space Hx K ⊂ E differs from being CR in x ∈ K . Hence the first step is
the understanding of the Levi form. Other natural questions are: When are
two orbits K(a) and K(b) for a, b ∈ E isomorphic as CR-manifolds? When
are two CR-isomorphic K-orbits in E linearly equivalent? When can the
orbit K = K(a) be realized as the Shilov boundary of a relatively compact
domain in a suitable complex-analytic Stein space? The last question has
been treated (also if K in E is not an orbit) by Harvey-Lawson [20] in case
K is of hypersurface type, i.e. dim(Ta K/Ha K ) = 1 for all a ∈ K . However,
if Ha K in Ta K is of higher codimension (also called the CR-codimension
of K ), the last question, also treated in this paper for certain K-orbits, is
completely open in general.

A well understood case is when K ⊂ GL(E) is a maximal compact
subgroup, that is up to isomorphy, E = Cn with standard inner product
(x|y) =∑

x j y j and K = U(n) is the unitary group. Then, choosing a unit
vector a ∈ E, the corresponding orbit K = K(a) is the euclidian unit
sphere of E, and for every x ∈ K the holomorphic tangent space Hx K
is the complex orthogonal complement to the vector x in E. As is well
known, the holomorphic structure of the open unit ball D = {z ∈ E :
(z|z) < 1} is closely related to the CR-structure of its boundary K = ∂D:
Every continuous CR-function on K extends to a holomorphic function on
D which is continuous up to the boundary, and the various convex hulls
(e.g. linear, polynomial, rational, holomorphic) of K all coincide with the
closed unit ball D (provided E has dimension at least 2, in which case
K(a) = S(a) holds for S = SU(n)). Furthermore, the group of all CR-
homeomorphisms of K can be identified with the group Aut(D) of all
biholomorphic automorphisms of the ball D , which is the group PSU(n, 1)
acting transitively by linear fractional transformations on D .

The euclidian unit ball in Cn is an example of a bounded symmetric
domain. Recall that, up to biholomorphic equivalence, the bounded sym-
metric domains are precisely the bounded circular (i.e. eitD = D for all
t ∈ R) convex domains D in a complex vector space E of finite dimension
such that the group Aut(D) of all biholomorphic transformations acts transi-
tively on D (the adjective symmetric reflects the fact that then the symmetry
s(z) = −z about the origin 0 ∈ D can be conjugated to a symmetry about
any point in D). One of the main invariants of the bounded symmetric
domain D is the rank, a certain integer that measures in a way the deviation
of D from being a euclidian ball. In particular, among all bounded symmet-
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ric domains the euclidian balls are precisely those of lowest possible rank
(namely 1) and also those with smooth boundary.

The next interesting case plays a remarkable role in many seemingly
unrelated contexts. It is the bounded symmetric domain of lowest possible
dimension whose boundary is not smooth, namely the open unit ball D
with respect to the operator norm in the space E of all complex symmetric
2× 2-matrices. Its boundary is the union of two smooth parts: The Shilov
boundary of D (totally real and diffeomorphic to the homogeneous space
U(2)/O(2)) and a real hypersurface in E that is the bounded circular realiza-
tion of the tube over the light cone. This hypersurface is the simplest known
example of a real everywhere Levi-degenerate hypersurface that is not lo-
cally equivalent to a product ofCwith a hypersurface inC2 (see [14] for these
and other related facts on CR-geometry of this hypersurface). In this ex-
ample the group K := GL(D) of all linear transformations g ∈ GL(E) with
g(D) = D consists of all transformations z �→ uzu′ with u ∈ U(2) unitary
and u′ the transpose of u. The orbits of K and of its commutator sub-
group S (isomorphic to SU(2)/{±1}) in E have been studied in [13] and,
in a slightly different formulation, also in [3] and [24]. In particular, it has
been shown in [24] that among the S-orbits there are one-parameter families
of pairwise CR-inequivalent CR-manifolds, which are all diffeomorphic to
the 3-dimensional real projective space. It has been further shown in [3]
(see also [39]) that the universal coverings of these CR-manifolds cannot
be realized as boundaries of complex Stein spaces. Another remarkable
feature of this example is the presence of the complex-analytic cone of all
singular matrices in E, that realizes the simplest normal singularity and
can be seen as the complexification of every orbit K(a) = S(a) with a of
rank 1. Yet another feature is that the polynomial convex hull of any such
orbit K(a) with ‖a‖ = 1 is the image of the closed unit ball in C2 under
the mapping (z, w) �→ ( zz zw

wz ww

)
, which is the simplest known proper holo-

morphic mapping between euclidian balls of dimensions > 1 that is not
injective.

In this paper we give answers to the above questions for K- and S-orbits
in case where the group K ⊂ GL(E) is the connected identity component
of the group GL(D) associated to an arbitrary bounded symmetric domain
D ⊂ E of rank r and S ⊂ K is the semisimple part of K. Every bounded
symmetric domain D can be written in a unique way as a direct product of
irreducible ones, i.e. those that cannot be further written as nontrivial direct
products. For simplicity we always assume that D is irreducible, which is
equivalent to K acting irreducibly on E or also to T := {z �→ tz : |t| = 1}
being the center of K. One then always has K = TS. We shall extensively
use the associated Jordan triple product on the ambient space E that allows
one to carry out computations in an algebraic way. Of special importance
are the singular values σ1(a) ≥ σ2(a) ≥ . . . ≥ σr(a) ≥ 0 of a ∈ E that can
be defined in a purely Jordan algebraic way and which generalize the usual
singular values of rectangular matrices.
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The irreducible bounded symmetric domains of positive dimension come
in 4 classical series and two separate exceptional domains (compare for
instance [21] or [33]). These are (without repetitions) precisely the following
domains, where n is the dimension and r is the rank. We write Cp×q for the
linear space of all complex p× q-matrices.

Ip,q : D = {z ∈ Cp×q : 11p − zz∗ > 0}, where 1 ≤ p ≤ q are arbitrary
integers, ‘ > 0’ means ‘positive-definite’, and z∗ is the conjugate-
transpose of z. Here n = pq, r = p and S is the group of all
transformations z �→ uzv with u ∈ SU(p) and v ∈ SU(q).

IIp : D = {z ∈ Cp×p : z′ = −z and 11p − zz∗ > 0}, where p ≥ 5 and z′

is the transpose of z. Here n = (p
2

)
, r = [ p

2

]
and S is the group of all

transformations z �→ uzu′ with u ∈ SU(p).
IIIp : D = {z ∈ Cp×p : z′ = z and 11p − zz∗ > 0}, where p ≥ 2. Here

n = (p+ 1
2

)
, r = p and S is the group of all transformations z �→ uzu′

with u ∈ SU(p).
IVn : D = {z ∈ Cn : (z|z)+√

(z|z)2 − |〈z|z〉|2 < 2} (the Lie ball), where
n ≥ 5, (z|w) = ∑

zkwk and 〈z|w〉 = ∑
zkwk. Here r = 2 and

S = SO(n) acting in the standard way on Rn and Cn.
V : An exceptional domain in dimension n = 16 with rank r = 2 and

S = Spin(10).
VI : An exceptional domain in dimension n = 27 with rank r = 3. Here

S is a compact exceptional group of type E6.

The types can also be defined for smaller indices. But then there are for
instance the coincidences IV3 ≈ III2, IV4 ≈ I2,2, IV6 ≈ II4, II3 ≈ I1,3,
and IV2 is not irreducible.

For every irreducible D the connected identity component G of the
biholomorphic automorphism group Aut(D) is a simple real Lie group
acting transitively on D . In case of the types I – IV, G is a classical group,
whereas for the types V, IV, it is exceptional of type E6 and E7 respectively.
For this reason, an irreducible bounded symmetric domain is called classical
if it is of type I – IV and exceptional otherwise.

A well understood case is when the orbits are of hypersurface type,
compare [3], [24], [1]. K-orbits of this kind appear for each bounded sym-
metric domain for elements a ∈ E of rank 1 (see Sect. 5) and coincide
with their S-orbits. In addition, S-orbits of hypersurface type appear in in-
finite families of pairwise CR-inequivalent CR-submanifolds for each tube
type bounded symmetric domain of rank 2. We would like to mention that,
in general, K- and S-orbits may have any given CR-codimension and our
approach treats them in a uniform way.

An outline of the paper is as follows. In Sect. 2 we illustrate our results in
the case of type Ip,q (the space Cp×q of complex p×q-matrices) containing
already a rich class of CR-nonequivalent examples demonstrating main
phenomena. In Sects. 3–5 we survey basic facts of the well known Jordan
approach to bounded symmetric domains that will be extensively used
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throughout the paper. In particular, in Sect. 4 we describe all formally real
Jordan algebras together with their positive cones. These play an important
role for the fine structure of the Levi cones later on. In Sect. 6 we generalize
the well known Peirce decomposition for tripotents to arbitrary elements
a ∈ E. This is motivated by the decomposition of E given by the tangent
spaces Ha K ⊂ Ta K of the orbit K := K(a) and allows us in Sect. 7 to
represent the tangent spaces as images of certain polynomial functions of
operators of low degree. Here the two main structurally different cases
become visible: the orbits of invertible and of noninvertible elements (for
types I – III invertibility is the same as the usual invertibility of matrices).
In the invertible case the K-orbits are nonminimal whereas the S-orbits
are minimal submanifolds of codimension 1 (recall that a CR-manifold
M is minimal at a point a in the sense of Tumanov [40] if any smooth
submanifold through a having the same holomorphic tangent space at every
point is necessarily open in M). In the noninvertible case K- and S-orbits
coincide. In both cases we show that the Levi cone of each S-orbit has
a nonempty interior. In Sect. 8 we study the orbit of the complexified
groups KC and SC where the K- and S-orbits respectively are embedded as
generic submanifolds (recall that a real submanifold is generic in a complex
manifold if its real tangent space at each point spans the ambient tangent
space overC). We also provide defining equations for both real and complex
orbits. We then turn to a more explicit computation of the Levi form and the
Levi cone of the orbits in Sect. 9. The Levi cone turns out to be a simplex
cone for orbits of elements with pairwise different singular values. On
the other hand, if some singular values coincide, the cone becomes more
complicated and is not necessarily finitely generated. In each case we give
explicit defining equations and inequalities for the Levi cone. We next
construct compact subsets of E, naturally associated to the elements of E,
having their tangent cones in the direction of the Levi cones that will play
an important role in the description of the natural hulls of the orbits. In
Sect. 10 we study the interior domains in the above compact sets proving, in
particular, that they are Stein. Those domains with automorphism group of
maximal dimension will be exactly the corresponding bounded symmetric
domains for which we give different characterizations. Section 11 is devoted
to the explicit description of convex, polynomial and rational convex hulls
of the orbits. In Sect. 12 we identify the maximal domains of holomorphic
extension of CR-functions on orbits. In each case these turn out to be the
domains studied in Sect. 10. The extension is obtained by using locally
a deformation version of the extension result of Boggess-Polking [10] and
constructing one-parameter families of orbits ‘moving’ everywhere inside
the Levi cone. It is shown that such families fill an open dense subset in the
domain of consideration whereas the extension to the full domain is obtained
by removing certain real-analytic submanifolds of high codimension. The
final continuous extension to the closure is obtained by a linear rescaling
argument in the case a is not invertible. In case a is invertible, more elaborate
arguments involving the fine boundary stratification of the hulls are needed.
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We conclude by giving in Sect. 13 as an application of our main results
the complete solution of the CR-equivalence problem for the orbits under
consideration.

Notation: For every complex vector space E of finite dimension we denote
by L(E) the complex algebra of all linear endomorphisms of E and by
GL(E) the maximal subgroup of invertible operators. SL(E) is the subgroup
of all operators of determinant 1. For every subset M ⊂ E we denote by
GL(M) ⊂ GL(E) the subgroup of all transformations g with g(M) = M.
Furthermore, LR(E) is the complex algebra of all R-linear endomorphisms
of E. A sesqui-linear mapping L : E × E → F is always understood to be
complex linear in the first and conjugate linear in the second argument. For
every ringKwe denote byKp×q the space of all matrices with p rows and q
columns and entries fromK. By 11p or simply 11 we denote the p× p-identity
matrix.

For every real or complex vector space V of finite dimension and every
subset M ⊂ V containing a in its closure, Ta M denotes the (Whitney)
tangent cone to M at a, that is the set of all v ∈ E such that there are
sequences (v j) in M and (t j) in {t ∈ R : t > 0} with lim j→∞ v j = a and
lim j→∞ t j(v j − a) = v.

If Ω is a topological space, C(Ω) denotes the complex algebra of all
continuous complex-valued functions on Ω. For every complex manifold
(or more generally for every complex space) X we denote by O(X) the
algebra of all holomorphic functions on X and by Aut(X) the group of
all biholomorphic automorphisms of X. For every CR-manifold M we
denote by CCR(M) ⊂ C(M) the complex subalgebra of all continuous CR-
functions on M and by AutCR(M) the group of all CR-homeomorphisms
of M, i.e. homeomorphisms ϕ such that both ϕ and ϕ−1 are CR in the
distribution sense. The groups Aut(X) and AutCR(M) are always considered
as topological groups with respect to the compact open topology unless
stated otherwise.

For complex vector spaces V, W we simply write V ⊗ W instead of
V ⊗

C
W . For subgroups G ⊂ GL(V ) and H ⊂ GL(W ) we denote by

G⊗H ⊂ GL(V⊗W ) the subgroup of all transformations g⊗h with g ∈ G
and h ∈ H . Clearly, the canonical surjection G × H → G ⊗ H is not
injective in general.

2. Illustration of the main results

In this section we illustrate our main results in the special situation of
matrix spaces. We begin with a general remark: Let E be an arbitrary
complex vector space of finite dimension and let K ⊂ GL(E) be a compact
connected subgroup. Then K = ZS, where Z is the connected identity
component of the center and S is the (semi-simple) commutator subgroup
of K. Every K-orbit is foliated in S-orbits, more precisely, to every a ∈ E
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there is a torus subgroup T ⊂ Z such that T × S(a) is a covering space of
K(a) via the mapping (t, z) �→ t(z).

2.1 Remark. For every a ∈ E the orbit S := S(a) has finite fundamental
group, whereas the fundamental group of K := K(a) is infinite if K �= S. In
case Z ⊂ T := {z �→ tz : |t| = 1} (for instance if K acts irreducibly on E)
the holomorphic tangent spaces satisfy Hx(K ) = Hx(S) for every x ∈ S. In
particular, K is not minimal as CR-manifold if Z = T and K �= S.

Finiteness of the fundamental group of S follows from the same prop-
erty for the compact semi-simple group S (compare e.g. [22, p. 144]) and
the fact that the isotropy subgroup Sa has only finitely many connected
components. The equality of the holomorphic tangent spaces follows from
a /∈ Ta K = Ta S ⊕ Ria. Notice that this statement no longer remains true
if Z is not contained in T. As a counter-example consider E := C2×2 iden-
tified with C2 ⊗ C2 and set K = SU(2) ⊗ SO(2). Then Z = 11 ⊗ SO(2),
S = SU(2) ⊗ 11, and for a := (t 0

0 1/t

)
, t > 1 fixed, the orbit S(a) is totally

real while the orbit K = K(a) is not. Actually, K is generic in SL(2,C) and
z �→ zz′ defines for b := aa′ a Z-invariant CR-submersion from K onto
the minimal CR-submanifold {ubu′ ∈ E : u ∈ SU(2)} whose differential
induces an isomorphism of holomorphic tangent spaces at every point of K .
The image is a hypersurface in the affine quadric {z ∈ SL(2,C) : z′ = z}
≈ SL(2,C)/SO(2,C) and is real-analytically equivalent to the real pro-
jective space P3(R), but its CR-structure does not come from the standard
CR-structure on the 3-sphere S3 ⊂ C2 (cf. [24]).

Now fix for the rest of this section integers p, q ≥ 1 and let E := Cp×q

be the space of all complex p× q-matrices. Denote by r := min(p, q) the
maximal possible rank of matrices in E and call it also the rank of E. For
simplicity (and without loss of generality) let us assume throughout p ≤ q,
i.e. r = p.

On E there is a canonical norm ‖ ‖, namely the operator norm if every
z ∈ E is considered in the natural way as operator z : Cq → Cp between
complex Hilbert spaces (the operator norm ‖z‖ coincides with the largest
singular value of the matrix z ∈ E, see below for more details). The open
unit ball D := {z ∈ E : ‖z‖ < 1} is a bounded symmetric domain (the type
Ip,q , see Sect. 1). The biggest connected subgroup K ⊂ GL(E) leaving the
ball D invariant is the group of all transformations z �→ uzv with u ∈ U(p)
and v ∈ U(q), that is, K = U(p)⊗ U(q) if we identify Cp×q with Cp ⊗ Cq.
The subgroup S = SU(p) ⊗ SU(q) is semi-simple and of codimension 1.
The boundary ∂D of D in E is smooth only in case p = 1 (and then ‖ ‖ is
a Hilbert norm). In general, there is a stratification ∂D = S1 ∪ · · · ∪ Sp into
(locally-closed) real-analytic submanifolds Sk ⊂ E. Each Sk consists of all
those z ∈ ∂D for which the hermitian matrix zz∗ has the eigenvalue 1 with
multiplicity k. The group G = Aut(D) of all biholomorphic automorphisms
of D acts by continuous transformations on the closure D of D (actually,
every g ∈ G has a holomorphic extension to an open neighbourhood of D ,
see for instance [29, p. 132] for more general results). Every Sk is a G-orbit.
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For every a ∈ E we are interested in the CR-structure of the orbits
K = K(a) and S = S(a) in E. It will turn out that the following two cases
are structurally different: (1) a is invertible (i.e. invertible as operator, which
clearly can only happen if p = q), and (2) a is not invertible. For instance,
K = S holds if and only if a is not invertible, and this holds if and only if K
is minimal as CR-manifold. In any case, we have the following result that
will not be needed in the following but may be of independent interest.

2.2 Remark. For every z ∈ E = Cp×q the orbit S = S(z) is simply-
connected.

Proof. We may assume k := rank(z) > 0 and write all matrices in Cp×p,
C

p×q, Cq×q as 2×2-block matrices
(ab

cd

)
with upper left block a ∈ Ck×k . We

may assume furthermore z = (x0
00

)
with x ∈ GL(k,C). The simply-connected

group SU(p)×SU(q) acts transitively on S with isotropy subgroup at z given
by all pairs

((a0
0b

)
,
(c0

0d

))
satisfying ax = xc. But this group has the same

number of connected components as the group {(a, c) ∈ U(k)2 : ax = xc},
which is isomorphic to the centralizer {a ∈ U(k) : ya = ay} of the hermitian
matrix y := xx∗. This centralizer is isomorphic to a direct product of unitary
groups and hence is connected, that is, S is simply-connected. ��

A rectangular matrix z = (z jk) ∈ E is called diagonal if z jk = 0 holds
for all j �= k. Identify Cp in the canonical way with the linear subspace of
all diagonal matrices in E. In this sense, the chamber

∆p := {x ∈ Rp : x1 ≥ · · · ≥ xp ≥ 0}
is identified with the corresponding set of real diagonal matrices in E.
From the singular value decomposition in linear algebra it is known that
for every z ∈ E there is a transformation g ∈ K and a unique diagonal
matrix d ∈ ∆p with z = g(d). The diagonal entries σ j(z) := djj for
1 ≤ j ≤ p are called the singular values of the matrix z. In particular,
σ = (σ1, . . . , σp) : E → ∆p realizes ∆p as the orbit space E/K. Another
way of saying this is that every K-orbit in E intersects the subset ∆p ⊂ E
in a unique point.

The singular values σ1(z) ≥ σ2(z) ≥ · · · ≥ σp(z) ≥ 0 of the matrix
z ∈ E = Cp×q play a prominent role in our discussion. Notice that σ j(z)
also is the j th biggest eigenvalue of the hermitian matrix

( 0 z
z∗ 0

)
and σ j(z)2

is the j th biggest eigenvalue of the hermitian matrix zz∗ (every eigenvalue
counted with its multiplicity). One application of our main results states,
see 13.1:

2.3 Theorem. In case q > p (that is, every a ∈ E is noninvertible) the
following holds:

(i) K- and S-orbits in E = Cp×q coincide and are simply-connected
minimal Levi-nondegenerate CR-manifolds.
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(ii) The K-orbits K, K̃ in E are CR-homeomorphic if and only if
K̃ = tK for some t > 0. In particular, the moduli space of all CR-
homeomorphy classes of nonzero K-orbits in E can be identified with
the space {x ∈ Rp : 1 = x1 ≥ · · · ≥ xp ≥ 0}.

(iii) The boundary ∂D of the bounded symmetric domain D is the union
of pairwise CR-inequivalent K-orbits. Among these is the extremal
boundary ∂eD of the bounded convex domain D , which satisfies

∂eD = {z ∈ E : σ1(z) = σp(z) = 1} = {z ∈ Cp×q : zz∗ = 11p}

and is also the unique K-orbit in ∂D with noncompact CR-automor-
phism group. Furthermore, as is well known, ∂eD has dimension
p(2q − p) and coincides with the Shilov boundary of D .

(iv) For K = ∂eD the group AutCR(K ) coincides with Aut(D) =
PSU(p, q). For all other K-orbits K ⊂ ∂D the group AutCR(K ) coin-
cides with K.

Theorem 2.3 gives a rich source of pairwise nonequivalent simply-connected
homogeneous CR-manifolds. The statements remain essentially true in case
p = q for noninvertible K-orbits (i.e. orbits, where some and hence every
element is noninvertible). For a ∈ SL(p,C) ⊂ E the orbits K(a) and S(a)
do not coincide and K(a) is not minimal as CR-manifold. Also, the orbit
S(11p) = SU(p) is totally real and (up to a constant factor) the unique S-orbit
in SL(p,C) that is Levi-degenerate. The inversion z �→ z−1 on SL(p,C) in-
duces CR-diffeomorphisms between S-orbits that are not induced by linear
transformations of the ambient linear space E = Cp×p if p ≥ 3 – notice
that on SL(2,C) inversion is given by

(a c
b d

) �→ ( d −c
−b a

)
. We will see later that

any two CR-isomorphic S-orbits in Cp×p are equivalent under a transform-
ation z �→ cz±1 for some c ∈ C∗, where the exponent −1 clearly only can
occur for orbits in GL(p,C). As an example, the CR-homeomorphy classes
of S-orbits in C3×3 are in 1-1-correspondence with all (s, t) ∈ R2 satisfying
0 ≤ s ≤ 1 and 0 ≤ t ≤ s2 (every such pair corresponding to the S-orbit of
the diagonal matrix [1, s, t]).

The S-orbits in SL(p,C) are a special case of G × G-orbits in a semi-
simple complex Lie group L , where G ⊂ L is a real form and G × G acts
by z �→ uzv−1 on L , compare for instance [17].

For every a ∈ E = Cp×q with p ≤ q arbitrary, the orbits K(a) and S(a)
are real-analytic connected submanifolds of E that can be characterized by
nice equations: For all z, w ∈ E and every 1 ≤ j ≤ p denote by m j (z, w) the
sum over all j× j-diagonal-minors of the matrix zw∗ ∈ Cp×p. Then it is clear
that m j(z, w) is holomorphic in z, antiholomorphic in w and homogeneous
of bidegree ( j, j) in (z, w). For every z ∈ E the number m j(z, z) is real,
nonnegative and coincides with the j th elementary symmetric function of
σ1(z)2, . . . , σp(z)2 (and the p real polynomials m j(z, z) on E generate the
algebra of all K-invariant real polynomials on E, see the remark after (8.10)).
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Moreover, compare the more general statement (8.11),

K(a) = {z ∈ E : m j(z, z) = m j(a, a) for all j ≤ p}
and, in case p = q, det(a) = 1,

S(a) = {z ∈ SL(p,C) : m j(z, z) = m j(a, a) for all j < p} .
With respect to the scalar product (z|w) := tr(zw∗) = ∑

j,k z jkw jk =
m1(z, w), which (up to a positive constant) is the unique K-invariant inner
product on E, for every a ∈ E the orbit K = K(a) induces a unique
orthogonal decomposition

E = E1(a)⊕ E1/2(a)⊕ E0(a) ,

where E1(a) ⊕ E1/2(a) = Ta K + iTa K is the C-linear span in E of the
tangent space Ta K , E1/2(a) = Ta K ∩ iTa K is the holomorphic tangent
space at a to K (also denoted by CTa K and Ha K respectively) and E0(a)
is the orthogonal complement of the other two spaces. In addition, there is
a unique (real) orthogonal decomposition

E1(a) = A(a) ⊕ i A(a)

with i A(a) = Ta K ∩ E1(a), that is, Ta K = i A(a) ⊕ E1/2(a). It is remark-
able that all these linear subspaces have a natural algebraic meaning in
terms of the Jordan triple product {xyz} := (xy∗z + zy∗x)/2 on E, that
is associated to the bounded symmetric domain D ⊂ E. Clearly, {xyz} is
symmetric complex bilinear in (x, z) ∈ E2 and conjugate linear in y ∈ E
(see Definition 3.1 in the abstract setting). Of importance are the commuting
operators La and Qa on E defined by La(v) = {aav} and Qa(v) = {ava} for
all a, v ∈ E, and derived from these, the operators Ψa := 2(La − Qa) and
Θa := 4(L2

a − Q2
a). In our special situation of rectangular matrices these

operators are given by

Ψa(v) = aa∗v− 2av∗a + va∗a,

Θa(v) = aa∗aa∗v− 2aa∗va∗a + va∗aa∗a.

The relevance of the operators is due to the fact that the tangent space
Ta K is the image of Ψa and that the holomorphic tangent space Ha K is
the image of Θa in E, compare Proposition 7.1 for the general situation.
Even more important is the consequence that, for every fixed v ∈ E, the
homogeneous (real) polynomial function z �→ Xv

z := Θz(v) of degree 4 is
a vector field Xv on E with Xv

z ∈ Hz K for all z ∈ K . This is the key for
the explicit calculation of Levi form and Levi cone for the CR-manifold K ,
compare (9.1) and Proposition 9.12.

To make things even more transparent assume without loss of generality
that a ∈ ∆p is a diagonal matrix with diagonal entries aj := σ j(a). For
convenience put aj = 0 for all j > p. Then E1(a) is the linear subspace of all
matrices z ∈ E such that z jk �= 0 implies aj = ak > 0, E1/2(a) is the space
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of all z such that z jk �= 0 implies aj �= ak , and E0(a) is the space of all z
such that z jk �= 0 implies aj = ak = 0. For a visualization of these spaces
write {a1, . . . , ap, 0} = {λ1, . . . , λs, 0} with λ1 > λ2 > · · · > λs > 0 and
denote by rk the multiplicity of λk as singular value of a. Then the space
E1(a) consists of all diagonal block matrices in E, where the upper left
diagonal block is of size r1 × r1, the second block is of size r2 × r2 up to
the last diagonal block, which is of size rs × rs, that is, E1(a) consists of
all matrices in E having zero entries outside the dark-gray area according
to Fig. 1,

Fig. 1

and hence can be identified with Cr1×r1 ⊕ · · · ⊕ Crs×rs . The space E1/2(a)
consists of all matrices having zero entries outside the semi-gray area and
E0(a) consists of all matrices having zero entries outside the white area.
Furthermore, A(a) is the R-linear space of all matrices z ∈ E1(a) that are
hermitian in the sense of z jk = zk j for all j, k ≤ p, that is, we may identify
A(a) with the direct sum A1 ⊕ · · · ⊕ As , where each Ak is the space of
all hermitian matrices in Crk×rk . In every Ak we have the cone Ωk of all
positive semidefinite matrices, which is known to be the closed convex
cone generated by all idempotents (= projections) of rank one in Ak . In
particular, the cone Ω(a) := Ω1⊕· · ·⊕Ωs is a closed convex cone in A(a),
the ‘semipositive cone’ of A(a).

An important invariant of the CR-manifold K = K(a) is the Levi cone
C(a) at the point a ∈ K . This cone may be considered as a cone in A(a) and
has the following explicit description in the matrix case E = Cp×q: Denote
by X(a) ⊂ A(a) the closed convex cone spanned by all

(λ ju j − λ j−1u j−1) ∈ A(a),

u j ∈ A j , u j−1 ∈ A j−1 idempotent of rank one

and j = 2, . . . , s. Then C(a) = X(a) holds if a is invertible and C(a) =
X(a) − Ω(a) if a is not invertible (see Sect. 9 for the general case). In
particular, −a ∈ A(a) is an interior point of the Levi cone C(a) in case a is
not invertible.

Our main results deal with various natural hulls of the orbits K = K(a),
S = S(a) and with the extension problem for CR-functions on these (com-
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pare Sects. 11 and 12 for the general case). It is not difficult to see that the
(linear) convex hull of K is given by

{
z ∈ E : |||z||| j ≤ |||a||| j for j = 1, . . . , p

}
,

where |||z||| j = σ1(z)+σ2(z)+· · ·+σ j(z) is the sum of the j largest singular
values of the matrix z ∈ E. Actually, ||| ||| j is a norm on E. As a multiplicative
analogue denote for j = 1, . . . , p by µ j(z) := σ1(z)σ2(z) · · · σ j(z) the
product of the j largest singular values of the matrix z. Then, if we define
for convenience det(z) := 0 for every nonsquare matrix z, we have (compare
the more general case in 11.7 and 12.2):

2.4 Theorem. For every a ∈ E the polynomial and the rational convex
hull of K = K(a) are

Z(a) := {z ∈ E : µ j(z) ≤ µ j(a) for j = 1, . . . , p} and
Y(a) := {z ∈ Z(a) : | det(z)| = | det(a)|} respectively .

For the orbit S = S(a), both hulls are X(a) := {z ∈ Z(a) : det(z) =
det(a)} .
In Fig. 2 a visualization of the hulls Z(a) and X(a) is given for the special
case of 3× 3 -matrices and a invertible. The pictures show the intersection
of the hulls with the space of all positive semidefinite real diagonal matrices
in C3×3, identified with the positive octant in R3. If a is such a matrix with
diagonal entries 1 = λ1 ≥ λ2 ≥ λ3 > 0, the polynomial convex hull Z(a)
has a 3-dimensional body as section, whereas the rational convex hull X(a)
has the shaded surface as section. Note that the orbit K(a) is of dimension
15, 13, 13, 9 and intersects the real octant 6, 3, 3, 1 times according to the
different cases (1), (2), (3), (4) shown in Fig. 2. In case (4) the interior of
Z(a) is the bounded symmetric domain D ⊂ C3×3 we started with. In this
case X(a) = S(a) and the orbits S(a) = SU(3), K(a) = U(3) are totally
real in E. The marked point on every picture corresponds to a.

Fig. 2

The pictures in Fig. 2 can also be used for 3× q -matrices with q > 3
(or more generally for all factors of rank 3). But then K(a) = S(a) and
Z(a) = X(a) hold, and the intersection of the Levi cone of K(a) at a with
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the subspace R3 of all real diagonal matrices coincides with the tangent cone
to the shown body (see Sect. 9). In case (1) the Levi cone is 3-dimensional,
is contained in R3 and is a simplex cone, i.e. spanned as cone by 3 linearly
independent vectors. In cases (2) and (3) the Levi cone is 5-dimensional
whereas in case (4) it is 9-dimensional. Furthermore, its intersection with
R

3 is generated by 3 linearly independent vectors in cases (1), (2) and (4)
and by 4 vectors in case (3). The Levi cone itself is obtained by applying to
its intersection with R3 the isotropy subgroup Ka of K at a.

Now let again E = Cp×q with q ≥ p ≥ 1 be arbitrary and denote by
k := rank(a) the rank of the matrix a. It is well known that the complex-
analytic cone

Z := {z ∈ E : rank(z) ≤ k}
in E has only normal singularities (more generally, see Proposition 8.3).
The nonsingular part of Z (the subset of rank-k-matrices in case k < p)
contains the orbit K = K(a) as generic CR-submanifold, and the interior of
Z(a) in Z is a bounded balanced domain. Our main result now is (see 12.1,
12.11 and 12.4 for more general statements):

2.5 Theorem. Every continuous CR-function on S(a) has a unique con-
tinuous extension to Z(a) that is holomorphic in its interior with respect to
Z if the matrix a ∈ E = Cp×q is not invertible, and has a unique continuous
extension to X(a) that is holomorphic in its interior with respect to the com-
plex submanifold {z ∈ E : det(z) = det(a)} of E if the matrix a is invertible.
The sets Z(a) and X(a) are maximal with respect to these extension proper-
ties. If K(a) �= S(a) and hence a is invertible, every continuous CR-function
on K(a) has a unique extension to a continuous function on Y(a) that is CR
in its interior in the CR-submanifold {z ∈ E : | det(z)| = | det(a)|} of E.

In fact we show that, if a is not invertible, Z(a) can be identified via
point evaluation with the spectrum of the complex Banach algebra of all
continuous CR-functions on K(a).

3. Jordan-theoretic description

The euclidian unit ball D = {z ∈ Cn : 1− (z|z) > 0} and its boundary, the
unit sphere S = {z ∈ Cn : (z|z) = 1}, are well studied objects with respect
to their holomorphic and CR-structure. One reason seems to be that many
things can be expressed and easily computed in terms of the inner product
(z|w) on Cn.

To some extent, the same is true for arbitrary bounded symmetric do-
mains if we allow more generally ‘operator-valued inner products’, more
precisely (compare [33] for more details):

3.1 Definition. A finite dimensional complex vector space E together with
a sesqui-linear map L : E2 → L(E) is called a positive hermitian Jordan
triple system (PJT for short) if for all x, y, z, w ∈ E and t ∈ C the following
hold:
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(i) {xyz} := L(x, y)(z) is symmetric bilinear in the outer variables x, z
and conjugate linear in the inner variable y.

(ii) [L(x, y), L(z, w)] = L({xyz}, w)− L(z, {wxy}), where [ , ] denotes
the commutator of operators.

(iii) {xxx} = tx implies t = |t| > 0 or x = 0.

Condition (ii) is called the Jordan triple identity. It implies for instance, that
the linear span of all operators L(x, y) is a Lie subalgebra of L(E). The
trace form

(x|y) := tr
(
L(x, y)

)
(3.2)

defines a positive-definite (scalar) inner product on E which is invariant
under the automorphism group

Aut(E) := {
g ∈ GL(E) : g{xyz} = {(gx)(gy)(gz)} for all x, y, z ∈ E

}(3.3)

as a consequence of L(gx, gy) = gL(x, y)g−1 for all g ∈ Aut(E). In
particular, L(x, y)∗ = L(y, x) for the corresponding adjoint of L(x, y) –
thus justifying the name hermitian Jordan triple system. The connection to
bounded symmetric domains comes from the fact that the set

D := {z ∈ E : idE − L(z, z) > 0}(3.4)

is always a bounded symmetric domain in E, where ‘ > 0 ’ means ‘positive-
definite’ for the hermitian operator idE − L(z, z) on E, and also GL(D) =
Aut(E). Conversely, every bounded symmetric domain (realized as circular
convex domain) occurs this way. For the classical types I – IV (see the end
of Sect. 1) the triple product {xyz} is given by (xy∗z + zy∗x)/2 in case
I – III and by

(
(x|y)z − 〈x|z〉y + (z|y)x)

/2 in case of IV, where z �→ z is
the natural conjugation onCn and 〈x|z〉 is the complex product as in Sect. 1.
It is known [19] that every IVn can be realized as a subtriple E ⊂ Cp×p

for p = 2n−1 in such a way that z∗ ∈ E and z2 ∈ C11p for all z ∈ E. On
the other hand, every linear subspace E ⊂ Cp×p of dimension n satisfying
these two conditions is a subtriple isomorphic to IVn .

Besides the C-linear operator L(a, b) for every a, b ∈ E, we have the
conjugate linear operator Q(a, b) on E defined by z �→ {azb}. For every
a ∈ E put

La := L(a, a) and Qa := Q(a, a)(3.5)

in the following. The element a ∈ E is called invertible if the operator
Qa is invertible. E is called of tube type if it contains invertible elements.
This is known to be equivalent to D being a bounded symmetric domain
of tube type. Choose an Aut(E)-invariant inner product (x|y) on E (e.g.
the trace form (3.2), a canonical choice will be made later, compare (5.8)).
Then, for all x, y, we have to distinguish between (triple) orthogonality
(i.e. L(x, y) = 0), (complex) orthogonality (i.e. (x|y) = 0) and (real)
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orthogonality (i.e. Re(x|y) = 0). Triple orthogonality implies complex
orthogonality. Every La is self-adjoint with respect to the chosen K-invariant
inner product, and exp(itLa) ∈ K holds for all t ∈ R, where K is the
connected identity component of GL(D) = Aut(E).

For every a ∈ E we can define the complex bilinear product x ◦ y :=
{xay} (depending on a) on E, which makes E to a commutative (in general
not associative) complex algebra that we denote by E(a). Actually, E(a)

is a Jordan algebra (see the next section for more details on this type of
algebra). Notice also that Lie algebras are in general not associative (but
anti-commutative).

4. Some basic facts on Jordan algebras

In this section we recall same basic material on real and complex Jordan
algebras that we will use later, see [11], [16] and [35] for further details. By
definition, a real vector space A together with a bilinear map

A × A→ A , (x, y) �→ x ◦ y

is called a real Jordan algebra if for all x, y ∈ A the following two properties
hold:

x ◦ y = y ◦ x and x ◦ (x2 ◦ y) = x2 ◦ (x ◦ y) ,(4.1)

where x2 := x ◦ x. For instance, every associative real algebra V with
product (x, y) �→ xy becomes a Jordan algebra V+ with respect to the
Jordan product x ◦ y := 1

2(xy+ yx). In both algebras squares are obviously
the same.

Every idempotent c ∈ A (that is c2 = c) induces a Peirce decomposition

A = A1(c)⊕ A1/2(c)⊕ A0(c) ,(4.2)

where Ak(c) is the k-eigenspace of L(c), where for every a ∈ A the multi-
plication operator L(a) on A is defined by x �→ a ◦ x. The linear subspace
A1(c) is a Jordan subalgebra of A with unit c. The sum c1 + c2 of orth-
ogonal idempotents in A is again an idempotent, where x, y ∈ A are called
orthogonal, if x ◦ y = 0 holds. The idempotent c �= 0 is called minimal if
it is not the sum of two orthogonal nonzero idempotents.

We will assume for the rest of the section that the real Jordan algebra
A �= 0 has finite dimension and is formally real, that is, x2+ y2 = 0 always
implies x = y = 0. This is equivalent to A being euclidian, i.e. the trace
form (x, y) �→ tr(L(x ◦ y)) being positive definite. As a formally real Jordan
algebra, A has always a unit e, and for every x ∈ A the subalgebra R[x] of
A generated by e and x is associative (and commutative by the definition
of a Jordan algebra). In particular, all powers xn , n ∈ N, are well defined.
The element x ∈ A is called invertible if x has an inverse in the associative
subalgebra R[x] ⊂ A and this inverse then is denoted by x−1. The set A−1
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of all invertible elements is open and dense in A, furthermore x �→ x−1 is
a rational diffeomorphism of A−1 onto itself.

In the formally real Jordan algebra A there exist always nonzero idem-
potents c, and c is minimal if and only if A1(c) = Rc holds. Every x ∈ A
has a (not necessarily unique) representation

x = α1c1 + · · · + αrcr, c1 + · · · + cr = e(4.3)

with pairwise orthogonal minimal idempotents c1, . . . , cr and real coeffi-
cients α j (called the eigenvalues of x). The number r in this representation
does not depend on the choice of minimal idempotents and also not on the
element x, it is called the rank of A. The group Aut(A) of all algebra automor-
phisms of A is a compact Lie group, and there is a unique Aut(A)-invariant
(real) inner product (x|y) on A such that (c|c) = 1 for every minimal idem-
potent c ∈ A. This inner product will be fixed on every formally real Jordan
algebra in the following. For x in (4.3) then (x|x) = α2

1 + · · · + α2
r holds.

Although for x the representation (4.3) is not unique in general, for every
real-valued function f on R the element

f (x) := f(α1)c1 + · · · + f(αr)cr ∈ A

does not depend on (4.3). In particular, for every x ∈ A and n ∈ N the
powers xn ∈ A correspond to the scalar function f(t) = tn on R, and x+
(called the nonnegative part of x) is obtained from the function t �→ t+ :=
max(t, 0) on R.

In a real vector space V of finite dimension a nonempty subset C ⊂ V
is called a cone if tC ⊂ C holds for every real t > 0. With C ′ we denote the
dual cone of C, that is the set of all linear forms τ on V with τ(C) ≥ 0. It is
well known that the bidual cone C ′′ is the closed convex hull of C in V . An
open convex cone C is called regular if the interior of C ′ is not empty, and
then this interior is called the open dual of the regular cone C. In case that
there is given a (positive definite) inner product on V , the dual vector space
of V is identified with V in a natural way and then C ′ can be considered as
a cone in V .

In every formally real Jordan algebra A there are two important cones:

Ω = {x2 : x ∈ A−1} and Ω = {x2 : x ∈ A} .(4.4)

Both cones are convex and contain e in the interior. The first one is open
and Ω is the closure of Ω in E. Furthermore

A = Ω�Ω ,(4.5)

that is, every x ∈ A has a unique representation x = x+−x−with orthogonal
elements x+, x− ∈ Ω. The element x is in Ω if and only if in the repre-
sentation (4.3) all coefficients α j are nonnegative. Ω is also the connected
component containing e of the open set A−1. Furthermore, exp : A→ Ω is
a bianalytic diffeomorphism. We call Ω (respectively Ω) the semipositive
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(respectively the positive) cone of the formally real Jordan algebra A. They
are self-dual in the sense

Ω ={x ∈ A : (x|y) ≥ 0 for all y ∈ Ω}
(4.6)

Ω ={x ∈ A : (x|y) > 0 for all y ∈ Ω}.
For all elements x, y ∈ A we write x ≤ y or y ≥ x if y − x ∈ Ω holds, and
we write x < y or y > x if y − x ∈ Ω.

There exists a unique polynomial function N : A → R with N(x) =
α1α2 · · · αr for every x ∈ A given in the form (4.3). N is homogeneous
of degree r = rank(A) and generalizes the determinant function on matrix
algebras. Its characteristic property is: N(x) �= 0⇔ x ∈ A−1 and N(e) = 1.
The function N is called the generic norm of A. In addition, there is a unique
A-valued polynomial function x �→ x# on A with x−1 = N(x)−1x# for all
x ∈ A−1. Clearly, x# is homogeneous of degree r−1 in x and is called the
adjoint of x.

We present briefly the classification of all formally real Jordan alge-
bras. From 2x ◦ y = (x + y)2 − x2 − y2 it is clear that the Jordan product
is uniquely determined by the square mapping. For every integer n ≥ 1
let Kn be the vector space Rn with the following additional structure:
(x|y) =∑

xi yi is the usual scalar product and x := (x1,−x2, . . . ,−xn) for
all x = (x1, . . . , xn) and y = (y1, . . . , yn) in Rn. The field R is identified
with {x ∈ Kn : x = x} via t �→ te, where e := (1, 0, . . . , 0). In addition,
define the product of x and x formally as xx := (x|x) ∈ R ⊂ Kn. For
every integer r ≥ 1 denote by Hr(Kn) ⊂ (Kn)

r×r the linear subspace of all
hermitian r × r-matrices (xij) over Kn, that is, xij ∈ Kn and xij = x ji for all
1 ≤ i, j ≤ r. Obviously, Hr(Kn) has real dimension r + n

(r
2

)
.

Our conventions so far suffice to define all squares x2 for x ∈ H2(Kn)
(just formally as matrix square). For r > 2 we need an additional structure
on some Kn: Identify K2 with the field C, K4 with the (skew) field H of
quaternions and K8 with the real division algebra O of octonions in such
a way that x �→ x is the standard conjugation of these structures. With these
identifications also squares are defined in Hr(Kn) for all r and n = 1, 2, 4, 8
(again in terms of the usual matrix product). Now the complete classification
reads as follows:

Every formally real Jordan algebra is a direct sum of simple algebras. The
simple formally real Jordan algebras are (without repetition) precisely the
following, where r denotes the rank. The Jordan product in any case is
derived from the squaring as defined above:

r = 1 : R
r = 2 : H2(Kn), n ≥ 1
r = 3 : H3(R), H3(C), H3(H), H3(O)
r > 3 : Hr(R), Hr(C), Hr(H).

For A = Hr(R) or A = Hr(C) the cone Ω is the set of all positive
semidefinite matrices in the usual sense and its interior Ω is the cone of all
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positive definite matrices. The algebra A = H3(O) has dimension 27 and
plays a special role. In contrast to the others it does not occur as Jordan
subalgebra of V+ for any associative real algebra V . Every Jordan algebra
with this property is called exceptional.

Now consider an arbitrary formally real Jordan algebra A with unit e.
Then by (4.3) for every x ∈ A there exists an idempotent c ∈ A with
(x+|e) = (x|c). We will need later the following extremal characterization
of (x+|e) (compare Lemma 9.6).

4.7 Lemma. Suppose that A is not exceptional. Then

(x+|e) = sup
c2=c

(x|c) for all x ∈ A .

Proof. Since A is not exceptional there exists an integer r and a realization
of A as Jordan subalgebra of Hr(C) in such a way that e ∈ A is also the
identity in Hr(C). We may therefore assume without loss of generality that
A = Hr(C) holds. Then (x|y) = tr(xy) holds for all x, y ∈ Hr(C). The
claim now is an easy consequence of Theorem 1 in [41]. ��

The complex analogs to formally real Jordan algebras are certain Jordan
*-algebras. Let us call a complex Jordan algebra U (i.e. the Jordan product
is complex bilinear) a Jordan *-algebra if there is fixed a conjugate linear
algebra automorphism z �→ z∗ of period 2 on U . Then the self-adjoint part
A := {z ∈ U : z∗ = z} is a real Jordan algebra, and the following condi-
tions are equivalent in case U has finite dimension: (1) A is formally real,
(2) z = 0 for every z ∈ U with z ◦ z∗ = 0, (3) the trace form tr(L(x ◦ y∗))
is positive definite on U . It is clear that the formally real Jordan algebras
are in 1-1-correspondence with Jordan *-algebras that are positive defi-
nite in the sense of (3). On every such U there also exists a generic norm
(a complex homogeneous polynomial N : U → C of minimal degree with
N(e) = 1 and N(x) �= 0 if and only if x is invertible in U). Finally, every
positive definite Jordan *-algebra U becomes a PJT by defining the triple
left multiplication operators by L(x, y) := [L(x), L(y∗)] + L(x ◦ y∗).

5. Joint Peirce decompositions

In the following E is a PJT of dimension n. Then, as already mentioned at
the end of Sect. 3, every a ∈ E makes E into a complex Jordan algebra E(a)

with respect to the product x ◦ y = {xay}. In particular, the triple operator
La = L(a, a) (see (3.5)) coincides with the multiplication operator L(a) in
the Jordan algebra E(a). It is clear that a is an idempotent in E(a) if and only
if a is a tripotent in E, that is, if {aaa} = a holds.

As a consequence of (4.2) we have for every tripotent e ∈ E the Peirce
decomposition

E = E1(e)⊕ E1/2(e)⊕ E0(e) ,(5.1)
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where Ek(e) is the k-eigenspace of Le. The operator Qe vanishes on
E1/2(e) ⊕ E0(e) and splits E1(e) into a direct sum A(e) ⊕ i A(e) of
+1- and −1-eigenspaces. Actually, E1(e) is a Jordan subalgebra of E(e)

with unit e and x �→ x∗ := {exe} is an algebra involution making E1(e)
a positive definite Jordan *-algebra with self-adjoint part A(e), which
is a formally real Jordan algebra with semipositive cone Ω(e) = {x2 :
x ∈ A(e)}. The sesqui-linear map

F : E1/2(e)× E1/2(e)→ E1(e), F(x, y) := {xye}(5.2)

satisfies F(x, x) ∈ Ω(e) for all x ∈ E1/2(e) and F(x, x) = 0 holds if and
only if x = 0 (compare [33, p. 10.5]).

For every pair e, c of orthogonal tripotents in E and every t ∈ C with
|t| = 1 also te and e+ c are tripotents. The tripotent e �= 0 is called minimal
if it cannot be written as a sum e = e1+e2 of nonzero orthogonal tripotents,
or equivalently, if A(e) = Re holds. Clearly, minimality for idempotents in
A(e) is the same as for tripotents.

Denote by E the set of all sequences e = (e1, . . . , es) of nonzero,
mutually (triple) orthogonal tripotents e j ∈ E and call l(e) := s the length
of e. Then necessarily l(e) ≤ n = dim E and r := max{l(e) : e ∈ E} is
called the rank of E. Every e ∈ E with the maximal possible length l(e) = r
is called a frame in E. Every tripotent in a frame is minimal.

Every element a ∈ E has a representation

a = λ1e1 + λ2e2 + · · · + λses(5.3)

for a suitable sequence e = (e1, . . . , es) ∈ E and real coefficients λ j . For
convenience we put

λ0 := 0 and λ− j := −λ j for 1 ≤ j ≤ s .(5.4)

There always exist two extremal choices for the sequence e in (5.3) and the
given element a ∈ E.
1. The maximal length choice: Here e is a frame, i.e. s = r, and we assume
in addition that

λ1 ≥ λ2 ≥ · · · ≥ λr ≥ 0(5.5)

holds. Then the coefficient λ j in (5.5) is uniquely determined by a ∈ E and
is called the j th singular value of a, denoted by σ j(a). In case E is of type
Ip,q considered in Sect. 2 these are the usual singular values of matrices
which justifies the terminology. For convenience we put σ j(a) := 0 for all
j > r. The integer rank(a) := min{k ≥ 0 : σk+1(a) = 0} is called the rank
of a (again, in the matrix case one has the usual rank).
2. The minimal length choice: Here e is not necessarily a frame, but we
require

λ1 > λ2 > · · · > λs > 0 .(5.6)
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Under these assumptions not only the coefficients λ j but also the tripotents
e j are uniquely determined by the element a. The integer s is called the
reduced rank of a.

Notice that rank(a) counts the nonzero singular values of a ∈ E with
multiplicities, whereas the reduced rank ignores multiplicities. Let us call
the element a ∈ E reduced if both ranks coincide for a, that is, if and
only if all nonzero singular values of a are pairwise different. In case E is
a subtriple of a bigger PJT Ẽ, the rank of a as element of Ẽ in general is
bigger than the one with respect to E. On the other hand, the reduced rank
remains the same in both cases. Actually, if we denote by [a] the smallest
complex subtriple of E containing a, then the reduced rank of a coincides
with the complex dimension of [a].

The functions σ j : E → R are K-invariant, continuous and piecewise
smooth, where as before K is the connected identity component of the
compact group GL(D) = Aut(E). Hence also σ := (σ1, σ2, . . . , σr) : E
→ R

r is K-invariant. For every z ∈ E, every 1 ≤ p < ∞ and every
k = 1, 2, . . . ,∞ put

‖z‖p :=
( r∑

j=1

σ j(z)
p
)1/p

, ‖z‖∞ := σ1(z) and |||z|||k :=
k∑

j=1

σ j(z) .

(5.7)

As a consequence of [27, Satz 5.2], every ‖ ‖p, 1 ≤ p ≤ ∞, and every ||| |||k
is a K-invariant norm on E. Clearly, ‖ ‖∞ = ||| |||1 and ‖ ‖1 = ||| |||∞ .

It should be noted that the bounded symmetric domain D ⊂ E given
by (3.4) is the open unit ball with respect to the norm ‖ ‖∞. Furthermore,
‖ ‖2 is the unique K-invariant Hilbert norm on E such that all minimal
tripotents have norm 1. In particular, there is a unique Aut(E)-invariant
inner product (x|y) on E with

(z|z) = ‖z‖2
2 for all z ∈ E .(5.8)

For the rest of the paper we will always endow E with this inner product.
For instance, if E is one of the types Ip,q or IIIp , then ‖ ‖2 is the Hilbert–
Schmidt norm on E given by the inner product (x|y) = tr(xy∗). In case E is
of type IIp , (x|y) = 1

2 tr(xy∗) holds, and (x|y) is the standard inner product
on Cn for the type IVn .

For every odd function f : R→ C and a ∈ E define

f (a) := f(λ1)e1 + f(λ2)e2 + · · · + f(λs)es ,(5.9)

which does not depend on the choice of the representation (5.3) for a. For
instance, for the cube function f(t) = t3 on R we get f (a) = {aaa} =: a3.
For the signum function on R defined by sign(t) = t/|t| for t �= 0 and
sign(0) = 0 we get a tripotent e = sign(a) from a. Finally, the function
t �→ t† on R defined by t† = 1/t for t �= 0 and 0† = 0 gives the pseudo
inverse a† of a.
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Fix an arbitrary sequence e = (e1, e2, . . . , es) ∈ E and define for all
integers 0 ≤ j, k ≤ s the linear subspaces

E j,k = E j,k(e) =
{

x ∈ E : {elelx} = 1
2(δ jl + δlk)x for all 1 ≤ l ≤ s

}(5.10)

which are mutually (complex) orthogonal. Then

E =
⊕

0≤ j≤k≤s

E j,k(5.11)

holds, and (5.11) is called the Peirce decomposition with respect to e. The
Peirce spaces multiply according to the rules

{E j,m Em,n En,k} ⊂ E j,k(5.12)

and all products vanish that cannot be brought into this form (i.e. after
writing Es,l as El,s if necessary).

The Peirce decomposition (5.11) gives the spectral resolution of the
operator La for a ∈ E represented in the form (5.3), more precisely, denote
by Pj,k ∈ L(E) the orthogonal projection with range E j,k for each j, k as
above. Then by (5.10)

La =
∑

0≤ j≤k≤s

1

2

(
λ2

j + λ2
k

)
Pj,k .(5.13)

The decomposition must be refined to get a spectral resolution also for the
conjugate linear operator Qa (which commutes with La). For this introduce
refined (real) Peirce spaces E j,k ⊂ E in the following way: For all integers
j, k with | j|, |k| ≤ s and e := e1 + · · · + es put

E j,k := {
x ∈ E| j|,|k| : {exe} = sign( jk)·x}

.

Then every E j,k is an R-linear subspace of E with E− j,k = iE j,k = E j,−k ,
and

E =
⊕

| j|≤k≤s

E j,k(5.14)

is a direct sum of pairwise (real) orthogonal summands, called the refined
Peirce decomposition with respect to e. Notice that E j,k = E j,k ⊕ E− j,k

and E0,k = E0,k holds for all j, k > 0. If we denote by P j,k ∈ LR(E) the
(real) orthogonal projection with range E j,k, we get in addition to (5.13) the
spectral resolutions

La =
∑

| j|≤k≤s

1

2

(
λ2

j + λ2
k

)
P j,k, Qa =

∑

| j|≤k≤s

λ jλk P j,k ,(5.15)

where our convention (5.4) is in force.
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A PJT E is called reducible if there exists a decomposition E =
E1⊕ E2 into positive dimensional linear subspaces satisfying L(E1, E2) =
L(E2, E1) = 0, otherwise irreducible. E is irreducible if and only if the
corresponding bounded symmetric domain (3.4) is irreducible, i.e. is not
biholomorphically equivalent to a direct product of bounded symmetric do-
mains of lower dimensions. If e = (e1, . . . , er) is a frame in E, then E
is irreducible if and only if E j,k �= 0 holds for all j, k > 0. In this case
the integers α := dim E j,k and β := dim E0,k do not depend on the in-
dices j > k > 0 (in case r = 1 we put α = 2 for convenience) whereas
dim Ek,k = 1. They even do not depend on the chosen frame e and hence are
invariants of the Jordan triple structure on E. Clearly n = (1+ β)r + (r

2

)
α

is the dimension of E. It is known that the invariants r, α, β determine E up
to isomorphism. Furthermore, E is of tube type (i.e. containing invertible
elements) if and only if β = 0. For the 6 different types we have:

Ip,q: α = 2, β = q − p
IIp: α = 4, β = 0 if p is even and β = 2 otherwise
IIIp: α = 1, β = 0 IVn: α = n − 2, β = 0
V: α = 6, β = 4 VI: α = 8, β = 0 .

Instead of ‘irreducible PJT ’ we simply say ‘factor’ in the following. The
factor E is called classical if it is one of types I – IV and is called exceptional
if it is one of the types V, VI. All factors of type IV are also called spin
factors.

6. Yet another Peirce decomposition

We use the Peirce decompositions (5.11) and (5.14) to generalize the decom-
position (5.1) from tripotents to arbitrary elements of E. For this let the
fixed element a ∈ E be given in the form (5.3) satisfying (5.6) and put for
E j,k = E j,k(e1, . . . , es)

E1(a) :=
⊕

1≤ j≤s

E j, j, E1/2(a) :=
⊕

0≤ j<k≤s

E j,k,

(6.1)
E0(a) := E0,0 and A(a) :=

⊕

1≤ j≤s

E j, j .

Then

E = E1(a)⊕ E1/2(a)⊕ E0(a) and E1(a) = A(a) ⊕ i A(a) .(6.2)

A(a) is the 1-eigenspace of the conjugate linear operator Q(a, a†) and E1(a)
is the 1-eigenspace of the complex linear operator Q(a, a†)2, where a† =
λ−1

1 e1+· · ·+λ−1
s es is the pseudo inverse of a as defined in Sect. 5. In general,

E1/2(a) is not a subtriple of E, whereas E1(a)⊕ E1/2(a) = E1(e)⊕ E1/2(e)
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and E0(a) = E0(e) for the tripotent e := sign(a).

A(a) = A(e1)⊕ · · · ⊕ A(es)(6.3)

is a Jordan subalgebra of A(e) and hence a formally real Jordan algebra
with semipositive cone

Ω(a) = Ω(e1)⊕ · · · ⊕Ω(es) = A(a) ∩Ω(e) .(6.4)

Notice that for the representation (5.3) without the assumption (5.6) the
Peirce spaces with respect to a become

E1(a) =
⊕

0≤ j≤k≤s
λ2

j=λ2
k>0

E j,k, E1/2(a) =
⊕

0≤ j≤k≤s
λ2

j �=λ2
k

E j,k,

(6.5)
E0(a) =

⊕

0≤ j≤k≤s
λ j=λk=0

E j,k, A(a) =
⊕

| j|≤|k|≤s
λ j=λk>0

E j,k.

This makes it more transparent how the Peirce spaces depend on the co-
efficients λ j . For instance, some summands of A(a) get multiplied by the
imaginary unit i if λ j passes through λ0 = 0.

The decomposition (6.2) will play an important role in the study of the
orbits K = K(a) and S = S(a). For this we also need a characterization of
the Peirce spaces E1/2(a) and A(a)⊕E1/2(a) in terms of our basic operators
La and Qa. First of all, it is clear that E1(a)⊕ E1/2(a) is the range and that
E0(a) is the kernel of La. Now put

Φa := 2(La + Qa), Ψa := 2(La − Qa) and
Θa := ΦaΨa = 4

(
L2

a − Q2
a

)
,

where the last operator is complex linear in contrast to the other two.
Obviously,

Φa =
∑

| j|≤k≤s

(λ j + λk)
2 P j,k , Ψa =

∑

| j|≤k≤s

(λ j − λk)
2 P j,k

Θa =
∑

0≤ j≤k≤s

(
λ2

j − λ2
k

)2
Pj,k .(6.6)

Every Peirce projection Pj,k is a real polynomial in the operators La and Q2
a

(but in general not a polynomial in La alone). Therefore the same holds
for the orthogonal projection of E with range E1(a), that we denote by
Πa ∈ L(E). The following statement is easily verified:

6.7 Lemma. The operators Φa, Ψa, Θa satisfy

Φa(E) = E1/2(a) ⊕ A(a) = iΨa(E) ,(6.8)

and

Θa(E) = E1/2(a) = Φa(E) ∩Ψa(E)

is the maximal complex linear subspace of Φa(E) as well as of Ψa(E).
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7. Tangent spaces to orbits

For the rest of the paper E is always a factor, that is, an irreducible PJT.
This is not an essential restriction since the reducible case is obtained
by taking direct products of irreducible objects. As before, K = TS is
the connected identity component of GL(D) = Aut(E), the circle group
T = {z �→ tz : |t| = 1} is the center of K and S is the commutator subgroup
of K. Clearly, S is also the connected identity component of the group
K ∩ SL(E). It is known that the Lie algebra k ⊂ L(E) of the Lie group
K is the R-linear span of all operators iLx with x ∈ E, which coincides
with the R-linear span of all operators L(x, y) − L(y, x) with x, y ∈ E.
Consequently, the Lie algebra s of S is the R-linear span of all commutators
[Lx, L y] with x, y ∈ E. The following proposition gives a characterization
of the tangent spaces to the orbits S and K in terms of the generalized Peirce
decomposition defined in Sect. 6.

7.1 Proposition. For every a ∈ E the tangent spaces to the orbits S =
S(a) and K = K(a) at a satisfy TaS ⊂ Ta K = i A(a) ⊕ E1/2(a) and
HaS = Ha K = E1/2(a).

Proof. Ta K is the R-linear span of all vectors {xya} − {yxa} with x, y ∈ E.
This implies (for y = a) that the image of Ψa is in Ta K and hence that
i A(a) ⊕ E1/2(a) is contained in Ta K by Lemma 6.7. For the proof of the
opposite inclusion assume that a is given in the form (5.3) satisfying (5.6)
and fix an arbitrary z = (z j,k) ∈ iTa K , where z j,k ∈ E j,k are the Peirce
components of z. Because of Lemma 6.7 and (6.1) it is enough to show
z j, j ∈ Φa(E) for all j ≥ 0. Without loss of generality we may assume
z = Lx(a) = {xxa} for some x = (x j,k) ∈ E. By the multiplication rules of
Peirce spaces (5.12) we get

z j, j =
∑

l≥0

λ j{x j,lxl, j e j} .

We may therefore assume j > 0 and z = {uuc} for c = e j and u ∈ E1/2(c).
But then by 3.1.ii

z = {uu{ccc}} = 2{{uuc}cc} − {c{uuc}c} = 2z − {czc}
implies z = {czc} ∈ A(c) ⊂ A(a) and hence z ∈ Φa(E), that is, Ta K ⊂
Ψa(E) and hence Ta K = Ψa(E) = i A(a) ⊕ E1/2(a).

For every x ∈ E the vector [Lx, La](a) = {xx{aaa}} − {aa{xxa}} is
contained in Ta S. Polarization implies {va{aaa}}+{av{aaa}}−{aa{vaa}}−
{aa{ava}} ∈ Ta S for all v ∈ E. Applying the Jordan triple identity 3.1.ii
to the first two terms and using that La, Qa commute yields {{vaa}aa} −
{a{ava}a} ∈ Ta S, i.e. E1/2(a) = Θa(E) ⊂ Ta S ⊂ Ta K . ��
7.2 Corollary. The minimal codimension of a K-orbit in E is the rank of
E and is attained precisely for all orbits K(a) where all singular values of
a are nonzero and pairwise distinct.



CR-structure of compact group orbits

Proposition 7.1 can be used together with (6.5) and the table at the
end of Sect. 5 to compute the CR-dimension and CR-codimension of the
orbit K = K(a) at a, which are by definition the complex dimension of
the holomorphic tangent space Ha K and the real codimension of this space
in the full tangent space Ta K , respectively. These dimensions depend on
the multiplicities r1, . . . , rs of the nonzero singular values of a, which
can also be characterized in the following way: Represent a uniquely in
the form (5.3) satisfying (5.6). Then r j is the rank of the tripotent e j for
j = 1, . . . , s. For instance, the multiplicity sequences are 1, 1, 1 and 2, 1
and 1, 2 and 3 according to the 4 different cases in Fig. 2. Our computations
above show that

dimCR K = dim E1/2(a) = α
∑

i< j

rir j + β
∑

j

r j ,

codimCR K = dim E1(a) =
∑

j

r j + α
∑

j

r j(r j − 1)

2
,

where the numbers α and β are chosen as at the end of Sect. 5 and depend
only on E. Note that both dimensions above as well as the diffeomorphism
type of K do not depend on the order of the multiplicities. In contrast to
this, the geometric form of the various hulls of K depends essentially on
this order (see e.g. Fig. 2).

Proposition 7.1 does not determine the tangent space Ta S. Since the
subgroup S ⊂ K has codimension 1, the codimension of Ta S in Ta K is at
most 1. Since Proposition 7.1 implies Ta S = Ha(S)⊕Πa(TaS), it will be
enough to determine the real subspace Πa (Ta S) ⊂ i A(a), where Πa ∈ L(E)
is the orthogonal projection with range E1(a).

We will consider mappings ξ : E → E also as vector fields on E and
write ξz for the value at z ∈ E. Then a smooth vector field ξ on E is called
a real CR vector field on S if ξz ∈ Hz S for all z ∈ S. Denote by

H2
a S ⊂ TaS the R-linear span of all vectors Πa([ξ, η]a) ,

where ξ, η run over all real CR vector fields on S. As a consequence of
Proposition 7.1 and Lemma 6.7, for every v ∈ E the real-analytic vector
field ξv on E defined by ξv

z := Θz(v) is real CR on S (and also on K ). On the
other hand, every vector in HaS can be written as ξv

a for a unique v ∈ HaS
since the restriction of Θa to Ha S is an invertible operator on HaS.

For every z, w ∈ E put

Θ(z, w) := 2L(z, w)Lz + 2Lz L(z, w)− 4Qz Q(z, w) .

Then Θz = Θ(z, z) and a simple calculation gives for all v ∈ E and
u := Θa(v) = ξv

a

[ξv, ξ iv]a = 4i Θ(a, u)(v) ∈ Ta S .(7.3)

Recall that a ∈ E is called invertible if the operator Qa is invertible on E.
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7.4 Proposition. Suppose that a ∈ E is not invertible. Then the orbits
S = S(a) and K = K(a) coincide and H2

a S = i A(a) as well as TaS =
HaS ⊕ H2

a S = E1/2(a)⊕ i A(a) hold. In particular, S = K is minimal as
CR-manifold (in fact of finite type 2).

Proof. We may assume (5.6) for a in the decomposition (5.3). This implies
A(a) = ∑s

j=1 A(e j ) and it is enough to show for 1 ≤ j ≤ s that A(e j ) is
the linear span of all vectors Θ(a, u)(v) with v ∈ E j,0 and u := Θa(v). The
assumption on E and Qa implies E j,0 �= 0 for all j > 0. Every subtriple in
E of the form E j, j ⊕ E j,0 ⊕ E0,0 is irreducible, we may therefore assume
without loss of generality that s = 1 and that a = e1 is a tripotent. But
then u = v and Θ(a, u)(v) = −{avv}. But it is known that the convex
hull of all vectors {avv}, v ∈ E1/2(a), is the cone Ω(a) (compare [30,
Proposition 8.15]). Since Ω(a) has nonempty interior, the statement follows.

��
7.5 Corollary. Suppose that E is not of tube type. Then there does not
exist an invertible element in E and hence the conclusion in Proposition 7.4
holds for every a ∈ E in this case.

Let us now come to the case not covered by Proposition 7.4, that is,
where a is invertible. Then E is necessarily of tube type and becomes
a complex Jordan E(e) algebra with unit e := sign(a) in the product z ◦w =
{zew}. Denote by N : E(e) → C the generic norm of the complex Jordan
algebra E(e), which is a complex homogeneous polynomial of degree r :=
rank(E) (compare e.g. [11], [35] and Sect. 4). For every frame (e1, . . . , er)
in E with e = e1+· · ·+er and every z = z1e1+· · ·+zrer with z1, .., zr ∈ C
then N(z) = z1z2 · · · zr . Also, there exists a character χ : K → U(1) with
N(gz) = χ(g)N(z) for all g ∈ K and z ∈ E. More generally, let us call
a (complex) homogeneous polynomial N : E → C of degree r := rank(E)
a generic norm on E if

(i) N(e) = 1 for some tripotent e ∈ E and
(ii) z ∈ E is invertible if and only if N(z) �= 0 for every z ∈ E.

From the above it is clear that the factor E has a generic norm if and only if
it is of tube type and then any two generic norms on E differ by a complex
factor of absolute value 1. For instance, in case E is of type Ip,p or of type
IIIp, then the usual determinant function is a generic norm on E. In case E
is of type IIp with p even, then the Pfaffian determinant (i.e. the square root
of the usual determinant) is a generic norm on E.

Now fix an invertible element a in E and let N be a generic norm
on E. Then N(ga) = χ(g)N(a) = N(a) �= 0 for all g ∈ S, since S is
semisimple. On the other hand, N(ta) = tr N(a) �= N(a) for some t ∈ U(1),
that is, S = S(a) is a submanifold of K = K(a) of lower dimension having
everywhere the same holomorphic tangent space, in particular, K is not
a minimal CR-manifold. Since TaS has codimension 1 in Ta K , in order
to describe it, it is sufficient to find a nontrivial linear form on Ta K that
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vanishes on Ta S. Since the generic norm N is constant on S but not on K
such a form is easily found: Let R := dNa : E → C be the derivative of
N at a. Then R(Ta S) = 0 and R(a) = rN(a), in particular, R(ia) �= 0 for
the tangent vector ia ∈ Ta K . For computational purposes this can be made
more specific in the following way: Assume for the decomposition (5.3) of
a that e = (e1, . . . , es) is a frame (that is, s = r). Then λ j �= 0 for all j
by the invertibility of a. For every x and every 1 ≤ j ≤ r define x j ∈ C
by Pj, j x = x je j . Then the pseudo inverse a† of a (see Sect. 5) satisfies
(x|a†) =∑r

j=1 x j/λ j and we have

7.6 Proposition. Suppose that a ∈ E is invertible. Then

Ta S = {
x ∈ Ta K : (x|a†) = 0

}
.(7.7)

In particular, K is not minimal and S is not generic in E as CR-manifold.

Every odd function f : R → C induces by (5.9) an odd K-equivariant
mapping f : E → E. With f also f is of class C1 and the derivative of f
at a, given in the form (5.3), is (compare [2])

d fa =
∑

| j|≤k≤s

m f (λ j, λk)P j,k ∈ LR(E) ,(7.8)

where the divided difference m f : R2 → C is given by

m f (x, y) = f(x)− f(y)

x − y
if x �= y and = f ′(x) otherwise.

The restriction ϕ := f |K to the orbit K = K(a) realizes K as fiber bundle
over the orbit K̃ := K(ã) of ã := f (a). The differential dϕa : Ta K → Tã K̃
is the operator

dϕa =
∑

λ j �=λk

f(λ j)− f(λk)

λ j − λk
P j,k restricted to Ta K =

⊕

λ j �=λk

E j,k ,(7.9)

where the indices run over | j| ≤ k ≤ s. This implies by a simple computa-
tion that ϕ : K → K̃ is a CR-map if and only if f(λ j) = c λ j for all j and
some c ∈ C not depending on j. Under the assumption that (5.6) holds for
the representation (5.3), the fiber F := f−1(a) has tangent space

Ta F =
⊕

1≤ j≤s
f(λ j)=0

i A(e j ) ⊕
⊕

| j|<k≤s
f(λ j)= f(λk) �=0

E j,k ⊕ Ha F with Ha F =
⊕

1≤ j<k≤s
f(λ j )= f(λk)=0

E j,k

the holomorphic tangent space to F at a.
Denote as before by [a] the smallest (complex) subtriple of E contain-

ing a. It is clear that [a] = Ce1 ⊕ · · · ⊕ Ces holds if a is given in the form
(5.3) satisfying (5.6). For every subgroup H ⊂ GL(E) denote by Fix(H) :={
x ∈ E : H(x) = {x}} the fixed point set of H . Also let Ha = {g ∈ H :

g(a) = a} be the isotropy subgroup at a ∈ E.
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7.10 Lemma. Fix(Ka) = [a] holds for every a ∈ E. In case a is invertible
and the factor E is not isomorphic to III2 = IV3 , also Fix(Sa) = [a] holds.

Proof. Choose a representation (5.3) for a satisfying (5.5). For every real
t > 0 consider the tripotent ct :=∑

λ j=t e j (empty sums are 0 by definition).
Since every ct is of the form f (a) for some odd polynomial f ∈ R[t] (see
(5.9)) we conclude ct ∈ Fix(Ka) and hence [a] ⊂ Fix(Ka). Suppose con-
versely that x ∈ Fix(Ka) is an arbitrary element. For every 0 ≤ j ≤ k ≤ s let
x j,k = Pj,k(x) be the corresponding Peirce component. Then x0,0 = 0 since
E0,0 = 0, and for every k > 0 the transformation g := exp(2πiLek) ∈ Ka
satisfies g(x j,k) = −x j,k for all j < k, that is, x = ∑r

j=1 α j e j for certain
complex coefficients α j . For every j > 0 with λ j = 0 the transformation
h := exp(πiLe j ) ∈ K satisfies h(ek) = −δk je j for all k > 0, hence implying
h ∈ Ka and α j = 0. Consider furthermore j, k > 0 with λ j = λk. By the
irreducibility of E there exists g ∈ K with g±1(e j) = ek and g(el) = el for
all l �= j, k. Then g ∈ Ka and g(x) = x implies α j = αk, that is, x is a linear
combination of the tripotents ct and hence is in [a].

The claim for Sa follows in a similar way. ��
The group K acts transitively on frames in E (since we assumed E to be

irreducible). Therefore, the orbit space E/K is homeomorphic to

∆r :=
{
λ = (λ1, . . . , λr) ∈ Rr : λ1 ≥ · · · ≥ λr ≥ 0

}
.(7.11)

The canonical homeomorphism is induced by the singular value map
σ : E → ∆r . In the same way, if E �= 0 is of tube type, the orbit space E/S
is homeomorphic to

{
λ = (λ1, . . . , λr) ∈ Rr−1 × C : λ1 ≥ · · · ≥ λr−1 ≥ |λr|

}
.(7.12)

A (non canonical) homeomorphism is obtained as follows: Choose a frame
(e1, . . . , er) in E and associate to every λ from the set (7.12) the orbit
S(λ1e1 + · · · + λrer).

By definition, two orbits K(a) and K(b) in E are isomorphic as K-spaces
if the isotropy subgroups Ka and Kb are conjugate in K, or equivalently, if
there exists a K-equivariant diffeomorphism ϕ : K(a) → K(b). It follows
from (7.10) that this is the case if and only if there is an odd bijection
f : R → R with σ j(b) = f(σ j(a)) for all j, and then the mapping
f : K(a) → K(b) induced by the odd functional calculus gives the cor-
responding K-equivariant diffeomorphism. As a consequence, the set of all
K-isomorphism classes of nonzero K-orbits in E can be identified with the
set of all finite ordered sequences r1 ≥ r2 ≥ · · · ≥ rs of positive integers r j
satisfying r1+r2+· · ·+rs ≤ r = rank(E). In general, the diffeomorphism
f : K(a)→ K(b) is not CR.

7.13 Proposition. For a, b ∈ E let ϕ : K(a) → K(b) be a K-equivariant
map with b = ϕ(a). Then ϕ is CR if and only if ϕ(z) = cz for a suitable
constant c ∈ C and all z ∈ K(a). The same holds for S in place of K if a is
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invertible and E is not isomorphic to III2 = IV3 . In case E = IV3 and S(a)
not totally real, the group S acts freely on S(a) and every S-equivariant
CR-mapping ϕ : S(a)→ S(b) is of the form ϕ(z) = c g(z) for some g ∈ S
and a constant c ∈ C.

Proof. Represent a in the form (5.3) satisfying (5.6). Lemma 7.10 together
with Ka ⊂ Kb implies [b] ⊂ [a]. Therefore b = β1e1 + · · · + βses and there
exists an odd function f : R→ C with f(λ j) = β j for all j, that is, ϕ is the
restriction of f to K(a). In case ϕ is CR, by (7.9) there is a constant c ∈ C
with f a multiple of idE . The proof for S is similar. ��
Proposition 7.13 will be used in the proof of Proposition 13.4. A more
general statement without assuming that ϕ is equivariant will be obtained
later, compare 13.1 and its proof.

8. Complex orbits

The CR-manifold K = K(a) is not always generic in E. As follows from
Proposition 7.1, K is generic in E if and only if E0(a) = ker(La) = 0,
that is, if and only if a has maximal rank in E. We therefore will consider
complex orbits of a in which K is always generic.

Denote by KC, SC and TC the smallest complex Lie subgroups of GL(E)
containing K, S and T respectively. All these groups are connected, KC =
TCSC is reductive, TC is the center and SC is the semisimple part of KC.
Clearly, TC= {z �→ tz : t ∈ C∗} and SC is the connected identity component
of KC∩ SL(E). The group KC can be identified with the connected identity
component of the structure group

Str(E) :={
g ∈ GL(E) : g{xyz} = {(gx)(g̃y)(gz)}
for some g̃ ∈ GL(E) and all x, y, z

}
.

For every g ∈ Str(E) the operator g̃ is uniquely determined by g, lies again
in Str(E) and g �→ g̃ defines an anti-holomorphic group automorphism of
Str(E) with fixed point set Aut(E) ⊂ Str(E).

The Lie algebra of KC is kC := k⊕ ik ⊂ L(E), where k is the Lie algebra
of the linear group K. The complex Lie algebra kC is the R-linear span of
all operators L(x, y), x, y ∈ E. In particular, if e = (e1, . . . , er) is a frame
in E with joint Peirce decomposition (5.11), all operators

∑

0≤ j≤k≤r

c jck Pj,k , c0 = 1 and c1, . . . , cr ∈ C∗(8.1)

are in KC, where as before Pj,k ∈ L(E) denotes the orthogonal projection
with range E j,k.
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From Sect. 5 recall the notion of rank of an element a ∈ E, which by
definition is the maximal index k with σk(a) �= 0 (and also coincides with
the rank of the Peirce space E1(a)). For every 0 ≤ ρ ≤ r put furthermore

E[ρ] := {a ∈ E : rank(a) = ρ} .(8.2)

For the factors of type I and III this notion of rank coincides with the usual
matrix rank. In case of type II for every skew symmetric matrix the usual
matrix rank is even and is twice the triple rank defined above.

8.3 Proposition. The closure E[ρ] is an irreducible complex-analytic cone
in E and E[ρ] is a connected open dense complex submanifold of E[ρ]
on which the complex linear group KC acts transitively. In case ρ > 0,
the analytic set E[ρ−1] has complex codimension ≥ 2 in E[ρ] unless E[ρ]
contains invertible elements of E. Furthermore, in case E is classical or
ρ �= 1 holds, the complex space E[ρ] is normal. In particular, the complex
space E[ρ]\{0} is always normal.

Proof. E can be realized as a subtriple E ⊂ F with F a factor of tube type
in such a way that every minimal tripotent of E is also minimal in F. Let
m := rank(F) and fix a generic norm N on F (see Sect. 7). Fix furthermore
a tripotent e ∈ F with N(e) = 1. Expanding

N(te − z) =
∑

j+k=m

(−1) j N j(z)t
k implies(8.4)

E[ρ] = {z ∈ E : N j (z) = 0 for all ρ < j ≤ r} ,(8.5)

where every N j is a complex homogeneous polynomial of degree j on E,
that is, E[ρ] is a complex-analytic cone in E. Since K acts transitively on
frames in E and since all transformations (8.1) are in KC we derive that
KC acts transitively on E[ρ]. In particular, E[ρ] is a connected, Zariski open
complex submanifold of E[ρ]\E[ρ−1], that is, E[ρ] is irreducible.

For every a ∈ E[ρ] the codimension of E[ρ] in E is dim(E0(a)). Therefore
dim(E0(b)/E0(a)) is the codimension of E[ρ−1] in E[ρ] for every b ∈ E[ρ−1].
But this number is 1+ β + (r − ρ)α, where r is the rank of E and α, β are
the invariants of E as defined at the end of Sect. 5.

The normality statement is well known in the matrix case E = Cp×q,
see e.g. [12, Theorem 6.3], where the proof proceeds as follows: The group
H := GL(ρ,C) acts on U := Cp×ρ ⊕ Cρ×q by (x, y) �→ (xg−1, gy), and
the H-invariant map ϕ : U → E defined by ϕ(x, y) = xy has image E[ρ].
Actually, the function ring of E[ρ] can be identified via ϕ with the ring of
H-invariant functions on U , implying normality of the space E[ρ]. The other
two matrix types follow in a similar way (compare also [31] and [32]):
In case E = IIIp is the space of symmetric complex p × p-matrices, set
U := Cp×ρ on which the complex orthogonal group H := {g ∈ GL(ρ,C) :
gg′ = 11} acts from the right. Then ϕ : U → E defined by x �→ xx ′ yields



CR-structure of compact group orbits

the claim. In case E = IIp is the space of skew-symmetric p× p-matrices,
set U := Cp×2ρ and fix a skew-symmetric matrix j ∈ GL(2ρ,C). Put
H := {g ∈ GL(2ρ,C) : g jg′ = j} and define ϕ : U → E by x �→ x jx ′.

For the remaining cases we may assume that E is of tube type and that
ρ = rank(E)−1 holds. Then E[ρ] = N−1(0), where N is a generic norm
on E. The analytic set {z ∈ E[ρ] : dNz = 0} is contained in E[ρ−1] and
hence has codimension ≥ 3 in E, proving normality also in this situation.

��
8.6 Corollary. For ρ := rank(a), the tangent space to KC(a) = E[ρ] at a
is E1(a)⊕ E1/2(a). In case a is invertible and N is a generic norm on E we
have ρ = r and

SC(a) = {
z ∈ E : N(z) = N(a)

} ⊂ E[r] .(8.7)

It is clear that for every E and every a ∈ E the orbits K(a) and S(a)
are generic CR-submanifolds of the complex manifolds KC(a) and SC(a)
respectively. Having determined the complex orbits (and their closures)
fairly explicitly by holomorphic equations we want to do the same with the
real orbits (by real-analytic equations). Denote by

m(t, z, w) =
∑

j+k=r

(−1) jm j(z, w) tk(8.8)

the generic minimal polynomial of E, which is monic of degree
r := rank(E) in the indeterminate t with complex coefficients depending
holomorphically on z and anti-holomorphically on w ∈ E, compare [33,
p. 4.13]. Furthermore, every coefficient m j(z, w) is homogeneous of bide-
gree ( j, j), and m(t, gz, gw) = m(t, z, w) holds for every g ∈ Aut(E).
Clearly, the generic minimal polynomial of E is uniquely determined by all
m(t, z, z), z ∈ E. On the other hand, for every z ∈ E the roots of m(t, z, z)
as polynomial in t are the squares of the singular values of z, more precisely,

m(t, z, z) =
r∏

k=1

(
t − σ2

k (z)
)

and m j(z, z) =
∑

k1<···<k j

σ2
k1
(z) σ2

k2
(z) · · · σ2

k j
(z) .

(8.9)

In particular, m1(z, w) = (z|w) is the inner product as defined in (5.8) and
mr(z, z) = µr(z)2 as defined in (9.14). Also, for every 0 < j < r and all
z ∈ E the inequalities

m j(z, z)2 ≥ j+1
j

r− j+1
r− j m j−1(z, z) m j+1(z, z)(8.10)

are well known, see e.g. [36, p. 95]. The real polynomials m j(z, z), j =
1, . . . , r, on E form a minimal set of generators for the algebra of all
K-invariant real polynomials p on E. Indeed, if we fix a frame in E and
identify its R-linear span F with Rr in the canonical way, the restriction



W. Kaup, D. Zaitsev

of any such p to F = Rr is invariant under permutations as well as sign
changes of coordinates, i.e. is a real polynomial in the elementary symmetric
functions of the coordinate squares. The claim then is immediate from
K(F) = E and (8.9).

For all types I – VI, explicit expressions for m(t, z, w) can be found
in [33]. We recall only the first four of them: In the cases Ip,q with
p ≤ q and IIIp the generic minimal polynomial is given by m(t, z, w) =
det(t11p− zw∗) and m j(z, w) is the sum of all diagonal j× j-minors of zw∗,
whereas tεm(t, z, w)2 = det(t11p − zw∗) in case IIp holds with ε = 0 if p
is even and ε = 1 otherwise. Finally, for IVn the generic minimal poly-
nomial is t2 − (z|w)t + (z|z)(w|w)/4.

Since the group K acts transitively on frames in E we get, compare (5.7)
and (9.14),

K(a) = {z ∈ E : σ(z) = σ(a)}
= {z ∈ E : |||z|||k = |||a|||k for 1 ≤ k ≤ r}

(8.11) = {z ∈ E : µk(z) = µk(a) for 1 ≤ k ≤ r}
= {z ∈ E : mk(z, z) = mk(a, a) for 1 ≤ k ≤ r} .

From m j(z, z) = 0 for all j > rank(z) we derive in addition

K(a) = {z ∈ E[ρ] : m j(z, z) = m j(a, a) for 1 ≤ j ≤ ρ} if ρ = rank(a) .

(8.12)

In case a is invertible and N is a generic norm on E we have as a consequence
of (8.7)

S(a)= {
z ∈ K(a) : N(z)= N(a)

}

(8.13) = {z ∈ E : N(z) = N(a) and m j(z, z)= m j(a, a) for 1 ≤ j < r}
since mr(z, z) = |N(z)|2.

Equation (8.11) describes K-orbits in E by polynomial equations of de-
gree ≤ 2r. In small neighbourhoods of K(a) sometimes there exist defining
equations of lower degree, more precisely: Suppose a ∈ E satisfies (5.3)
with (5.4) and (5.6). Then

M f := {z ∈ E : f (z) = 0} for f(t) :=
∏

| j|≤s

(t − λ j) ∈ R[t](8.14)

is a real-analytic submanifold of E consisting of a finite number of
K-orbits. In particular, K = K(a) is a connected component of M f . The
odd polynomial f(t) has degree 2s + 1, therefore in a small neighbour-
hood U of K the orbit K is given by the system of scalar equations
{z ∈ U : τ( f (z)) = 0 for all τ ∈ E ′}, where E ′ is the dual of E, and
all equations are of polynomial degree ≤ 2s + 1. But f(λ j) = 0 �= f ′(λ j)

for all j, that is, d fa = ∑s
j=0 f ′(λ j)P j, j has the tangent space Ta K as

kernel, see Proposition 7.1 and equation (7.8). In this sense, (8.14) is a local
defining equation for the orbit K = K(a).
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8.15 Example. Suppose E is irreducible with rank r and a �= 0 is a tripotent.
Then s = 1, λ1 = 1 and f(t) = t3−t, that is, f (z) = {zzz}−z. The manifold
M f has exactly r + 1 connected components, in each E[k] exactly one.
Obviously, d fa = 2La+Qa− idE holds, which coincides with 2P1,1− P0,0

in view of (7.8).

9. Levi forms of orbits

With the notation introduced in the sections before let a ∈ E be fixed
and K = K(a). If Ẽ is another factor with given point ã ∈ Ẽ we may
ask when the orbits K = K(a) and K̃ = K̃(ã) are isomorphic (or locally
isomorphic) as CR-manifolds (see Sect. 13 for an answer). Besides the
obvious CR-invariant dim CR K = dim(Ha K ) the Levi form is an invariant of
the CR-structure that contains important information. Denote by CTa K :=
Ta K + iTa K ⊂ E the C-linear span of Ta K . Recall that the Levi form at a

Λa : Ha K × Ha K → CTa K/Ha K

is given by

Λa(x, y) ≡ ([ξ, η]a + i[iξ, η]a
)

mod Ha K ,

where ξ, η are any real CR vector fields on K with x = ξa and y = ηa.
Because of CTa K = E1(a) ⊕ Ha K we may, and will henceforth, identify
CTa K/Ha K in the canonical way with the Peirce space E1(a). Then Λa
is sesqui-linear and hermitian in the sense Λa(y, x) = Λa(x, y)∗, where
z �→ z∗ := {eze} with e := sign(a) is the Jordan algebra involution of
E1(a). In particular, Λa(u, u) ∈ A(a) holds for all u ∈ Ha K , see (6.1).
Denote by Ca ⊂ A(a) the convex hull of all such vectors and call it the Levi
cone of K at a. The same can be done with the orbit S = S(a). But, because
of Ha S = Ha K , we get the same Levi form Λa for S.

From (7.3) we derive for all v ∈ E1/2(a) and u = Θa(v) (recall that
HaS = Ha K = E1/2(a) by Proposition 7.1):

Λa(u, u) ≡ i[ξ iv, ξv]a = 4Θ(a, u)(v) = 4Θ(a, u)
(
Θ−1

a u
)

mod E1/2(a).

(9.1)

Here the inverse Θ−1
a is taken for the restriction of Θa to E1/2(a). For a

we choose the representation (5.3) and assume throughout this section that
(5.6) holds. Consider arbitrary elements u, v ∈ E1/2(a) and put u j,k := Pj,ku
as well as v j,k := Pj,kv for all 0 ≤ j < k ≤ s. Then the multiplication rules
for Peirce spaces (5.12) yield

Λa(u, v) =
∑

0≤ j<k≤s

Λa(u j,k, v j,k) ∈ A(a) .(9.2)
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For every j < k denote by Z j,k(a) ⊂ A(a) the convex cone spanned by all
Λa(u, u) with u ∈ E j,k. From (9.2) it is clear that the Levi cone Ca is the
sum of all cones Z j,k(a), j < k. Now fix integers 0 ≤ j < k ≤ s and put
for convenience e0 := 0 ∈ E. Then A(e0) = Ω(e0) = 0 and Z j,k(a) ⊂
A(e j ) ⊕ A(ek). For every u ∈ E j,k put u j := 2{uue j} and uk := 2{uuek}.
Then u j ∈ Ω(e j), uk ∈ Ω(ek) by [33, p. 10.5] and furthermore

Λa(u, u) = c j,k(λ ju j − λkuk) for c j,k := 2
(
λ2

k − λ2
j

)−1
< 0 .(9.3)

9.4 Corollary. Λa(x, y) = 0 for all (triple) orthogonal x, y ∈ E j,k with
j < k. In particular, the convex cone Z j,k(a) is spanned by all Λa(u, u) with
u ∈ E j,k a minimal tripotent.

Proof. If x, y are orthogonal, Λa(u, u) = Λa(x, x) + Λa(y, y) holds for
u := x + y as a consequence of (9.3), i.e. Λa(x, y) + Λa(y, x) = 0 and
hence Λa(x, y) = 0. Since every u ∈ E j,k is a linear combination of
orthogonal minimal tripotents the cone Z j,k(a) is spanned by all Λa(u, u)
with u ∈ E j,k a minimal tripotent. But then Λa(u, u) = Λa(tu, tu) for some
complex number t with tu ∈ E j,k. ��

In order to describe the Levi cones explicitely denote again by a† =∑s
j=1 λ−1

j e j ∈ A(a) the pseudo inverse of a and define the following two
closed cones in A(a)

Z(a) := {x ∈ A(a) : (x+j |a†
)+

∑

k< j

(
xk|a†

) ≤ 0 for j = 1, . . . , s}
(9.5)

X(a) := {x ∈ Z(a) : (x|a†) = 0} ⊂ Z(a) .

Here xk ∈ A(ek) is the component of x with respect to the direct sum decom-
position A(e) = A(e1) ⊕ · · · ⊕ A(es), and x+j ∈ Ω(e j) is the nonnegative
part of x j , compare (4.5).

9.6 Lemma. The cones Z(a), X(a) are convex and

Z(a) = {
x ∈ A(a) : (x|w) ≤ 0 for all w ∈ W(a)

}
,(9.7)

where W(a) ⊂ Ω(a) is the convex cone generated by all vectors w ∈ Ω(a)
satisfying for some 1 ≤ j ≤ s the conditions

λkwk =
{

ek k < j
0 k > j

and λ jw j is a minimal idempotent in A(e j ) .

(9.8)

Proof. By our general assumption E is a factor and hence all Jordan algebras
A(e j ), 1 ≤ j ≤ s, are simple. In case s = 1 we have Z(a) = −Ω(a) and
the claim is obvious. Therefore we may assume s > 1. But then every
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Jordan algebra A(e j ) is not exceptional (since it is a proper subalgebra of
an irreducible formally real Jordan algebra) and by Lemma 4.7 we have

(
x+j |a†

) = λ−1
j sup

c2=c

(x j |c)

for every x j ∈ A(e j ). This implies the convexity of the cones as well as the
identity (9.7). ��
Consequently, Z(a) is the dual of the cone −W(a) and X(a) is the dual of
the cone Ra†−W(a) in A(a). The cones Z(a), X(a) and W(a) are invariant
under the isotropy subgroup Ka. Actually, Ka leaves every idempotent e j
fixed and acts transitively on the set of all idempotents of fixed rank in A(e j ).
Therefore, by (9.8), there are finitely many vectors w0, . . . , wρ for ρ :=
rank(a) and w0 := 0 such that W(a) is the convex cone spanned by the
union of all orbits Ka(w

i), 0 ≤ i ≤ ρ.

9.9 Lemma. Z(a) = X(a)−Ω(a).

Proof. We proceed by induction on s. For s = 1 the claim is obvious, so
assume s > 1 and fix z ∈ Z(a). For ã := λ2e2 + · · · + λses we have
Z(ã) = X(ã) − Ω(ã) by induction hypothesis. Write z = z1 + · · · + zs
with z j ∈ A(e j ). Then z̃ := z2 + · · · + zs has a representation z̃ = x̃ − ỹ
with x̃ ∈ X(ã) ⊂ X(a) and ỹ ∈ Ω(ã) ⊂ Ω(a). The inequality in the first
line of (9.5) for j = 1 implies z+1 = 0, that is, y := ỹ − z1 ∈ Ω(a) and
z = x̃ − y ∈ X(a)−Ω(a). ��
9.10 Lemma. In case a is not invertible, Z0,k(a) = −Ω(ek) is the semi-
negative cone of A(ek), otherwise Z0,k(a) = 0 holds for all k.

Proof. In case a is invertible, E0,k = 0 holds for all k. So assume that a is
not invertible and fix an integer k > 0 with k ≤ s. Then E0,k �= 0 and it is
well known that the set of all vectors {uuek} with u ∈ E0,k spans the cone
Ω(ek), compare e.g. Proposition 8.15 in [30]. ��
9.11 Lemma. For every 1 ≤ j < k ≤ s, the cone Z j,k(a) is spanned by all
vectors λkv−λ jw, where v ∈ Ω(ek) and w ∈ Ω(e j) are minimal tripotents.

Proof. For every minimal tripotent u ∈ E j,k the elements u j = 2{uue j} and
uk = 2{uuek} are minimal tripotents. On the other hand, by the irreducibility
assumption, every pair of minimal tripotents v ∈ Ω(e j), w ∈ Ω(ek) occurs
this way. The claim now follows with (9.3) and Lemma 9.10. ��
9.12 Proposition. The Levi cone Ca at a is X(a) if a is invertible and is
Z(a) if a is not invertible. In particular, Ca is always a closed cone.
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Proof. From 9.10 and 9.11 we derive Ca ⊂ Z(a) and also that Ca ⊂ X(a)
holds in case a is invertible. For the proof of the opposite inclusions it is
enough to show X(a) ⊂ Ca because of 9.9 and 9.10. We show by induction
on s that X(a) is in the sum of all Z j,k(a) with 1 ≤ j < k ≤ s. For s = 1
the claim is obvious, so assume s > 1. Fix x = x1 + · · · + xs ∈ X(a) with
x j ∈ A(e j ). Then (9.5) implies

(
x+s |a†

) ≤
∑

k<s

(
x−k |a†

)
,

and after subtracting from x a suitable element of Z1,s+· · ·+Zs−1,s ⊂ X(a)
we may therefore assume without loss of generality that x+s = 0. But then
(x|a†) = 0, (xs|a†) ≤ 0 and

∑
k<s(xk|a†) ≤ 0 imply the equalities and

hence xs = 0. By the induction hypothesis, x is in the sum of all Z j,k(a)
with 1 ≤ j ≤ s − 1. ��

For applications it is important to know that the Levi cone Ca is big.
Clearly Z(a) always contains inner points. On the other hand, X(a) = 0
holds in case s ≤ 1, that is, if a is proportional to a tripotent.

9.13 Lemma. In case s > 1 the cone X(a) has inner points with respect
to the hyperplane {x ∈ A(a) : (x|a†) = 0}.
Proof. For every j denote by r j ≥ 1 the rank of the Jordan algebra A(e j )
(which is the maximal length of a sequence of orthogonal minimal idem-
potents in A(e j )). Define inductively positive real numbers α2, . . . , αs with
α j+1r j+1 > α jr j−1 for all 1 < j < s. Then

v :=
s∑

j=2

α j(r j−1λ je j − r jλ j−1e j−1)

= − α2r2λ1e1 +
( s−1∑

j=2

(α jr j−1 − α j+1r j+1)λ je j

)
+ αsrs−1λses

is in X(a) and the components v j < 0 in A(e j ) for 1 ≤ j < s, that is, v is
an inner point of X(a) with respect to the hyperplane (x|a†) = 0. ��

We want to give a more geometrical meaning to the cones X(a), Z(a)
and hence to the Levi cone Ca. For this define the multiplicative analog of
||| |||k in (5.7) by

µk :=
k∏

j=1

σ j for all k ≥ 1 ,(9.14)

where σ1, . . . , σr are the singular values defined in Sect. 5. Then every µk
is a continuous, piecewise smooth K-invariant function on E with µk(tz) =
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|t|kµk(z) for all t ∈ C and all z ∈ E. Consider for ρ := rank(a) the
K-invariant compact sets

Z(a) :={
z ∈ E : µk(z) ≤ µk(a) for 1 ≤ k ≤ r

}

(9.15)
Y(a) :={

z ∈ Z(a) : µρ(z) = µρ(a)
}

.

It is clear that Z(a) is a compact subset of E[ρ]. Recall that the orbit
K = K(a) is generic in the complex manifold E[ρ] and that the tangent
space to E[ρ] at a is E1(a)⊕ E1/2(a) = A(a)⊕ Ta K . In case a is invertible
in E and N is a generic norm on E we also consider the compact S-invariant
set

X(a) := {
z ∈ Z(a) : N(z) = N(a)

}
.(9.16)

It is clear that Y(a) = T(X(a)) is isomorphic to (T/Zρ) ×X(a), where
T ⊂ GL(E) is the circle group and Zρ is identified with the subgroup
{t ∈ T : tX(a) = X(a)}. The following proposition describes a relation
between the (Whitney) tangent cone to Z(a) and the Levi cone of the orbit
K(a).

9.17 Proposition. The tangent cone at a to Z(a) satisfies TaZ(a) = Z(a)⊕
Ta K for K = K(a).

Proof. In the above notation let r j be the rank of the Jordan algebra A(e j )

and choose a representation e j = e1
j + · · · + e

r j

j with orthogonal minimal
idempotents as summands for 1 ≤ j ≤ s. This choice is unique up to
a transformation from the isotropy group Ka. Denote by F the R-linear span
of all ek

j and identify F with Rρ for ρ = r1 + · · · + rs = rank(a) by fixing
(ek

j) as a basis. In this sense, the point a ∈ F corresponds to (ak
j) ∈ Rρ with

ak
j = λ j for all j, k. Now put J := {( j, k) ∈ N2 : 1 ≤ j ≤ s, 1 ≤ k ≤ r j}

and denote by F the set of all functions f = f I on F of the form f(x) =∏
( j,k)∈I xk

j , where I ⊂ J is any nonempty subset satisfying the following
property: ( j, k) ∈ I , (n, m) ∈ J and n < j imply (n, m) ∈ I . For a suitable
compact neighbourhood U ⊂ F of a we have

U ∩Z(a) = {x ∈ U : f(x) ≤ f(a) ∀ f ∈ F }
and

Ta(F ∩Z(a)) = {x ∈ F : dfa(x) ≤ 0 ∀ f ∈ F } .(9.18)

But dfa(x) = f(a)
∑

I λ−1
j xk

j for all f = f I ∈ F , that is,

Ta(F ∩Z(a)) = F ∩ Z(a)

as a consequence of (9.7). Since Z(a) ⊂ A(a) = Ka(F), it follows that

A(a) ∩ TaZ(a) ⊃ Z(a).(9.19)

On the other hand, since Ka is compact and both Z(a) and Z(a) are
Ka-invariant, (9.18) implies also the opposite inclusion in (9.19) and hence
the required statement. ��
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In a similar way it can be shown:

9.20 Proposition. TaY(a) = X(a)⊕ Ta K for K = K(a). In case a ∈ E is
invertible, also TaX(a) = X(a)⊕ TaS holds for the orbit S = S(a).

As a consequence of Propositions 9.12, 9.17 and 9.20 we obtain:

9.21 Corollary. If a is not invertible (i.e. K = S), the tangent cone of Z(a)
at a coincides with the sum of the Levi cone of K and Ta K. If a is invertible,
the tangent cone of Y(a) (resp. X(a)) at a coincides with the sum of the
Levi cone of K and Ta K (resp. of S and TaS).

10. The domains D(a) and B(a)

In the following let E be a factor and a ∈ E an arbitrary element. Then

D(a) := {
z ∈ E[ρ] : µk(z) < µk(a) for 1 ≤ k ≤ ρ

}
, ρ := rank(a),

(10.1)

is a bounded balanced domain in the complex-analytic cone E[ρ], that is,
tD(a) ⊂ D(a) for every complex number t with |t| ≤ 1. In case a �= 0
the domain D(a) is nonempty, its closure is the compact set Z(a) defined
in (9.15), and its boundary ∂D(a) consists of all z ∈ Z(a) with µk(z) =
µk(a) for some k ≤ ρ. The orbit K = K(a) coincides with the subset
{z ∈ Z(a) : µk(z) = µk(a) for all k ≤ ρ} ⊂ ∂D(a).

We are interested in the holomorphic structure as well as the boundary
structure of D(a). We start with a technical lemma in the special case when
all nonzero singular values of a have multiplicity 1, that is, when a is reduced
in the sense of Sect. 5.

10.2 Lemma. Assume that a ∈ E is reduced and has rank ρ > 0. Then for
every 1 ≤ k ≤ ρ and every c ∈ Z(a) with µk(c) = µk(a) the function µk is
real-analytic in a neighbourhood of c ∈ E and its differential dµk does not
vanish at c.

Proof. Suppose that µk(c) = µk(a), i.e. σ1(c) · · · σk(c) = λ1· · · λk, where
λ j := σ j(a) for all j. Together with µk−1(c) ≤ µk−1(a) and µk+1(c) ≤
µk+1(a) this implies

σk(c) ≥ λk > λk+1 ≥ σk+1(c) .(10.3)

Denote by � the set of all subsets of {1, . . . , r} having cardinality k. Then
(10.3) implies µk(c) > σI(c) :=

∏
i∈I σi(c) for all I ∈ � that are differ-

ent from {1, . . . , k}. Let C := C(E,R) be the algebra of all real valued
continuous functions on E and define p ∈ C[t] by

p(z, t) :=
∏

I∈�

(
t − σI (z)

2
)
.(10.4)
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The coefficients of p are symmetric polynomials in σ1(z)2, . . . , σr(z)2 and
hence are polynomials in the corresponding elementary symmetric functions
m j(z, z), compare (8.9). This implies p ∈ A[t], where A ⊂ C is the
subalgebra of all real polynomials. Moreover, µk(c)2 is a simple root of
p(c, t) ∈ R[t], hence by the implicit function theorem µ2

k is real-analytic in
a neighbourhood of c ∈ E. Because of µk(c) �= 0, also µk is real-analytic
near c.

Write c = λ1c1+· · ·+λrcr for a suitable frame (c1, . . . , cr) in E and put
F := Rc1⊕· · · ⊕Rcr . Then µk(x) = x1· · · xk for all x = x1c1+ · · · + xrcr
∈ F near c as a consequence of (10.3). This together with µk(c) �= 0 implies
that the differential of the restriction µk|F does not vanish at c. ��
10.5 Proposition. For every a ∈ E the complex space D(a) is Stein.

Proof. Let us first assume that a has the maximal rank r and is reduced. For
every 1 ≤ k ≤ r put

Dk := {z ∈ E : µk(z) < µk(a)} .
Every Dk is a K-invariant domain in E and D(a) is the intersection of all Dk.
In particular, any boundary point c ∈ ∂D(a) is contained in the boundary
∂Dk for some k. Consider an arbitrary c ∈ ∂D(a)∩ ∂Dk. By Lemma 10.2
the boundary M := ∂Dk is smooth in a neighbourhood of c ∈ E. On the
other hand, M is fibered in K-orbits, which implies Hc K ⊂ HcM for the
holomorphic tangent spaces at c.

We next compute the Levi form of M at c. By Proposition 9.17, Λc(u, u)∈
Z(c) = π(TcZ(c)) for any u ∈ Hc K , where Λc denotes the Levi form of
K at c and π : E → A(c) is the orthogonal projection. Since Z(c) ⊂ Dk,
it follows that the restriction of the Levi form ΛM

c of M to HcK points
inside Dk, i.e. is positive semidefinite. The full holomorphic tangent space
Hc M is the direct sum of Hc K = E1/2(c) and E1(c) ∩ Hc M. We next
claim that these spaces are orthogonal with respect to the Levi form ΛM

c .
Indeed, using the action of K on M and the local slice A(c) ∩ M, we can
choose real-analytic coordinates and real CR vector fields ξ and η on M with
ξw ∈ E1(w) ∩ HwM, ηw ∈ E1/2(w) for w near c such that ξ has constant
coefficients and the coefficients of η are constant along E1(c) ∩ M. Taking
Lie brackets of ξ and η at c verifies the claim.

Finally, the intersection ∂Dk ∩ E1(c) is Levi flat since it is locally given
by |w1· · ·wk| = µk(a). Summing up, we obtain that the Levi form of ∂Dk
is positive semidefinite and therefore Dk is locally Stein near c, i.e. every
point b ∈ ∂Dk sufficiently close to c has an open neighbourhood W in E
such that Dk ∩ W is Stein. Since D is locally an intersection of Dk’s for
1 ≤ k ≤ r, it is also locally Stein. Since D(a) is a bounded domain in E, it
is Stein (see e.g. [23, Theorem 2.6.10]).

Let now a be of maximal rank r but not necessarily reduced. Then it
is easy to construct a sequence (am) in A(a) ∩D(a) of reduced elements
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converging to a in such a way that D(a) is the increasing union of D(am)
and D(am) is relatively compact in D(am+1) for all m. Then D(a) is Stein
by a theorem of Behnke-Stein (see e.g. [18]).

Suppose finally that a is of rank ρ < r and choose a representation (5.3)
satisfying (5.5). Then λ1 ≥ · · · ≥ λρ > λρ+1 = 0 and the element b :=
r1e1 + · · · + rrer , where r j = λ j for 1 ≤ j ≤ ρ and rρ+1 = · · · = rr = λρ,
is of rank r. Since, D(b) is Stein by the above arguments, the intersection
D(a) = D(b) ∩ E[ρ] is also Stein as required. ��

Next let G := Aut(D(a)) be the group of all biholomorphic automor-
phisms of the complex space D(a), a �= 0, endowed with the compact open
topology.

10.6 Proposition. For every a �= 0 the following conditions are equiva-
lent:

(i) D(a) is a bounded symmetric domain in E.
(ii) g(0) �= 0 for some g ∈ G = Aut(D(a)).

(iii) G is not compact.
(iv) D(a) is convex.
(v) σ1(a) = σr(a) for r = rank(E).

(vi) a is proportional to a tripotent e of rank r.

Proof. (i)⇒(ii) follows from the fact that every bounded symmetric domain
is homogeneous.

(ii)⇒(iii) By [26] the group G is a real Lie group acting properly on
D(a). In particular, the orbit M := G(0) is a closed real submanifold
of D(a). The tangent space W := Ta M ⊂ E is K-invariant and hence
a complex linear subspace of E (recall that K contains the circle group).
Since the action of K is irreducible on E only W = 0 or W = E are
possible. Suppose, b := g(0) �= 0 for some g ∈ G. Since K ⊂ G, the orbit
G(b) = G(0) has positive dimension, i.e. W = E, D(a) is open in E and
G acts transitively on D(a). Therefore G cannot be compact.

(iii)⇒(i) In case G is not compact it acts transitively on D(a) by the
above argument and hence D(a) is symmetric.

The remaining implications are easy and left to the reader. ��

For every relatively compact domain D in a Stein complex space X
one has the notion of minimal boundary. This is a minimal subset M ⊂ D
such that every f ∈ C(D) ∩ O(D) attains its maximum modulus in M.
Existence and uniqueness of the minimal boundary for D is well known
(even in a much more general context, compare [8]), and its closure is
called the Shilov boundary of D. Clearly, both boundaries are contained in
the topological boundary ∂D of D by the maximum principle. In particular,
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for the domain D(a) ⊂ E[ρ], a ∈ E arbitrary of rank ρ > 0 , both boundaries
coincide with the orbit K(a). This is verified in the following way: Since the
minimal boundary M of D(a) is not empty and invariant under K it is enough
to show M ⊂ K(a). Write a = α1e1 + · · · + αρeρ for suitable orthogonal
minimal tripotents e1, . . . , eρ and α j = σ j(a). Assume that there exists an
element b ∈ M\K(a). Without loss of generality b = β1e1 + · · · + βρeρ

for β j = σ j(b) and hence there exists k ≤ ρ with µk(b) < µk(a). It is not
difficult to construct a nonconstant holomorphic map τ : ∆→ D(a) with
τ(0) = b, where ∆ ⊂ C is the open unit disc. Fix c ∈ τ(∆) with c �= b and
choose a function f ∈ C

(
D(a)

) ∩ O
(
D(a)

)
with | f(b)| = sup

{| f(z)| :
z ∈ D(a)

}
and | f(c)| < | f(b)| (otherwise M would not be unique). With

an approximation argument it follows that f ◦ τ is holomorphic on ∆ and
hence is constant by the maximum principle, a contradiction.

Recall that for every a ∈ E the orbit K(a) is a generic CR-submanifold
of the complex manifold KC(a) and that K(a) is minimal only if a is not
invertible, in which case also KC(a) = SC(a) holds. In case a is invertible,
the orbit S(a) is a generic and minimal CR-submanifold of the complex
manifold SC(a) = {z ∈ E : N(z) = N(a)}, where N is a generic norm
on E. For such a we put

B(a) := {z ∈ SC(a) : µk(z) < µk(a) for all k < r} ,(10.7)

if r := rank(a) = rank(E) > 1, and B(a) := ∅ otherwise. It can be seen
as above that S(a) coincides with the Shilov boundary of B(a) in SC(a) if
B(a) �= ∅.

For shorter notation let us write X := SC(a) for the rest of this sec-
tion, where a ∈ E is a fixed invertible element. It is easy to see that B(a)
is a relatively compact domain in X and that B(a) is empty if and only
if the orbit S(a) is totally real as CR-manifold. This is also equivalent
to σ1(a) = σr(a) with E being of tube type. Clearly, B(a) is invariant
under the group S, and in case B(a) �= ∅ there is a unique S-orbit in
B(a) that plays the role of the origin 0 in D(a): This is the unique orbit
S(b) ⊂ B(a) with B(b) = ∅, or equivalently, with b ∈ B(a) satisfy-
ing σ1(b) = σr(b) = β for β := µr(a)1/r . Then S(b) is totally real and
also is the S-orbit of minimal dimension in B(a). Furthermore, the top-
ology of B(a) is the same as the topology of the compact manifold S(b):
Indeed, let fs for every 0 ≤ s ≤ 1 be the odd function on R uniquely
determined by the property fs(t) = β1−sts for all t > 0. Then the odd
functional calculus gives a family of S-equivariant real-analytic mappings
fs : B(a) → B(a) that induces a homotopy from B(a) to S(b). In case
E is of type Ip,p, II2p, IIIp, IVn the orbit S(b) is diffeomorphic to SU(p),
SU(2p)/Sp(p), SU(p)/SO(p), SO(n)/SO(n − 1) = Sn−1 respectively.
In particular, in case E is not exceptional, the domain B(a) is simply-
connected.

In analogy to 10.5 we have:
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10.8 Proposition. B(a) is Stein.

Proof. We may assume B(a) �= ∅ and hence λ1 > λr . Write a in the form
(5.3) satisfying (5.6), where (e1, . . . , er) is a frame in E. Then λr > 0 and in
a first case we assume λr−1 > λr . Then for every t > 0 with λr−1 > λr + t
and b := a + ter we have B(a) = D(b) ∩ X. But D(b) is Stein by
Proposition 10.5, therefore also B(a) is Stein.

Now suppose λr−1 = λr and consider k := min{ j ≤ r : λ j = λr} > 1.
For every integer n ≥ 1 and εn := n/(n + 1) define δn > 1 (uniquely) in
such a way that

an :=
k−1∑

j=1

εnλ je j +
r−1∑

j=k

δnλ je j +
√

δnλrer ∈ X .

There exists n0 ∈ N with εnλk−1 > δnλk for all n > n0. This implies that
B(an) is a Stein domain by case 1 and is contained relatively compact in
B(an+1) for every n > n0. The claim now follows from

B(a) =
⋃

n>n0

B(an) .

��

In case r > 1 the compact set X(a) = {z ∈ X : µk(z) ≤ µk(a), k < r}
defined in (9.16) has B(a) as interior in X. As a consequence of Proposi-
tions 10.5 and 10.8 we obtain:

10.9 Lemma. For every a with rank(a) = ρ, the compact set Z(a) ⊂ E[ρ]
has a Stein neighbourhood basis in E[ρ]. If a is invertible, also X(a) ⊂ X
has a Stein neighbourhood basis in X.

Proof. Write again a in the form (5.3) satisfying (5.5). For every t > 1
consider at := tλ1e1 + λ2e2 + · · · + λρeρ ∈ E[ρ] and bt := tλ1e1 + λ2e2 +
· · · + λr−1er−1 + t−1λrer ∈ X in case a is invertible. Then the sets D(at)
and B(bt) form the required bases. ��

Let us consider in more detail the special case where K = K(a) and
S = S(a) bound the domains D(a) and B(a) respectively, that is, when
these orbits are of hypersurface type. To avoid trivialities assume for the
rest of the section that the factor E has dimension > 1.

Case 1: K is of hypersurface type. This is precisely the case when a ∈ E has
rank 1, and then K = S. Therefore, up to multiplication with a real factor
t > 0, there exists a unique K-orbit of this type in E, and we may assume
that a is a minimal tripotent in E. In particular, K = {z ∈ E[1] : ‖z‖2 = 1}
and D(a) = {z ∈ E[1] : ‖z‖2 < 1}, where the K-invariant euclidian norm
‖ ‖2 on E is defined in (5.8). Then every continuous CR-function on K has
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a unique continuous extension to Z(a) = D(a) ∪ K (cf. Theorem 12.1
below), which is holomorphic on D(a)\{0}. Except for the types I1,q of
rank 1 the origin in the domain D(a) is (the only) singular point. In case E
is of type I, the orbit K is simply-connected, compare 2.2, and the same is
true if E is of type II. In case E is of type IIIp, the orbit K is isomorphic to
the real projective space P2p−1(R). The universal covering of K then is the
euclidian sphere M := {z ∈ C1×p : zz∗ = 1} with its induced CR-structure.
The covering map M → K is CR and is given by z �→ z′z, where z′ is the
transpose of z.

Case 2: S is of hypersurface type and S �= K. This case can only happen
if E has rank 2 and is of tube type, i.e. if E is of type IVn for some n ≥ 3
(recall the list of coincidences for low dimensions at the end of Sect. 1). For
more details on this case compare the end of this paper.

11. Hulls of orbits

In the following let E be a factor of rank r. As defined in Sect. 5 let
σ1, σ2, . . . , σr be the singular value functions on E and let ||| |||k =∑k

j=1 σ j

be the corresponding K-invariant norms. Notice that the triangle inequality
for ||| |||k in the matrix case has already been established in [15], compare
also [41].

Now fix a ∈ E and choose a frame (e1, . . . , er) in E such that (5.3)
and (5.5) hold. Then λk = σk(a) for 1 ≤ k ≤ r. Throughout this sec-
tion let F := ∑r

j=1 E j, j be the C-linear span of e1, . . . , er and iden-
tify Cr with F via z �→ z1e1 + · · · + zrer . In this sense, the element
a ∈ F is identified with the vector σ(a) ∈ Rr . Also, the subgroup {g|F :
g ∈ K, g(F) = F} ⊂ GL(F) is identified with the subgroup Σr ⊂ GL(r,C)
consisting of all transformations (z1 , . . . , zr) �→ (t1zπ(1), . . . , tr zπ(r)), where
π ∈ Sr is a permutation and t1, . . . , tr are complex numbers of absolute
value 1.

11.1 Proposition. The (linear) convex hull of the orbit K = K(a) is given
by

ch(K ) = {
z ∈ E : |||z|||k ≤ |||a|||k for k = 1, . . . , r

}
.(11.2)

Proof. It is clear that the right hand side of (11.2) is convex, contains K
and hence also ch(K ). For the proof of the opposite inclusion consider the
intersection I := Rr ∩ K , where as above Cr is identified with the subspace
F ⊂ E. Then I consists of all vectors in Rr obtained from σ(a) by applying
all transformations (x1, . . . , xr) �→ (ε1xπ(1), . . . , εr xπ(r)) where π ∈ Sr is
a permutation and ε j = ±1 for all j. By [34, Theorem 1.2], the convex hull
of I consists precisely of all x ∈ Rr satisfying

∑
j≤k |x j | ≤∑

j≤k σ j(a) for
all k. Since ch(K ) is K-invariant we get the claimed inclusion. ��
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Next consider the polynomial convex hull

pch(K ) = {
z ∈ E : | f(z)| ≤ sup | f(K )| ∀ f ∈ C[z]}

of the orbit K = K(a). It is clear that pch(K ) is invariant under the group K
and that it is contained in the complex-analytic cone E[ρ], ρ := rank(a),
since all N j in (8.5) are polynomials. For the compact set Z(a) defined in
(9.15) we have

11.3 Proposition. The polynomial convex hull pch(K ) contains the set
Z(a).

Proof. Fix b ∈ Z(a). Then rank(b) ≤ ρ = rank(a). Identify Cρ with the
linear subspace {z ∈ F : z j = 0 for j > ρ} of E and put c j := log(σ j(a))
for 1 ≤ j ≤ ρ. After applying a suitable transformation from K to b we may
assume b ∈ Rρ ⊂ F. We have to show b ∈ B := Rρ ∩ pch(K ). Since the
polydisk {z ∈ Cρ : |z j | ≤ exp(c j)} clearly is contained in pch(K ) we have
exp(C) ⊂ B for C := {x ∈ Rρ : x ≤ c}, where exp : Rρ → Rρ is defined
coordinate-wise and x ≤ c = (c1, . . . , cρ) means x j ≤ c j for all 1 ≤ j ≤ ρ.
The symmetric group Sρ acts on Rρ by permuting coordinates and hence
also exp(π(C)) ⊂ B for every π ∈ Sρ. But then also exp(Ĉ) ⊂ B, where
Ĉ is the convex hull of the subset Sρ(C) ⊂ Rρ. But x ∈ Rρ is in Ĉ if and
only if x ≤ r for some r ∈ R, where we denote by R the convex hull of the
finite setSρ(c) ⊂ Rρ. But by Theorem 1.1 in [34]

R = Sρ

({
x ∈ P :

h∑

j=1

x j ≤
h∑

j=1

c j , h = 1, . . . , ρ
})

for

P := {
x ∈ Rρ : x1 ≥ x2 ≥ · · · ≥ xρ

}
.

This implies b ∈ exp(Ĉ) ⊂ B in case b > 0. But then also b ∈ B without
any further assumption on b since B is compact. ��

For the proof of the opposite inclusion in Proposition 11.3 it would be
necessary to find suitable peak functions: For every tripotent c ∈ E denote
by Pc : E → E1(c) the canonical projection with respect to the Peirce
decomposition (5.1) and by Nc the generic norm of the complex Jordan
algebra E1(c). Then fc := Nc ◦ Pc is a complex polynomial of degree
rank(c) on E.

11.4 Lemma. In case E is a classical factor, i.e. one of the types I – IV,
| fc(z)| ≤ µk(z) holds for every z ∈ E and every tripotent c of rank k.

Proof. We begin with the special case where E = Cp×p is the type Ip,p.
We realize c as diagonal matrix with diagonal entries c jj = σ j(c). Then we
have to show for every z ∈ E that the absolute value of its k-principal minor
is bounded by µk(z), more precisely, if we write z as block matrix

(x y
u v

)
with
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x ∈ Ck×k , y ∈ Ck×l , u ∈ Cl×k and v ∈ Cl×l for l := p− k, then | det(x)| ≤
µk(z) must be shown, or equivalently, det(xx∗) = | det(x)|2 ≤ µk(z)2.

Denote for every hermitian matrix h (of any size) by λ1(h) ≥ λ2(h) ≥
· · · its eigenvalues (with multiplicities counted) in decreasing order. Then
µk(z)2 = λ1(zz∗) · · · λk(zz∗). On the other hand λ j(xx∗ + yy∗) ≤ λ j(zz∗)
holds for every j ≤ k since xx∗ + yy∗ is the upper k × k-diagonal block
of zz∗, compare e.g. [41, p. 107]. From Theorem 2 in [41] we get λ j(xx∗) ≤
λ j(xx∗ + yy∗) + λ1(−yy∗) and hence λ j(xx∗) ≤ λ j(xx∗ + yy∗) since
λ1(−yy∗) ≤ 0. Then det(xx∗) = λ1(xx∗) · · · λk(xx∗) proves the claim in
the special case of type Ip,p.

Now let E be arbitrary (classical). Then E can be realized as a subtriple
E ⊂ Ẽ := Cp×p for some p ≥ 1. Denote by ψ : E ↪→ Ẽ the canonical
embedding. Since every g ∈ K can be extended to a triple automorphism
of Ẽ, there is an integer d ≥ 1 with rank(ψe) = d for every minimal
tripotent e ∈ E. In particular, σ j(z) = σd· j−l(ψz) for all z ∈ E, j ≥ 1
and 0 ≤ l < d. Then, by the special case above, | fc(z)|d = | fψc(ψz)| ≤
µd·k(ψz) = µk(z)d, proving the lemma. ��

Notice that in the above proof d = 1 holds if E is of type I or III and that
d = 2 if E is of type II. In the latter case fc(z) is the Pfaffian determinant
and fψc(ψz) is the usual determinant of the upper 2k × 2k-diagonal block
of z. The claim for the type IV also is a consequence of the following
lemma.

11.5 Lemma. Suppose that E is arbitrary and that the tripotent c ∈ E is
minimal or invertible in E. Then | fc(z)| ≤ µk(z) holds for k := rank(c)
and every z ∈ E.

Proof. In case k = 1 the claim follows from the fact that then µ1 = σ1 is
a norm (in the sense of a Banach space) on E and that the Peirce projection
Pc : E → E1(c) = Cc is a contraction with respect to this norm. In case c
is invertible, the claim follows from | fc| = µk(z) for all z since then fc is
a generic norm on E. ��

As a consequence we get in case E is classical

11.6 Corollary. Let a, b ∈ E be points with µk(b) = µk(a) for some k
with 1 ≤ k ≤ r. Then there is a tripotent c ∈ E of rank k with | fc(z)| ≤
| fc(b)| = µk(a) for all z ∈ Z(a).

Proof. Write b in the form b = β1c1 + · · · + βrcr with β j := σ j(b)
and (c1, . . . , cr) a frame in E. For the tripotent c := c1 + · · · + ck then
fc(b) = β1· · · βk = µk(b) = µk(a) holds. By Lemma 11.4 therefore
| fc(z)| ≤ µk(a) holds for all z ∈ K . But then this inequality holds for all
z ∈ Z(a) as a consequence of Proposition 11.3. ��

Putting together Proposition 11.3 and Corollary 11.6 now gives imme-
diately



W. Kaup, D. Zaitsev

11.7 Theorem. For every classical factor E and every a ∈ E the compact
set Z(a) is the polynomial convex hull of the orbit K = K(a).

We expect that Theorem 11.7 also holds in the exceptional case. For a proof
it would be necessary to find a substitute in the nonassociative case for the
elaborate estimates of eigenvalues of hermitian matrices in [41].

An easy consequence of Theorem 11.7 is the inclusion GL(K(a)) ⊂
GL(D(a)). Since K(a) is the Shilov boundary of D(a), we actually have
the equality GL(K(a)) = GL(D(a)). We now use a characterization of the
structure group of E from [28] to show that all groups GL(K(a)), a �= 0 ∈ E,
are the same.

11.8 Proposition. Let E be a classical factor and let D = {z ∈ E :
σ1(z) < 1} be the corresponding bounded symmetric domain. Then GL(S) ⊂
GL(K ) = GL(D) = GL(D(a)) for every a �= 0 and S := S(a) , K := K(a).
In particular, K is the connected identity component of the compact group
GL(K ). In case a ∈ E is invertible, S is the connected identity component
of GL(S).

Proof. By definition, K is the connected identity component of the compact
group GL(D). Since the action of GL(D) does not change singular values,
GL(D) ⊂ GL(K ). For ρ := rank(a) every g ∈ GL(K ) leaves invariant
the cone E[ρ] ⊂ E and hence is in the structure group of E, compare [28,
Proposition 5.3] for details. But, GL(D) is a maximal compact subgroup of
the structure group, i.e. GL(K ) = GL(D). ��

Next we consider the rational convex hull

rch(K ) := {z ∈ E : | f(z)| ≤ sup | f(K )| ∀ f ∈ R} ,
where R denotes the space of all rational functions f on E that are holo-
morphic in a suitable neighbourhood (depending on f ) of K and where
| f(z)| ≤ t for some real t > 0 in particular includes that f is holomor-
phic in z. Clearly, rch(K ) ⊂ pch(K ) always holds. As an application of
our main results in the next section we will see that, if E is classical, the
equality rch(K ) = pch(K ) holds if and only if a ∈ E is not invertible (see
Corollary 12.2).

12. Global extension of CR-functions on orbits

In this section we discuss for every factor E (i.e. an irreducible PJT) the
following problem: Given a ∈ E and a continuous CR-function f on the
orbit K = K(a) (resp. S = S(a)), to which subsets H ⊂ E containing K
(resp. S) in its closure can f be uniquely ‘holomorphically’ extended in
a reasonable sense. We have seen in Sect. 8 that K and S are contained in
the closed complex-analytic subsets

Z := KC(a) ⊂ E and X := SC(a) ⊂ E
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respectively, where Z = E[ρ] if a is not invertible and ρ := rank(a) and
the orbit SC(a) is closed in E if a is invertible. Hence any subset H ⊂ E
as above must be contained in the corresponding complex-analytic subsets.
It is also clear that such an H must be contained in the polynomial convex
hull. Hence it is suggested by Theorem 11.7 that the best choice for H
is H = Z(a) in case a is not invertible and Y(a) (resp. X(a)) otherwise.
Our main result generalizing Theorem 2.5 shows that this choice is indeed
possible and is the best. We write Ẑ for the normalization of Z that is
homeomorphic to Z and biholomorphic outside 0 and Ẑ(a) ⊂ Ẑ for the
preimage of Z(a) under the normalization map. In case E is classical,
Ẑ = Z and Ẑ(a) = Z(a) by Proposition 8.3.

12.1 Theorem. If a is not invertible, every continuous CR-function on
K = S has a unique continuous extension to Ẑ(a) that is holomorphic in its
interior with respect to Ẑ. If a is invertible, every continuous CR-function
on K (resp. S) has a unique continuous extension to Y(a) (resp. X(a))
that is holomorphic (resp. CR) in its interior with respect to Z (resp. X).
Furthermore, the sets Z(a), Y(a) and X(a) are maximal in the following
sense. If H is any domain in Ẑ (resp. Z or X) containing the interior of Ẑ(a)
(resp. Y(a) or X(a)) with the above extension property, then necessarily
H ⊂ Ẑ(a) (resp. H ⊂ Y(a) or H ⊂ X(a)).

As an immediate application of Theorems 11.7 and 12.1, we obtain:

12.2 Corollary. Let E be classical. If a ∈ E is not invertible, the rational
convex hull of K = S is Z(a). If a ∈ E is invertible, the rational convex
hulls of S and K are X(a) and Y(a) respectively. In the last case also the
polynomial convex hull of S is X(a).

We shall obtain Theorem 12.1 as a consequence of the following two
statements.

12.3 Proposition. Suppose that E is a factor and a ∈ E is not invertible.
Then every continuous CR-function f on K = K(a) has a unique continuous
extension to Z(a) that is holomorphic on D(a)\{0}.
12.4 Proposition. Suppose that E is a factor and a ∈ E is invertible. Then
every continuous CR-function f on S = S(a) (resp. on K = K(a)) has
a unique continuous extension to X(a) (resp. to Y(a) = T(X(a))) that is
holomorphic on B(a) (resp. CR on T(B(a))).

If E is classical, the complex space D(a) is normal by Proposition 8.3.
Hence, in this case, the conclusion of Proposition 12.3 can be slightly
strengthened:

12.5 Corollary. If E is classical, the extension to Z(a) given by Proposi-
tion 12.3 is in fact holomorphic on D(a).
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For the proof of 12.3 and 12.4 we need some general extension results.
Let X be a complex manifold and M ⊂ X be a smooth real submanifold.
Suppose there is given a smooth submersion ϕ : M → R such that Mx :=
ϕ−1(ϕ(x)) is a generic submanifold of X for every x ∈ M (i.e. Tx Mx +
iTx Mx = Tx X). Assume furthermore that there is fixed a hermitian metric
on X and denote by Nx ⊂ Tx X for every x ∈ M the (real) orthogonal
complement to Tx Mx in Tx X. Then the Levi cone Cx of Mx at x can be
considered in a natural way as a convex cone in the normal space Nx . For
every cone B ⊂ Nx we write B � Cx if the intersection of the closure B
with the unit sphere in Nx is contained in the interior of the cone Cx .
Furthermore, for every ε > 0 denote by Bε the intersection of B with the
ball with center 0 ∈ Nx and radius ε.

The following local extension result is a deformation version of Theo-
rem 1.1 in [10] whose proof can be obtained by a direct adaptation of the
proof given there (a simpler proof can be obtained with a method of [7])
and of the proof of the approximation theorem in [6].

12.6 Lemma. Let X = Cn with hermitian metric given by the standard
scalar product and let M ⊂ X be a smooth submanifold. Let ϕ : M → R be
a smooth submersion such that the submanifold Mx := ϕ−1(ϕ(x)) is generic
in X for every x ∈ M. Suppose furthermore that B � Cy is an open cone
in Ny for some y ∈ M, where Ny ⊂ Ty X is the normal space and Cy ⊂ Ny
is the Levi cone of My at y. Then there exists an open neighbourhood U of
y in M and an ε > 0 such that for every x ∈ U

(i) Wx := (U ∩ Mx)+ Bε is open in X and
(ii) every continuous CR-function on Mx extends to a function in C(Mx ∪

Wx) ∩O(Wx).

We use Lemma 12.6 in the proof of the following global extension result
that will play an important role for the proof of Propositions 12.3 and 12.4.

12.7 Proposition. Let X be a complex manifold, M ⊂ X a smooth con-
nected submanifold and ϕ : M → R a smooth function such that Mx :=
ϕ−1(ϕ(x)) is a connected compact generic submanifold of X for every
x ∈ M. Assume that there exists on M a smooth vector field ξ with
dϕ(ξ) > 0 such that πx(ξx) is in the interior of the Levi cone Cx of Mx
for every x ∈ M, where πx is the canonical projection Tx X → Tx X/Tx Mx.
Then for every a ∈ M and W := {x ∈ M : ϕ(x) > ϕ(a)} there exists an
open neighbourhood U of W in X such that every continuous CR-function
on Ma extends to a function in C(U ∪ Ma) ∩O(U).

Proof. Fix a point a ∈ M and denote by I the set of all real numbers t
with the following property: There exists an open neighbourhood Vt ⊂ X
of {x ∈ M : ϕ(a) < ϕ(x) < t} such that every continuous CR-function on
Ma has a continuous extension to Vt ∪ Ma that is holomorphic on Vt . It is
enough to show τ = +∞ for τ := sup(I ) ≥ ϕ(a).
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Assume to the contrary τ < +∞. Then there exists an element y ∈
ϕ−1(τ), and dϕ(ξy) > 0 implies the existence of an open cone B � Cy ⊂
Ty X/Ty My with πy(ξy) ∈ B, where πy is the canonical projection mod
Ty My. Since My is compact we derive from Lemma 12.6 the existence of a
ϕ-saturated (i.e. containing with each point x the set ϕ−1(ϕ(x))) neighbour-
hood Q ⊂ M of My such that the following is true: For every x ∈ Q there is
an open neighbourhood Px ⊂ X of {q ∈ Q : ϕ(q) > ϕ(x)} such that every
continuous CR-function on Mx has a continuous extension to Px∪Mx which
is holomorphic on Px . Since τ is an inner point of ϕ(Q) we conclude that
τ = ϕ(a) cannot be true. But also τ > ϕ(a) leads to a contradiction. Indeed,
fix an x ∈ Q with ϕ(a) < ϕ(x) < τ . Then every continuous CR-function
on Ma extends to Vτ and hence in particular to a continuous CR-function on
Mx . Putting together the two extensions to Vτ and Px leads to an extension
to the union (after making both open sets smaller if necessary). This gives
a number t ∈ I with t > τ contrary to the definition of τ . ��

We will also need the following elementary removability result that can
be easily proved by a Hartogs type argument:

12.8 Lemma. Let Y be a complex manifold and let A ⊂ Y be a closed
real-analytic submanifold of real codimension ≥ 2. Then every bounded
holomorphic function on Y\A has a holomorphic extension to Y .

Proof of Proposition 12.3. Fix a continuous CR-function f on K = K(a).
Without loss of generality we may assume a �= 0, i.e. ρ := rank(a) > 0. For
every k ≤ ρ denote by Dk ⊂ D(a) the open subset of all elements x ∈ D(a)
of rank ρ that have at least k pairwise different singular values �= 0. Then
Dρ ⊂ Dρ−1 ⊂ · · · ⊂ D1 = D(a) ∩ E[ρ] and Dρ is the set of all reduced
elements of rank ρ in D(a). Furthermore, for every k ≤ ρ the complement
Ak := Dk−1\Dk is a (not necessarily connected) real-analytic submanifold
of Dk−1. All K-orbits in Dρ have the same dimension and all other K-orbits
in D(a) have lower dimensions. In particular, Ak has codimension ≥ 2
in Dk−1 for all k ≤ ρ. We first prove that f extends holomorphically to
D(a)\{0}.
Case 1: a is reduced, that is,

a =
ρ∑

j=1

λ je j

for real coefficients λ1 > . . . > λρ > 0 and suitable orthogonal minimal
tripotents e1, . . . , eρ in E. Denote by S the set of all elements

x =
ρ∑

j=1

x je j ∈ D(a)
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with x1 > · · · > xρ > 0. Then clearly Dρ = K(S) holds. For every x ∈ S
define γ : R→ E by

γ(t) :=
ρ∑

j=1

λ1−t
j xt

je j .(12.9)

Then γ(0) = a, γ(1) = x and there is an open interval I ⊂ R with 0, 1 ∈ I
and γ(t) ∈ Dρ for every t ∈ I . In particular, the orbits K(γ(t)) all have the
same dimension for t ∈ I and there is a unique K-invariant map ϕ : M → I
with ϕ ◦ γ |I = idI for M := K(ϕ(I )). Also, there is a unique K-invariant
smooth vector field ξ on the smooth submanifold M ⊂ E[ρ]with ξγ(t) = γ ′(t)
for all t ∈ I . For X := E[ρ] it follows from Propositions 9.12 and 9.17 that
the assumptions of Proposition 12.7 are satisfied. We conclude that there
is an open subset W in X with ϕ−1(t) ⊂ W for all 0 < t ≤ 1 such that
f ∈ C(W ∪ K ) ∩ O(W ), where we use the same letter for the extension
of f . Since x ∈ S was arbitrary we get a holomorphic extension of f to
Dρ, also denoted by f , that is continuous up to K in the nontangential
sense, i.e. in any wedge W = (U ∩ K ) + Bε, where U is a sufficiently
small neighbourhood of a point b ∈ K , B � Cb (where Cb is the Levi cone
of K at b) and ε > 0 also sufficiently small. Since for every c ∈ C\ f(K )
the CR-function ( f − c)−1 on K also has a holomorphic extension to Dρ

we have f(Dρ) ⊂ f(K ). In particular, f is bounded on Dρ. Now suppose
that for k ≤ ρ the function f has a holomorphic extension to Dk. Then
for Y := Dk and A := Dk\Dk−1 Lemma 12.8 can be applied and f has
a further holomorphic extension to Dk−1. Using induction down from k = ρ
we conclude that f extends holomorphically to D1 = D(a) ∩ E[ρ]. Since
D(a)\{0} is normal by Proposition 8.3 and since D1 has a complex-analytic
complement in D(a)\{0} we get that f has a holomorphic extension to
D(a)\{0}.
Case 2: a is not reduced. As a consequence of Proposition 9.12 we can
choose a cone B � Ca and a sequence (an) of reduced points in
(a + B) ∩D(a) with lim an = a and D(an) ⊂ D(an+1) for all n. Then it
follows from Lemma 12.6 that there exists n0 ∈ N and a K-invariant open
subset V of D(a) with an ∈ V for all n ≥ n0 such that f has a holomorphic
extension to V . But then by case 1 the function f extends holomorphically to
V∪(

D(an)\{0}
)

for all n ≥ n0 and hence toD(a)\{0} =⋃
n≥n0

D(an)\{0}.
In any case, the normalization of D(a) is homeomorphic to D(a) and as
a consequence we get a holomorphic extension f ∈ O

(
D(a)\{0}) that is

continuous up to K in the nontangential sense. For every 0 < t < 1 the
function ft defined by ft(z) = f(tz) is holomorphic on a neighbourhood of
Z(a)\{0} in E[ρ]. Since f = limt↗∞ ft is a uniform limit on K it is also
uniform on D(a), that is, f extends from D(a)∪K to a continuous function
on Z(a) = D(a). ��

For the proof of Proposition 12.4 we have to extend the known tool of
analytic discs to analytic annuli in Cn . We use these here in the following
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sense: An analytic annulus in Cn is a complex submanifold R ⊂ Cn such
that there is an annulus A := {ζ ∈ C : s < |ζ | < t} for 0 < s < t suitable
and a biholomorphic mapping A → R that extends to a homeomorphism
A→ R of the closures. A special difficulty with analytic annuli (in contrast
to the case of analytic discs) is that different annuli may not be biholomor-
phically equivalent. Nevertheless, one still has the following elementary
property.

12.10 Lemma. Let (Rn) be a sequence of analytic annuli in E converging
to an analytic annulus R ⊂ E in the following sense: There is a sequence
(ϕn) of homeomorphisms ϕn : R → Rn converging uniformly to the iden-
tity transformation on R. Suppose that ( fn) is a sequence of functions
fn ∈ C(Rn)∩O(Rn) such that the sequence ( fn ◦ ϕn) converges uniformly
on the boundary ∂R := R\R. Then ( fn ◦ ϕn) converges uniformly on R to
a function f ∈ C(R) ∩O(R).

It is easy to see that the proof of 12.10 can be reduced to the special case
where R = {ζ ∈ C : 1 < |ζ | < t}, Rn = {ζ ∈ C : 1 < |ζ | < tn}
and ϕn is given by ϕn(z) = (z/|z|)θn(|z|), where θn is the unique affine
transformation of R satisfying θn(1) = 1 and θn(t) = tn . Then convergence
of annuli means t = limn tn, and the claim is obtained by writing every fn
as a sum f +n + f −n , where f +n is holomorphic on the disc {|ζ | < tn}, f −n is
holomorphic on the disc {|ζ | > 1} ∪ {∞} and both functions f +n and f −n
extend continuously to the corresponding boundary circles.

Proof of Proposition 12.4. Without loss of generality, assume B(a) �= ∅
which happens precisely when the orbit S is not totally real (i.e. HaS �= 0).
For the extension to B(a), the main steps of the proof are similar to those of
12.3. Fix a continuous CR-function f on S and put r := rank(a) = rank(E)
as well as X := SC(a). For every k ≤ r denote by Bk ⊂ B(a) the open
subset of all elements x ∈ B(a) that have at least k pairwise different
singular values. Again, in a first case suppose that a is reduced and define
S with Br = S(S) as in the proof of 12.3. Also, for every x ∈ S define
γ : R→ E by formula (12.9). Then γ(t) ∈ S for 0 ≤ t < 1 and as in the
proof of 12.3 we conclude that f has a holomorphic extension to B(a) that
is continuous up to S in the nontangential sense (see the proof of 12.3). The
same extension property follows in case a is not reduced (by using a suitable
sequence (an) of reduced points in B(a) converging to a, compare the proof
of 12.3).

The proof that the extension of f to B(a) ∪ S can be further extended
continuously to the closure B(a) = X(a) requires some more care. Here
the final step of the proof of 12.3 cannot be carried out since the existence
of a suitable family ( ft) of holomorphic functions on B(a) converging
uniformly to f is not clear. The proof given here uses the fine stratification
structure of the set X(a) and a construction of analytic annuli connecting
different strata.
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Put N := {1, 2, . . . , r−1}. Then X(a) is the disjoint union of the ‘strata’

XI := XI (a) := {
z ∈X(a) : µk(z) = µk(a) ⇐⇒ k ∈ I

}
,

where I runs over all subsets I ⊂ N with XI �= ∅. For every integer
j ≥ 1 denote by K j the union of all XI with I of cardinality ≥ j. Clearly
Kr−1 = S and K1 = ∂D(a). Denote by m the smallest integer m ≥ 1 such
that the holomorphic extension f ∈ O(B(a)) is continuous up to Km in
the following nontangential sense: For every b ∈ Km the limit limn f(zn)
exists for every sequence (zn) in B(a) converging to b and satisfying for
some ε > 0 and all n the inequality dist(zn, ∂B(a)) ≥ ε dist(zn,Km),
where ‘dist’ stands for the distance from a point to a subset with respect
to a fixed norm on the vector space E. Since we have nontangential con-
tinuous extension of f to S = Kr−1 by the first part of the proof we have
m ≤ r − 1.

We wish to show that m = 1. Assume on the contrary that m > 1 holds
and fix a point b ∈Km−1 ⊂ ∂B(a) in the following. Fix q ∈ N in such a way
that σq(a) > σq+1(a) in case b ∈Km (that is possible since B(a) �= ∅) and
that q /∈ I in case b /∈ Km , where I ⊂ N is determined by b ∈ XI . For every
z ∈ B(a) we construct an analytic annulus R(z) ⊂ B(a) with z ∈ R(z)
in the following way: Write z as linear combination z = ∑

j σ j(z)e j for
some frame e = (e1, . . . , er), compare Sect. 5, and define R(z) to be the
set of all complex linear combinations

∑
j z je j in B(a) with coefficients

satisfying z j = σ j(z) for all j �= q, q + 1. Clearly, R(z) depends on the
choice of the frame e for z. Consider a sequence (zn) in B(a) converging
to b and satisfying dist(zn, ∂B(a)) ≥ ε dist(zn,Km−1) for some ε > 0
and all n. For every n there is a decomposition zn = ∑

j σ j(zn)en
j for

some frame en = (en
1, . . . , en

r ) in E. Define with respect to this frame the
analytic annulus R(zn) ⊂ B(a) as above. The space of all frames in E
is compact, therefore the sequence (en) has a frame e as point of accu-
mulation. Let us assume for a while that e actually is a limit. Then the
sequence (R(zn)) converges to an analytic annulus R in the sense of 12.10.
For this annulus b ∈ R as well as ∂R ⊂ Km holds by the choice of the
index q. By choosing smaller annuli Rn � R(zn) with zn ∈ Rn we can
achieve that the sequence (Rn) also converges to the annulus R and that
in addition the boundaries ∂Rn converge to ∂R in the nontangential sense
with respect to Km . But then Lemma 12.10 guarantees the existence of
limn f(zn), which so far may depend on the limit annulus R and hence
on the frame e. Suppose that (z̃n) is another sequence converging to b
as above such that the corresponding sequence of frames ẽn converges to
a frame ẽ and hence gives a limit to the sequence ( f(z̃n)). We claim that the
two limits coincide. Indeed, choose a sequence (wn) in B(a) converging
nontangentially to b with respect to Km−1, where every wn has the form
wn =∑

j wn, j e j for suitable coefficients wn, j satisfying σ j(b) = limn wn, j

and wn, j = wn,k if σ j(b) = σk(b). Then lim f(zn) = lim f(wn) is clear
since both limit frames agree. Now b = ∑

j σ j(b)e j = ∑
j σ j(b)ẽ j im-
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plies that every wn also has the representation wn = ∑
j wn, j ẽ j , which

implies lim f(z̃n) = lim f(wn). As a consequence, f(b) := lim f(zn) does
not depend on the sequence (zn). Since b ∈ Km−1 was arbitrarily cho-
sen, f has a continuous extension to Km−1 in the nontangential sense and
therefore m is not minimal with respect to the property used for its defin-
ition, that is, m = 1, or equivalently, for every b ∈ ∂B(a) and every se-
quence (zn) in B(a) converging to b the sequence ( f(zn)) converges. Since
every convergent sequence in ∂B(a) can be approximated by a sequence
in B(a) we derive that f has a continuous extension to B(a) = X(a),
completing the proof for the extension to X(a) of CR-functions on the
orbit S.

Since the orbit K = K(a) = T(S) is foliated by S-orbits, every contin-
uous CR-function on K extends to a function on Y(a) that is continuous
on each subset t(X(a)) ⊂ Y(a) with t ∈ T and holomorphic on its interior.
Since the norm of the extension equals the norm of the function itself and
T acts transitively on the set of all S-orbits in Y(a), the extension is contin-
uous on Y(a). Moreover, since the holomorphic tangent spaces of T(B(a))
coincide with those of t(B(a)), t ∈ T, the extension is also CR on T(B(a)).
The proof of 12.4 is complete. ��
Proof of Theorem 12.1. The theorem is a consequence of Propositions 12.3
and 12.4. The fact that the sets X(a), Y(a) and Z(a) are maximal follows
from the existence of Stein neighbourhood bases provided by Lemma 10.9.

��
We now give a more precise meaning to the property that Z(a) is the

maximal possible set of extension of CR-functions on K by identifying it
with the spectrum of the algebra of these CR-functions. Recall that the
spectrum Spec

(
CCR(K )

)
of the sup-normed Banach algebra CCR(K ) of all

continuous CR-functions on K is the space of all nonzero continuous multi-
plicative linear functionals on CCR(K ) endowed with the w∗-topology (also
called the weak* topology) from the dual Banach space of CCR(K ). By
Proposition 12.3, if a is not invertible, every f ∈ CCR(K ) has a holomor-
phic extension to the normalization of Z(a) and hence the point evaluation
f �→ f(z) is well-defined for z ∈ Z(a) and yields an element in
Spec

(
CCR(K )

)
. Conversely, we obtain as an application of Propositions 10.5

and 12.3 that every element in Spec
(
CCR(K )

)
is the evaluation at some point

in Z(a):

12.11 Proposition. Suppose that a ∈ E is not invertible. Then every ele-
ment in Spec

(
CCR(K )

)
is a point evaluation at some z ∈ Z(a). As a conse-

quence, the point evaluation defines a homeomorphism between Z(a) and
Spec

(
CCR(K )

)
.

Proof. Let ϕ ∈ Spec
(
CCR(K )

)
be a nonzero continuous multiplicative

linear functional. For every s > 1 the domain sD(a) in E[ρ] contains
K = K(a) and is a complex Stein space by Proposition 10.5. Hence also



W. Kaup, D. Zaitsev

the normalization Ns(a) of sD(a) is Stein, where the normalization map
Ns(a)→ sD(a) is a homeomorphism and is biholomorphic outside 0 (see
Proposition 8.3). It is well known that the restriction of ϕ to the subalgebra
O(Ns(a)) ⊂ CCR(K ) is a point evaluation for some z ∈ sD(a), compare e.g.
[25, Proposition 57.1]. Since s > 1 is arbitrary, z ∈⋂

s>1 sD(a) = Z(a) and
ϕ( f ) = f(z) holds for every holomorphic function f in a neighbourhood
of Z(a). If now f ∈ CCR(K ), it extends continuously to a holomorphic
function on the normalization of D(a) by Proposition 12.3. Hence f is
uniformly approximated in CCR(K ) by the functions f(tz), t < 1, that
are holomorphic in a neighbourhood of the normalization of Z(a) (in the
normalization of the cone E[ρ]). Since ϕ is continuous, it coincides with the
point evaluation at z for all f . ��

13. The CR-equivalence problem for orbits

In this section we answer the question: When are two given K- or S-orbits
CR-equivalent and what are the CR-homeomorphisms between them? In
particular, it will turn out that all CR-homeomorphisms here are real-
analytic (see [5] for other notions of equivalence and their comparison).
Let E be a classical factor in the following, that is, one of the types I – IV.
Always D = {z ∈ E : σ1(z) < 1} is the associated bounded symmetric do-
main and GL(D) = Aut(E) is a compact group having K as connected
identity component by definition. Actually, compare for instance [28],
Aut(E) = K holds except in the following cases, where Aut(E) has two
connected components: Ip,p with p ≥ 2 and transposition of matrices gen-
erating the other component; IVn with n ≥ 4 even and Aut(E) = T·O(n);
II4 = IV6. The structure group Str(E) ⊂ GL(E) is a reductive complex
Lie group having Aut(E) as real form and maximal compact subgroup.
Also Aut(E) and Str(E) have the same number of connected components.
From [28, Proposition 5.3] we need the following characterization of the
structure group: Str(E) = GL(E[ρ]) for all 1 ≤ ρ ≤ rank(E), where E[ρ] is
the set of all rank ρ elements in E.

For every factor E with bounded symmetric domain we may restrict the
equivalence problem to orbits in the boundary ∂D of D since every other
orbit is obtained from those by multiplying with a suitable constant c ∈ C.
Recall that an orbit with respect to K or S is called invertible if some and
hence every element in it is invertible.

13.1 Proposition. Let E be a classical factor and K ⊂ ∂D a noninvert-
ible K-orbit. Then K = K̃ holds for every K-orbit K̃ ⊂ ∂D which is
CR-homeomorphic to K.

Proof. Suppose ϕ : K → K̃ is a CR-homeomorphism. Fix an element
a ∈ K and put ã := ϕ(a). Then also K̃ is minimal as CR-manifold and hence
ã cannot be invertible. By Corollary 12.5, ϕ extends to a homeomorphism
ϕ : Z(a) → Z(ã) that induces a biholomorphic mapping D(a) → D(ã).
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Denote by G := Aut(D(a)) the group of all biholomorphic automorphisms
of D(a). The assumption G(0) �= {0} together with Proposition 10.6 implies
that K and K̃ both are the Shilov boundary of D . We therefore may assume
for the rest of the proof that 0 ∈ D(a) is the unique fixed point of the
group G. Since the same then holds for the point ã we derive ϕ(0) = 0. The
linear span of the tangent cone T0D(a) is invariant under the irreducible
subgroup K ⊂ GL(E) and thus coincides with E. Thus ϕ has a further locally
biholomorphic extension to an open neighbourhood of 0 in E – denote by
λ ∈ GL(E) the derivative at the origin of this extension. A variation of
Cartan’s Uniqueness Theorem shows that ϕ(tz) = tϕ(z) holds for all z ∈
D(a) and all unimodular t ∈ C. This implies ϕ(z) = λ(z) for all z ∈ D(a)

and hence K̃ = λ(K ). But then λ maps the cone E[ρ] = KC(a), ρ = rank(a),
to the cone E[k], k = rank(ã). A dimension argument gives k = ρ and hence
λ ∈ Str(E) by the above characterization of the structure group. Without
loss of generality we therefore may assume λ ∈ Str(E)0, otherwise replace
ϕ by g ◦ ϕ for some g ∈ Aut(E)\K. Now AutCR(K ) = Aut(E) (apply the
above arguments to the special case K̃ = K ) and hence λ is in the normalizer
of Aut(E) in Str(E), which is Aut(E) itself. This implies K̃ = K as required.

��
The proof of 13.1 also gives

13.2 Proposition. Let E be a classical factor and K ⊂ ∂D a noninvertible
K-orbit. Then AutCR(K ) = Aut(D) in case K is the Shilov boundary of D
and AutCR(K ) = GL(D) in all other cases. In any case, AutCR(K ) =
Aut(D(a)) holds for every a ∈ ∂D .

Notice that in Proposition 13.2 the equality AutCR(K ) = Aut(D(a))
even holds topologically if Aut(D(a)) is endowed with the topology of uni-
form convergence on D(a). But it happens that on Aut(D(a)) the topology
of global uniform convergence and the compact open topology coincide.
For the case of the Shilov boundary (i.e. D(a) coincides with the bounded
symmetric domain D) this is well known and for all other cases this is evi-
dent from the compactness of the groups. That the group of all real-analytic
CR-automorphisms of K (in a suitable jet topology) has the structure of a Lie
group follows also from a result in [43], compare the proof of Corollary 1.3
therein.

It remains to study orbits of invertible elements a, ã ∈ E. Notice
that in this case K(a) �= S(a) holds and that AutCR(K(a)) never can be
a Lie group, since it has infinite dimension. On the other hand, every
CR-homeomorphism K(a) → K(ã) gives by restriction a CR-homeomor-
phism S(a)→ S(ã). We therefore deal in the following with S-orbits rather
than K-orbits.

In case the classical factor E contains invertible elements, that is, if E
is one of the types Ip,p, II2q, IIIp, IVn , let us fix an invertible tripotent
e ∈ E. For r := rank(E) the open cone E[r] ⊂ E is the set of all invertible
elements. Recall that E is a complex Jordan algebra with unit e and product
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x ◦ y = {xey} and denote by θ : E[r] → E[r] the algebra inversion. Then
θ ∈ Aut(E[r]) has period 2 and maps S-orbits to S-orbits. Clearly, the
singular values of a ∈ E[r] and θ(a) are related by σ j(θ(a)) = σr+1− j(a)−1.
Denote always by N the generic norm on E (see Sect. 4) with N(e) = 1
and put X := N−1(1). Then X is a connected complex submanifold of E
on which the complex semi-simple group SC acts transitively. It can be seen
that every invertible S-orbit S̃ ⊂ E is of the form S̃ = c ·S for an S-orbit
S ⊂ X and a constant c ∈ C∗, and that S and cr are uniquely determined
by S̃.

Let us define a compact subgroup Σ ⊂ Aut(X) in the following way,
where t on Cp×p denotes transposition of matrices:

Σ :=
{

S ∪ θS ∪ t(S ∪ θS) if E = Ip,p with p ≥ 3
S ∪ θS otherwise .

Notice that Σ consists of linear transformations on X in case r = 2. For
instance Σ = O(n) holds for E = IVn. In general, θ coincides on X with
a polynomial map of degree r − 1 on E.

13.3 Proposition. Let a ∈ E be an invertible element such that the orbit
S = S(a) is not totally real in E. Then AutCR(S) and Aut(B(a)) are compact
Lie groups and have S as their connected identity component, if S and
AutCR(S) are considered as subgroups of Aut(B(a)) in the canonical way.

Proof. Without loss of generality we assume S ⊂ X. Then M := S(e)
is the unique totally real S-orbit in B(a). With respect to the S-invariant
inner product (5.8) M is a Riemannian manifold on which the semisim-
ple group S acts transitively by real-analytic isometries. Actually, M is
symmetric. Indeed, the symmetry s of M about e ∈ M is the restric-
tion of the conjugate-linear involution x �→ x∗ := {exe} to M since
Te M = {x ∈ Te X : x∗ = −x}. Now denote by Γ the connected iden-
tity component of the Lie group Aut(B(a)), compare [26]. The orbit Γ(e) is
a closed real-analytic submanifold of B(a) whose tangent space at e is of
the form Te M⊕ iQ for some linear subspace Q ⊂ Te M. Assume Q = Te M,
that is, Γ acts transitively on the hyperbolic complex manifold B(a). Then
B(a) is biholomorphically equivalent to a homogeneous bounded domain
by [37] and hence every compact subgroup of Aut(B(a)) must have a joint
fixed point, a contradiction as the compact subgroup S ⊂ Aut(B(a)) shows.
Therefore Q is a proper linear subspace of Te M. On the other hand, the
isotropy subgroup Se = {g ∈ S : g(e) = e} acts irreducibly on Te M and
leaves Q invariant, i.e. Q = 0 and hence Γ(S) = S. Therefore Γ is compact
and leaves the Riemannian metric of S invariant. But then Theorem V.4.1
of [21] applied to the Riemannian symmetric pair (S, Se) implies Γ ⊂ S
and hence Γ = S. For every g ∈ Aut(B(a)) the orbit S(ge) = g(M) is
totally real, that is, g(M) = M. Therefore Aut(B(a)) is compact and the
claim follows from Aut(B(a))0 = S ⊂ AutCR(S) ⊂ Aut(B(a)). ��
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13.4 Proposition. Let E be a classical factor of tube type and let S, S̃
be arbitrary S-orbits in X. Then S, S̃ are CR-homeomorphic if and only if
S̃ = S or S̃ = θ(S).

Proof. Assume that ϕ : S→ S̃ is a CR-homeomorphism. Since M := S(e)
is the unique totally real S-orbit in X, we may therefore assume in the
following that S and hence also S̃ are different from M. Fix a ∈ S and
put ã := ϕ(a). By Theorem 12.1 the map ϕ extends to a biholomorphic
mapping ϕ : B(a)→ B(ã) that is continuous up to the boundary. Denote
by τ : Aut(B(a))0 → Aut(B(ã))0 the group isomorphism g �→ ϕgϕ−1. By
Proposition 13.3, τ can be considered as a group automorphism of S. Since
the automorphisms of all groups SU(p), SO(n) are well known, compare
[38, p. 48], one checks that there is an element h in the above defined
group Σ with τ(g) = h−1gh for all g ∈ S. But then the CR-homeomorphism
ψ := h ◦ ϕ : S→ h(S̃) is S-equivariant and hence the restriction of c· idE
to S for some c ∈ C∗ by Proposition 7.13 if r ≥ 3. The same can be seen
directly in case r = 2: For this assume E = IVn = Cn for some n ≥ 3. Then
ψ : B(a) → B(h(ã)) is biholomorphic and maps S-orbits to S-orbits. In
particular, ψ induces an S-equivariant diffeomorphism from M to itself. But
M is the sphere SO(n)/SO(n − 1) and hence ψ|M is either the identity or
the antipodal mapping. The latter is induced by some matrix g ∈ O(n) with
negative determinant. Therefore ψ coincides with a linear transformation
λ ∈ GL(E) on M. This also holds on B(a) since M is generic in X. Schur’s
Lemma now gives also in case r = 2 that ψ is the restriction of c· idE to S
for some c. In any case we have h(S̃) = c·S and hence c·S = S. The claim
now follows from the fact that t(S̃) = S̃ holds in case E = Ip,p. ��

Since for every a ∈ E the orbit S(a) is the largest minimal
CR-submanifold of K(a) containing a, 13.1 together with 13.4 can be re-
stated as:

13.5 Corollary. Let E be a classical factor of rank r and a, b ∈ E arbitrary
elements. Then the orbits K(a), K(b) are CR-homeomorphic if and only if
there is a real constant t > 0 with

(i) σ j(a) = t σ j(b) for j = 1, . . . , r or σ j(a) σr+1− j(b) = t for j =
1, . . . , r if E is of tube type,

(ii) σ j(a) = t σ j(b) for j = 1, . . . , r otherwise.

The same holds for S in place of K.

The proof of 13.4 gives the following improvement of 13.3:

13.6 Corollary. AutCR(S) = {g ∈ Σ : g(S) = S} for every S-orbit S ⊂ X
which is not totally real. In particular, AutCR(S) has index 1 or 2 in Σ,
depending on θ(S) = S being true or false.

It is well known that the dual P of the bounded symmetric domain
D ⊂ E, see f.i. [21], is a compact homogeneous complex manifold con-
taining E as Zariski-open subset in such a way that Aut(D) ⊂ Aut(P) and
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Str(E) ⊂ Aut(P). In case E is of tube type also the inversion θ extends to
a biholomorphic automorphism of P. Now the proofs of Propositions 13.1
and 13.4 show the following statement.

13.7 Proposition. Let E be a classical factor and let S, S̃ be S-orbits in E
with S not totally real. Then every CR-homeomorphism S → S̃ extends to
a biholomorphic automorphism of the compact dual P of D .

Our results so far solve the CR-equivalence problem for S-orbits in
a single classical factor (the case of K-orbits can be easily reduced to that).
For orbits in different factors we have

13.8 Proposition. Let E, Ẽ be nonisomorphic classical factors and let
S ⊂ E be an S-orbit which is not totally real. Let furthermore S̃ ⊂ Ẽ be an
S̃-orbit, where S̃ is the corresponding group with respect to Ẽ. Then S and
S̃ are not CR-homeomorphic.

Proof. Suppose on the contrary that there exists a CR-homeomorphism
S → S̃. Comparing the CR-automorphism groups of S and S̃, as a conse-
quence of 13.6 we only have to check the case E = II2q and Ẽ = III2q.
But as in 2.2 it can be seen that S is simply-connected while S̃ is not,
a contradiction. ��

We have seen that in every factor of tube type and rank≥ 3 there are CR-
homeomorphic S-orbits that are not linearly isomorphic. In case of rank 2
this cannot happen. As an illustration let us restate some of the previous
results in the special case of the spin factors IVn, which exhaust all tube
type factors of rank 2.

13.9 Example. For n ≥ 3 let S := SO(n) act on Cn in the standard way
and denote by Ms the S-orbit of (1, is, 0, . . . , 0) ∈ Cn for every 0 ≤ s ≤ 1.
Then the CR-manifolds Ms are pairwise nonisomorphic. On the other hand,
every S-orbit in Cn is of the form λ ·Ms for suitable 0 ≤ s ≤ 1 and
λ ∈ C. The orbit M0 is totally real and diffeomorphic to the (n−1)-sphere
SO(n)/SO(n − 1). Every other orbit Ms, 0 < s ≤ 1, is a strictly pseu-
doconvex hypersurface of the affine quadric {z ∈ Cn : ∑

z2
k = 1 − s2}

and is diffeomorphic to the Stiefel manifold SO(n)/SO(n − 2), which is
simply-connected except for n = 3.

The special case n = 3 in 13.9 is particularly interesting, compare [3]
and [24]: In this case every Ms, 0 < s ≤ 1, is diffeomorphic to the real
projective space P3(R), its universal covering M̃s therefore is a CR-manifold
diffeomorphic to the 3-sphere S3, on which the universal covering group
SU(2) of SO(3) acts transitively and freely by CR-diffeomorphisms. The
CR-structure of M̃1 is obtained from the standard embedding S3 ⊂ C2.
In contrast to this, no M̃s for 0 < s < 1 can bound a complex-analytic
space. Also, every SU(2)-invariant Levi-nondegenerate CR-structure on S3

is isomorphic to M̃s for some 0 < s ≤ 1.
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Examples with similar properties can be obtained also for arbitrary
CR-codimension (as generalization of the hypersurface case above). Notice
that non-simply-connected S-orbits in classical factors occur only in type III
(up to the coincidence IV3 = III2). More precisely, let E = IIIp and consider
the orbit S := S(a) for some a ∈ E. Then E has rank p and if k is the max-
imal number of pairwise different singular values σ1(a), σ2(a), . . . , σp(a)

it can be seen as in 2.2 that S has fundamental group Zk−1
2 , where Z2 is the

group of order 2. Therefore, if S is not totally real, i.e. k > 1, the universal
covering map S̃→ S is not trivial and S̃ is a compact Levi-nondegenerate
CR-manifold on which SU(p) acts transitively by CR-diffeomorphisms in
an obvious way. In a forthcoming paper [44] it will be shown that contin-
uous CR-functions separate the points on S̃ if and only if a is proportional
to a tripotent in E. In particular, S̃ cannot be embedded into any complex
Stein space if a has at least two different nonzero singular values.
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