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Lecture 19

Linear maps

Definition 1. Suppose that V and W are two vector spaces. A function @: V — W is said to be a linear
map, or a linear operator, if

e for vi,vy € V, we have @(vi +v2) = @(vi) + @(v2),
e forc e R, veV, wehave o(c-v) =c-@(v).

Lemma 1. Suppose that @ is a linear map. Then ©(0) =0, and @(—v) = —@(v).
Proof. This follows from 0-v =0 and (—1)-v = —v. O

Definition 2. Let @: V — W be a linear operator, and let eq,...,e, and fy,...,f;; be bases of V and W
respectively. Let us compute coordinates of the vectors ¢(e;) with respect to the basis f1,...,fm:

eler) =anfi+anfr+-+ amifm,
@(e2) = aiafr + azpfr + -+ amafm,
(p(en) = a]nﬁ + aanZ + -+ amnfm-

The matrix

ar a2 . A1n

azq az2 . aon
A =

Am1 Am2 ... Qmn

is called the matriz of the linear operator @ with respect to the given bases, and denoted Ay o ¢. For each k,
its k-th column is the column of coordinates of image f(ey).

Similarly to how we proved it for transition matrices, we have the following result.

Lemma 2. Let ©@: V — W be a linear operator, and let ey,...,en and f1,...,fm be bases of V and W

respectively. Suppose that xX1,...,Xn are coordinates of some vector v relative to the basis ey,...,en, and
Y1,y...,Ym are coordinates of @(v) relative to the basis f1,...,fm. Then
Y1 X1
Y2 X2
= A‘Pyevf : )
Ym Xn

or, in other words,
((P(V))f = Acp,e,fve-



Proof. The proof is indeed very analogous to the one for transition matrices: we have
vV=X1€] + -+ Xnen,
so that
o(v) =xi1¢(e1) + -+ xnp(en).

Substituting the expansion of f(ei)’s in terms of fj’s, we get

(p(v) :Xl(allﬁ +azifa + "'+am1fm) +"'+Xn(a1nf1 +ayfy+---+ amnfm) =
=(anx) +apxa+ -+ aaxa)fr -+ (@mixs F amax2 + - F AGmnXn ) fn.

Since we know that coordinates are uniquely defined, we conclude that

aj Xy +aizxz + .-+ AinXn =Yy,

Am1X1 + Qm2X2 + - + QmnXn = Yn,
which is what we want to prove. O

The next statement is also similar to the corresponding one for transition matrices; it also generalises
the statement that in the case of coordinate vector spaces product of matrices corresponds to composition
of linear maps. In some sense, this is a central result about linear maps (which also justifies the definition
of matrix products).

Theorem 1. Let U, V, and W be vector spaces, and let P: U — V and @: V — W be linear operators.
Suppose that e1,...,en, f1,...,fm, and g1,...,gx are bases of U, V, and W respectively. Let us consider
the composite map @ op: U — W, @ ob(u) = @(b(u)). Then

1. @ o is a linear map;
2. we have
Acpmb,e,g = A(P»f»gAw\e‘f'

Proof. First, let us note that

(o) (w +uz) = @(b(ur +uz2)) = @(Ph(w) + Y(uz)) = (b(ur)) + e(b(uz)) = (@ oY) (ur) + (@ oY) (uz2),
(@od)(c-u)=e((c-u)) =plch(u)) =cop(u)) =c(p op)(u),
so @ o1 is a linear map.

Let us prove the second statement. We take a vector u € U, and apply the formula of Lemma 2. On the
one hand, we have

((P o lb(u))g = A(potl),e,gue-
On the other hand, we obtain,

(@ow(u))g = (e(b(u)))g =Aprgb(u)e) =Ap rg(Ay.erte) = (Ag £ gAy,e,f)Ue-
Therefore
Apow,e,glle = (Ag,f,gAp,e,f)Ue

for every ue. From our previous classes we know that knowing Av for all vectors v completely determines
the matrix A, so
A‘Pml’»eag = A(p’f’gA'ij,e’f)

as required. O



