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Proof of the formula for exp(tA), (1/4)

Recall that the companion matrix to a monic polynomial
p(z) = Z:’io a;z', am=1is C, with entries

0 fj<mk#j+1,
k=11 ifj<mk=j+1,

— Q-1 If_] =m.

If x satisfies the differential equation

m .
Z aix) =0
i=0

then _
X(j)(t) — Z Cj,kX(k_l)(t).
k=1



Proof of the formula for exp(tA), (2/4)

This holds for any solution, but in particular for the basic
solutions xy, so

chk (k— 1

If we let y;x = x,g_l) then this equation is

vt quyk/

In matrix form Y'(t) = CY/(t).

We saw in Lecture 12 that there is also a matrix D such that
Y'(t) = Y(t)D. The precise form of D was described there, but
here we only care that it exists.



Proof of the formula for exp(tA), (3/4)
If p(A) = O then

m
A=At
k=1

Suppose v is a row vector. We'll choose a particular v later.
Define



Proof of the formula for exp(tA), (4/4)

dt(

So W(t)exp(—tA) = W(0) and W(t) = W(0)exp(tA). Choose
ve=1ifk=1and vy =0if k > 1. u(0) =vY(0)Y(0) L =v

and .
W(0) = u(0)A ! = ZvAkl
k=1

So W(t) = exp(tA). l:(t) =vY(t)R so

m m m

ue(t) = D > v (O =D x(0)rik.

i=1 j=1 j=1

m

m m
exp(tA) Zuk H)AFT = ZZXJ-(t)rJ-,kAk’l.

k=1 k=1 j=1

9 (W (1) exp(=tA)) = (W(£)A) exp(—tA)+ W(1) (= Aexp(—tA)) =

0.



Minimal vs characteristic polynomials

The formula

exp(tA) ZZXJ (t)rj kAFL

k=1 j=1

computes exp(tA) from a monic polynomial p such that

p(A) = O. p could be the characteristic polynomial, but it
doesn’t have to be.

If Ais normal,i.e. if ATA= AAT, then the minimal polynomial
has no repeated roots. Symmetric, antisymmetric and orthogonal
matrices are all normal. If we use the minimal polynomial instead
of the characteristic polynomial then

» we can avoid positive powers of t in our basic solutions, and

P all of our matrices, except A, are m x m rather than n x n,
where m, the number of distinct roots of pj, is possibly
smaller than n, the degree of pa.



An example (1/2)

1 -1 -1 -1 1 1 1 1
11 -1 1 r |-1 1 1 -1
A= 1 1 1 -1 A -1 -1 1 1
1 -1 1 1 -1 1 -1 1

ATA =4/ = AAT so A is normal. Its characteristic polynomial is
pa(z) = (2% — 2z + 4)2. Its minimal polynomial is z2 — 2z + 4.
It's easier to compute that directly, not via the characteristic
polynomial.

-2 -2 -2 -2
A? = g _22 :g _22 =2A—4l.

2 -2 2 =2



An example (2/2)

The complex roots of z2 — 2z +4 are 1 +iv/3 and 1 — iv/3. The
basic solutions are x;(t) = exp(t) cos(v/3t) and

xao(t) = exp(t)sin(+v/3t).

CHAC IR

exp(tA) = exp(t) cos(V/3t)] — \f exp(t)sin(v/3t)/

+ \ég exp(t) sin(v/3t)A.



Various useful facts about matrix exponentials
exp(tA + tN) = exp(t\) exp(tN) = exp(tN) exp(tA) if AN = NA.
| proved this in Lecture 14. If V is invertible then
exp(tA) = Vexp(tV tAV)V 1L,

o0 tk o tk
exp(tVTAV) =) ﬂ(v_lAV)k = ﬂ\/—1A’<\/ =V exp(tA)V.
k=0 k=0
A 0 .0 exp(A1t) 0 L 0
0 X ... 0 0 exp(Aat) ... 0
exp |t . . = . : , .
0 0 ... X 0 0 .. exp(Ant)

If N =0 then exp(tN) = Zj:ol Jt—J,AJ For any real or complex
square matrix A there are complex matrices V', N and A and a
positive integer k such that NA = AN, V is invertible, A is
diagonal and V"YAV = A+ N, Nk = 0. This is essentially the
Jordan Normal Form Theorem. You can arrange that N is strictly

triangular.



Computing matrices using Jordan normal forms

You can compute matrix exponentials by this method. To
compute exp(tA) you find V, A, N and k as on the previous slide.
In principle you learn how to do that in Linear Algebra. Then

exp(tA) = Vexp(tVIAV)V T = Vexp(t/\ + tN)V !

= Vexp(tN)exp(tA)V Z VNk exp(tA) V1
Jj= O
exp(A1t) 0 e 0
k=1
~ 3 By 0 exP(_AZt) . 0 2
= ; : ;
0 0 ... exp(Apt)

This is, in fact, the method of matrix exponentiation that’s
usually taught.



Comparing the methods

Advantages of Jordan form method:
P> It's easy to describe.
» It's easy to prove that it works.

> |t gives a quick proof that exp(tA) is a sum of powers of
constant matrices times powers of t times exp(At), where A
is an eigenvalue of A, i.e. a root of py4.

Advantages of exp(tA) = " rj xx;(£)AKL:
» The computations are easier, particularly if there are repeated

or complex roots, or if Ais normal. If you try the Jordan
form method on an exam you will probably get it wrong.

» It works better numerically. The Jordan form method doesn't
really work at all numerically if you have repeated roots. If
finding the roots numerically suggests two roots are nearly
equal then assume they are equal.



