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Linear constant coefficient scalar differential equations

The general linear homogeneous constant coefficient scalar
differential equation of order m is > ¢;xU)(t) =0, i.e.

XM () 4 o1 xM () 4+ - 4 X (t) 4 cox(t) = 0
with ¢ # 0. Dividing by ¢, gives Y7 ayxU)(t) =0, ie.

XM + oo 1 XTI (8) 4 -+ apx! (1) + aox(t) = 0,

which is equivalent, so we might as well consikder only equations
with leading coefficient 1. Define gy «(t) = 4 exp(At). When is
gx.k a solution of this equation? This is easy to answer for k = 0.

ano(t) = exp(At), & o(t) = Aaro(t), and g¥}(t) = Maxo(t), so

ZJ Oaqu)o( t) = Zj 0 &N ano(t) = p(A)aro(t). This is zero if
and only if Ais a root of p. If p has m distinct roots then we have
m distinct solutions. In fact they’re linearly independent solutions.



The Fundamental Theorem of Algebra

Every monic polynomial p of degree m with complex co-
efficients has a factorisation

/
p(z) = [J(z = )7

j=1
/
2j=1dj=m.
This gives us / solutions, gx,,0, ..., gr 0. fdi=---=d =1,
i.e. if all the roots are simple, then / = m. There are two
problems:

> Some of the roots may be complex, even if the coefficients
of p are real.

» There may be repeated roots.

You won't be faced with both problems at once unless the degree
is at least 4.



Repeated roots (1/2)
For repeated roots we need gy x for k > 0. gy «(t) = ,t(—k!exp(kt)

/

Boi(E) = Ao k(t) + ank—1(2)

) min(j,k) j' o
ay (1) = Z i — I-)!>\Jf'67>\,kfi(f)
i=0
m min(j,k)
Zajq Z I)I _/ X axk /(t)
Jj=0 =0
ZOLJCI G =t N g k—i(t)
i=0 j=i




Repeated roots (2/2)

Cb\k i(t)

ZO‘J" Zk:

i=0

If X is a root of order greater than k, i.e. if p{)(\) =0 for

0 < i<k, then
m .
> aafk (o) =
j=0

In other words, gy « IS a solution to

m .
Z ocjx(f)(t) =0.
j=0

There are d; solutions for each j, gy, « for all 0 < k < dj, and
Zjl-zl d; = m, so we now have m solutions. They could still be
complex though.



Examples

What are some solutions to x”/(t) — x'(t) = 07 The associated
polynomial is p(z) = z% — z. It factors as (z + 1)z(z — 1) with
simple roots A; = —1, A = 0 and A3 = 1. We therefore have
solutions exp(—1t), exp(0t) and exp(1t). Normally we'd write
these as exp(—t), 1 and exp(t).

What are some solutions to x""'(t) — 2x"(t) + x(t) = 07 The
associated polynomial is p(z) = z* — 222 + 1. It factors as

(z 4+ 1)?(z — 1)? with repeated roots A; = —1 with d; = 2 and
Ao = 1 with d» = 2. We therefore have solutions exp(—t),
texp(—t), exp(t) and texp(t).

What are some solutions to x'(t) + 2x"(t) + x(t) = 07 The
associated polynomial is p(z) = z* 4+ 222 + 1. It factors as

(z +1)?(z — i)? with repeated roots A\; = —i with d; = 2 and
A2 = i with d» = 2. We therefore have solutions exp(—it),
texp(—it), exp(it) and texp(it). exp(Eit) = cos(t) £ isin(t).



Complex roots (1/2)

If
Y gt)xV(r)=0
Jj=0

then -
> G(0)xV(t) =0
j=0

and vice versa. If the coefficients are all real then x is a solution to
> o i(t)xU)(t) = 0 if and only if X is. So if x is a solution then
SO is its real part Xzﬂ and its imaginary part % We assume
throughout this module that our equations have real coefficients.
For example, exp(—it), t exp(—it), exp(it) and texp(it) are
solutions to x"(t) + 2x"(t) + x(t) = 0, so cos(t), sin(t), tcos(t)
and tsin(t) are solutions.



Complex roots (2/2)

More generally, if A = kK + iw is a root of order d of p then

k £k £k
T exp(At) = — exp(kt) cos(wt) + i— exp(kt)sin(wt)

axk(t) = I Kl

is a solution to Y7 ajxV(t)=0forall0 <k <d. So

k k
oo (£) = Z exp(kt) cos(Wt) e x(t) = z exp(kt) sin(wt)
are also solutions.

A=K+ iwis a root of p if and only if A = k — iw is a root of p,
and both roots are of the same order. Changing the sign of w
leaves rk  k and changes the sign of s, , «, SO it doesn't give us
interesting new solutions. We therefore always choose only one

from each pair of complex roots.



Basic solutions

To any linear constant coefficient scalar differential equation

> ¢ixU)(t) = 0 we associate the polynomial

m
p(z) = Z oz
J=0

where o = ¢;/cm. This factors as p(z) = []/_;(z — A;)%. To
each real root A of order d we associate the d solutions g x for
0 < k< d. To each pair k + iw, kK — iw of complex roots of order
d we associate 2d solutions rx ¢ x and Sgu x for 0 < k < d.
These m solutions are all real valued functions. They are linearly
independent, although this isn't obvious. They form a basis for
the real vector space of all real valued solutions. For this reason
I'll call them basic solutions.



Example

What are the basic solutions to the differential equation
xO)(t) + x©)(t) — xC)(t) — x(t) = 07 The associated polynomial
is

2+ 1=(z-1)(z+1)* (- z+1)*(22+2z+1)

The real roots give us the basic solutions exp( ), exp(—t) and
texp(—t). Z2—z+1= (z — % — /§> (z - 5 + /f> This pair
of complex roots, each of order 2, gives us the four basic
solutions exp () cos (?t) exp (5¢) sin <§t>

t exp (%t) cos (ét) and texp (lt) sin (ﬁt)

Z24z4+1= (z—i- i- /‘[) (z—i— + /‘2[) This pair of simple
complex roots gives us the two basic solutions
exp (—%t) cos (?t) and exp (—%t) sin (ét)



Why are the basic solutions linearly independent?

Suppose that xq, X2, ..., X» are the basic solutions. Suppose
that a linear combination of them is zero. In other words,
suppose that >"7_; Bixk(t) = 0 for all t. Define y; x = x(J Y for
1<j<m. Y7L Buyik(t) =0 forall t. In other words

Y(t)B = 0. In particular, Y(0)B = 0. If all roots are real and
simple then xx(t) = exp(Axt) and y; x(0) = X, '. In other words,
Y (0) is a Vandermonde matrix. We know those are invertible, so
Y(0)B = 0 implies 8 = 0. In other words, the only linear
combination which is zero is the one with all coefficients zero. So
X1, X2, ..., Xm are linearly independent.

Showing that Y'(0) is still invertible when there are repeated or
complex roots is more complicated, but it can be done, although |
won't do it. Of course for any given equation you can check
directly that Y(0) is invertible.



