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1 Limits

1.1 Levels of generality

Topology began as an attempt to generalise various
notions from real and complex analysis. Generalisa-
tion has a number of purposes, but one is to avoid giv-
ing very similar proofs over and over again in slightly
different settings. There are, for example, a number
of elementary results in analysis saying that the limit
of a finite sum is the sum of the limits. This can be
proved for functions or sequences, with limits at finite
points or infinity. There are other theorems which
are not usually stated in terms of limits of sums, but
which could be. The integral of a finite sum is the
sum of the integrals, for example. We’d like to think
of the Riemann integral as a limit of Riemann sums
and think of the theorem about integrals of sums as
a special case of a theorem about limits of sums. In
what sense though is the Riemann integral a limit of
Riemann sums?

It’s helpful to work simultaneously at several dif-
ferent levels of generality. For most theorems there is
an optimal level of generality, one where the defini-
tions reflect all the properties needed in the proof, but
none of the extraneous detail associated with special
cases, even if those special cases are what we’re ulti-
mately most interested in. The most efficient way to
prove everything we need is to start at the most gen-
eral level and then progressively specialise, proving at
each stage those results which are true at that level of
generality but not the previous ones. The historical
development is usually the opposite of this, with the
results in special cases coming first and then gradu-
ally being generalised further and further. At each
level of generality some results which held at previ-
ous levels may fail to generalise, either because their
statements no longer make sense or because they’re
no longer true. A presentation along those lines is
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more intuitive, because it starts with familiar prop-
erties of familiar objects, but it necessarily involves
repeatedly reproving the same results at various lev-
els of generality, which defeats the main purpose of
generalisation. A less obvious but equally important
problem is that we need to redefine a number of terms
each time we generalise, and this requires showing
that the new definition when restricted to the old
setting agrees with the old definition. Mostly I will
follow the efficient but ahistorical and somewhat un-
intuitive approach, but for the particular case of the
theorem about limits of sums I will start with a spe-
cial case and gradually generalise it. Hopefully this
will give some idea of why various definitions look the
way they do.

1.2 Limits of real valued functions of
a real variable

The following definition and the two theorems which
follow it should be familiar:

Definition 1.2.1. If f : R→ R is a function, w ∈ R
and z ∈ R then we say that z is the limit of f at w,
written

lim
x→w

f(x) = z,

if for all ε > 0 there is a δ > 0 such that whenever
0 < |x− w| < δ we have |f(x)− z| < ε.

The word “the” requires a justification:

Theorem 1.2.2. There is at most one z such that
limx→w f(x) = z.

Proof. Suppose on the contrary that

lim
x→w

f(x) = z1,

lim
x→w

f(x) = z2

and
z1 6= z2.

Then set
ε = |z1 − z2|/2.

Clearly ε > 0, so by the definition of the limit there
are δ1 > 0 and δ2 > 0 such that whenever

0 < |x− w| < δ1

and
0 < |x− w| < δ2

we have
|f(x)− z1| < ε

and
|f(x)− z2| < ε.

There is an x which satisfies both

0 < |x− w| < δ1

and
0 < |x− w| < δ2.

For example,

x = w + min(δ1, δ2)/2

works. We therefore have

|f(x)− z1| < ε

and
|f(x)− z2| < ε.

An elementary property of the absolute value func-
tion is that if a ∈ R and b ∈ R then

|a+ b| ≤ |a|+ |b|.

Taking a = f(x)− z1 and b = z2 − f(x) we find that

|z2 − z1| ≤ |f(x)− z1|+ |(−1)(f(x)− z1)|.

Further properties of the absolute value function are
that

|αb| = |α||b|

for all α ∈ R and b ∈ R and

| − 1| = 1.

Using these,

|(−1)(f(x)− z1)| = |f(x)− z1|.

So

|z2 − z1| ≤ |f(x)− z1|+ |(f(x)− z1)| < ε+ ε.
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But ε was chosen such that

ε+ ε = |z2 − z1|.

There is no real number which is less than itself, so
we have a contradiction. Our assumption that there
are distinct z1 and z2 such that limx→w f(x) = z1
and limx→w f(x) = z2 must therefore be false.

As promised, the limit of a finite sum is the sum
of the limits.

Theorem 1.2.3. Suppose that f1, . . . , fk are func-
tions from R to R such that

lim
x→w

fj(x) = zj

for j = 1, . . . , k. Then

lim
x→w

k∑
j=1

fj(x) =

k∑
j=1

zj .

Proof. Let ε > 0. Then ε/k > 0. Since

lim
x→w

fj(x) = zj

there is a δj > 0 such that if

0 < |x− w| < δj

then
|fj(x)− zj | <

ε

k
.

Let
δ = min(δ1, . . . , δk).

Then δ > 0. Also, if

0 < |x− w| < δ

then
0 < |x− w| < δj

for 1 ≤ j ≤ k and so

|fj(x)− zj | <
ε

k
.

Starting from

|a+ b| ≤ |a|+ |b|

we can easily show by induction that∣∣∣∣∣∣
k∑
j=1

aj

∣∣∣∣∣∣ ≤
k∑
j=1

|aj | .

So ∣∣∣∣∣∣
k∑
j=1

(fj(x)− zj)

∣∣∣∣∣∣ <
k∑
j=1

ε

k
= ε.

By the associativity and commutativity of addition
this is equivalent to∣∣∣∣∣∣

k∑
j=1

fj(x)−
k∑
j=1

zj

∣∣∣∣∣∣ < ε.

We’ve just constructed a δ > 0 such that if

0 < |x− w| < δ

then ∣∣∣∣∣∣
k∑
j=1

fj(x)−
k∑
j=1

zj

∣∣∣∣∣∣ < ε.

This shows that

lim
x→w

k∑
j=1

fj(x) =

k∑
j=1

zj .

I won’t generally give this level of detail in proofs.
This could be abbreviated considerably, with gaps
left for you to fill in. The reason that I’ve given this
level of detail in this case is to make it clear which
properties of the real numbers and the absolute value
function are being used, and therefore which are not.
That’s what has to guide us in generalising both the
definitions and the theorems.

1.3 Limits of vector valued functions
of a vector variable

The easiest generalisation is to higher dimensions.
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Definition 1.3.1. If f : Rm → Rn is a function, w ∈
Rm and z ∈ Rn then we say that z is the limit of f
at w, written

lim
x→w

f(x) = z,

if for all ε > 0 there is a δ > 0 such that whenever
0 < ‖x−w‖ < δ we have ‖f(x)− z‖ < ε.

Theorem 1.3.2. There is at most one z such that
limx→w f(x) = z.

Proof. Suppose on the contrary that

lim
x→w

f(x) = z1,

lim
x→w

f(x) = z2

and
z1 6= z2.

Then set
ε = ‖z1 − z2‖/2.

Clearly ε > 0, so by the definition of the limit there
are δ1 > 0 and δ2 > 0 such that whenever

0 < ‖x−w‖ < δ1

and
0 < ‖x−w‖ < δ2

we have
‖f(x)− z1‖ < ε

and
‖f(x)− z2‖ < ε.

There is an x which satisfies both

0 < ‖x−w‖ < δ1

and
0 < ‖x−w‖ < δ2.

For example,

x = w +
min(δ1, δ2)

2
u

works, where u = (1, 0, . . . , 0). We therefore have

‖f(x)− z1‖ < ε

and
‖f(x)− z2‖ < ε.

An elementary property of the length function on vec-
tors is that if a ∈ Rn and b ∈ Rn then

‖a + b‖ ≤ ‖a‖+ ‖b‖.

Taking a = f(x)− z1 and b = z2 − f(x) we find that

‖z2 − z1| ≤ ‖f(x)− z1‖+ ‖(−1)(f(x)− z1)‖.

A further property of the length function is that

‖αb‖ = |α|‖b‖

for all α ∈ R and b ∈ Rn. Using this,

‖(−1)(f(x)− z1)‖ = ‖f(x)− z1‖.

So

‖z2 − z1‖ ≤ ‖f(x)− z1‖+ ‖(f(x)− z1)‖ < ε+ ε.

But ε was chosen such that

ε+ ε = ‖z2 − z1‖.

There is no real number which is less than itself, so
we have a contradiction. Our assumption that there
are distinct z1 and z2 such that limx→w f(x) = z1
and limx→w f(x) = z2 must therefore be false.

Theorem 1.3.3. Suppose that f1, . . . , fk are func-
tions from Rm to Rn such that

lim
x→w

fj(x) = zj

for j = 1, . . . , k. Then

lim
x→w

k∑
j=1

fj(x) =

k∑
j=1

zj .

Proof. Let ε > 0. Then ε/k > 0. Since

lim
z→w

fj(z) = zj

there is a δj > 0 such that if

0 < ‖x−w‖ < δj
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then
‖fj(x)− zj‖ <

ε

k
.

Let
δ = min(δ1, . . . , δk).

Then δ > 0. Also, if

0 < ‖x−w‖ < δ

then
0 < ‖x−w‖ < δj

and so
‖fj(x)− zj‖ <

ε

k
.

Starting from

‖a + b‖ ≤ ‖a‖+ ‖b‖

we can easily show by induction that∥∥∥∥∥∥
k∑
j=1

aj

∥∥∥∥∥∥ ≤
k∑
j=1

‖aj‖ .

So ∥∥∥∥∥∥
k∑
j=1

(fj(x)− zj)

∥∥∥∥∥∥ <
k∑
j=1

ε

k
= ε.

By the associativity and commutativity of addition
this is equivalent to∥∥∥∥∥∥

k∑
j=1

fj(x)−
k∑
j=1

zj

∥∥∥∥∥∥ < ε.

We’ve just constructed a δ > 0 such that if

0 < ‖x−w‖ < δ

then ∥∥∥∥∥∥
k∑
j=1

fj(x)−
k∑
j=1

zj

∥∥∥∥∥∥ < ε.

This shows that

lim
x→w

k∑
j=1

fj(x) =

k∑
j=1

zj .

The notation here is that boldface is used for vec-
tors and for vector valued functions. The length of
a vector is denoted with double bars, e.g. ‖a‖. It’s
defined by

‖a‖ =

√√√√ n∑
j=1

a2j

for a ∈ Rn. Not all of our vectors are in Rn though.
For vectors in Rm we need to replace the n by an
m in the definition above. Since we aren’t assum-
ing that m = n we have in fact two different length
functions, although they’re so closely related that the
usual notation doesn’t bother to distinguish between
them.

The definition and proofs above are of course ob-
tained from the definition and proofs in the case of
real valued functions of a real variable by replac-
ing real numbers by vectors and absolute values by
lengths. This isn’t quite a mechanical substitution
though. Some of the real numbers remain real num-
bers and a small number of absolute values remain
absolute values. We also need to distinguish between
vectors in Rm and vectors in Rn. Furthermore, not
every property of the real numbers has a vector ana-
logue. For example, the real numbers have a natural
order relation. Vectors don’t. There are quite a few
inequalities above, so it’s rather fortunate that all of
them involve real quantities and none involve vector
quantities and that the properties which we need to
apply to vectors, like associativity, do apply to them.
There are one or two places where the proofs require
minor modifications to avoid objects which are not
well defined. As an example, in the original proof we
construct an x such that 0 < |x − w| < δ by adding
min(δ1, δ2)/2 to w. In the vector context we can’t add
min(δ1, δ2)/2 to w, since there’s no notion of adding
scalars to vectors, so we multiply the scalar quantity
by a vector of length 1 to get an addition which is well
defined and accomplishes the same thing. The ty-
pographic convention of writing scalars in italics and
vectors in bold helps to highlight instances where me-
chanical substitution yields nonsensical expressions.
I will eventually drop this practice, but not yet.

It’s rather tedious to check that proofs generalise
and it’s very tempting to skip over details, but it’s
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also rather dangerous. It’s particularly easy to miss
problems which arise in trivial cases. Theorem 1.3.2
provides an example. There is something wrong with
it. You might want to take a moment to try to figure
out what the problem is before reading on. In case
you don’t see the problem I’ll explain it after the next
paragraph.

Theorems 1.3.2 and 1.3.3 are generalisations of
Theorems 1.2.2 and 1.2.3, not just analogues of them.
By this I mean two things. First of all, the real re-
sults are special cases of the vector ones, specifically
the special cases where m = n = 1. The length in
this case is the absolute value and so the statements
of both the definition and the theorems in the vec-
tor case imply those in the real case. Secondly, the
vector result covers cases that the real case does not.
That’s rather obvious here since there are integers
greater than 1, but for some later generalisations it
will be less clear whether a seemingly more general
result is genuinely more general.

Did you spot the problem with Theorem 1.3.2?
Nothing is specified about the dimensions m and n,
so the natural assumption is that any meaningful
values are allowed. Rm and Rn make sense for all
non-negative integer values of m and n. There’s no
problem with n = 0, although the theorem isn’t very
interesting in that case. For m = 0 we have a prob-
lem though. The vector u was defined to have a 1
as its first entry and zeroes as all the other entries.
If m = 0 then there is no first entry though. If you
take u to be the zero vector, and there aren’t any
other vectors in R0 to choose, then you won’t have
0 < ‖x − w‖ < δ1 and 0 < ‖x − w‖ < δ2. In fact
there’s no x ∈ R0 satisfying those inequalities. And
it’s not just the proof which has a problem if m = 0.
The statement of the theorem is false as well, as long
as n > 0. To see this, choose any distinct z1 and z2
in Rn. Then

lim
x→w

f(x) = z1

and

lim
x→w

f(x) = z2.

This is a simple, if somewhat surprising, consequence
of Definition 1.3.1. To show it we need to find a δ for
each ε. δ = 1 works fine for each epsilon. For j = 1

or j = 2 we have

‖f(x)− zj‖ < ε

for all x ∈ R0 such that

0 < ‖x−w‖ < δ.

This is true trivially, because there are no such x and
so every statement holds for all such x.

This problem arose from carelessness, or at least
simulated carelessness, but also from a somewhat
badly chosen definition. The restriction 0 < ‖x−w‖
in Definition 1.3.1 mirrors the restriction 0 < |x−w|
in Definition 1.2.1. The theory of limits, even in the
special case of real valued functions of a real variable,
would be simpler without it. There are a number
of theorems, like the one on limits of compositions
of functions, which require extra hypotheses because
this restriction in some sense allows too many func-
tions to have limits. There are historical reasons why
this is the standard definition. The main one is that
in the definition of the derivative as a limit of dif-
ference quotients we need to evaluate the limit of a
function at a point where it’s not defined. A simple
solution to that problem was to phrase the definition
of the limit in a way which ignored any possible value
of the function at the point where the limit was to be
evaluated. But simple solutions aren’t always good
solutions. There are better, if slightly more com-
plicated, ways of coping with limits of functions at
points where they’re not defined, which we will see
soon. It’s too late to change this particular definition
but it’s useful as a cautionary tale about the dangers
of not choosing one’s definitions carefully so as not
to cause unnecessary problems later on.

To salvage Theorem 1.3.2 we need to add the hy-
pothesis that m > 0 if n > 0. There will be other
similar hypotheses needed in later theorems to avoid
problems with trivial cases. In some theorems, like
this one, the problem could have been avoided by a
better choice of definitions but in others it simply re-
flects the fact that trivial cases are sometimes just
different from non-trivial cases. In the remainder of
these notes such hypotheses will be written in explic-
itly though.
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1.4 Norms and normed vector spaces

The properties of Rm and Rn that we used above
were related to addition and scalar multiplication and
also certain properties of the length function. We can
use that observation to generalise a bit further. For
the moment I’ll defer the question of why one would
want to.

We start by defining a norm.

Definition 1.4.1. If V is a vector space then we say
that p : V → R is a norm on V if it has the following
three properties:

(a) For all v ∈ V , p(x) ≥ 0 and p(v) > 0 unless
v = 0.

(b) For all α ∈ R and v ∈ V , p(αv) = |α|p(v).

(c) For all v,w ∈ V , p(v + w) ≤ p(v) + p(w).

A pair (V, p) consisting of a vector space V and a
norm p on V is called a normed vector space.

Of course the function which assigns to the vector
v in Rn its length ‖v‖ is a norm. It’s also possible,
and useful, to define norms for complex vector spaces,
but that won’t concern us in these notes.

Some easy consequences of the definition are given
in the following lemma.

Lemma 1.4.2. Suppose p is a norm on V .

(a) p(0) = 0.

(b) If v ∈ V then p(−v) = p(v).

(c) If v,w ∈ V then p(v −w) = p(w − v).

(d) If u,v,w ∈ V then

p(u−w) ≤ p(u− v) + p(v −w).

(e) If v1, . . . ,vk ∈ V then

p

 k∑
j=1

vj

 ≤ k∑
j=1

p(vj).

Proof. 1.4.2a is just 1.4.1b with α = 0. Similarly,
1.4.2b is just 1.4.1b with α = −1. 1.4.2c is 1.4.2b
applied with v − w in place of v. 1.4.2d is 1.4.1c
with u− v and v −w in place of v and w. 1.4.2e is
proved by induction on k. The base case, with k = 0,
is just 1.4.2a, since we follow the usual convention
that a sum with no terms is equal to zero. For the
inductive step we assume

p

 k∑
j=1

vj

 ≤ k∑
j=1

p(vj).

and apply 1.4.1c with
∑k
j=1 vj and vk+1 in place of

v and w to get

p

k+1∑
j=1

vj

 ≤ p
 k∑
j=1

vj

+ p (vk+1)

It follows that

p

k+1∑
j=1

vj

 ≤ k∑
j=1

p (vj) + p (vk+1) =

k+1∑
j=1

p (vj) .

This is the same statement we assumed, but with
k + 1 in place of k, which completes the inductive
step.

The reason for starting the induction at k = 0
rather than k = 2 is just to make sure that the result
holds for k = 0 and k = 1, without needing to supply
the admittedly trivial proofs in those special cases.
In general it’s always best to start inductions from
the most trivial case which makes sense.

Some examples of norms are

q(x) =

 n∑
j=1

|xj |p
1/p

on Rn for p ≥ 1 and

q(f) =

(∫ b

a

|f(t)|p dt

)1/p

on the vector space of continuous real valued func-
tions on the interval [a, b].
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1.5 Limits of functions between
normed vector spaces

Definition 1.5.1. Suppose that (X, p) and (Y, q) are
normed vector spaces. If f : X → Y is a function,
w ∈ X and z ∈ Y then we say that z is the limit of
f at w, written

lim
x→w

f(x) = z,

if for all ε > 0 there is a δ > 0 such that whenever
0 < p (x−w) < δ we have q (f(x)− z) < ε.

Theorem 1.5.2. Suppose that (X, p) and (Y, q) are
normed vector spaces and that X is not the zero vec-
tor space. If f : X → Y is a function and w ∈ X then
there is at most one z ∈ Y such that limx→w f(x) =
z.

Proof. Suppose on the contrary that

lim
x→w

f(x) = z1,

lim
x→w

f(x) = z2

and
z1 6= z2.

Then set
ε = q (z1 − z2) /2.

Clearly ε > 0, so by the definition of the limit there
are δ1 > 0 and δ2 > 0 such that whenever

0 < p (x−w) < δ1

and
0 < p (x−w) < δ2

we have
q (f(x)− z1) < ε

and
q (f(x)− z2) < ε.

There is an x which satisfies both

0 < p (x−w) < δ1

and
0 < p (x−w) < δ2.

To find such an x first note that X is not the zero
vector space so there is a v 6= 0 in X and set

u =
1

p(v)
v.

It follows from 1.4.1a that this is well defined and it
follows from 1.4.1b that p(u) = 1. Then set

x = w +
min(δ1, δ2)

2
u.

Another application of 1.4.1b shows that q(x−w) =
min(δ1,δ2)

2 . We therefore have

q (f(x)− z1) < ε

and
q (f(x)− z2) < ε.

By 1.4.2d,

q (z2 − z1) ≤ q (f(x)− z1) + q (f(x)− z1) .

But ε was chosen such that

ε+ ε = q (z2 − z1) .

There is no real number which is less than itself, so
we have a contradiction. Our assumption that there
are distinct z1 and z2 such that limx→w f(x) = z1
and limx→w f(x) = z2 must therefore be false.

Theorem 1.5.3. Suppose that f1, . . . , fk are func-
tions from X to Y such that

lim
x→w

fj(x) = zj

for j = 1, . . . , k. Then

lim
x→w

k∑
j=1

fj(x) =

k∑
j=1

zj .

Proof. Let ε > 0. Then ε/k > 0. Since
limz→w fj(z) = zj there is a δj > 0 such that if

0 < p (x−w) < δj

then
q (fj(x)− zj) <

ε

k
.

9



Let
δ = min(δ1, . . . , δk).

Then δ > 0. Also, if

0 < p (x−w) < δ

then
0 < p (x−w) < δj

and so
q (fj(x)− zj) <

ε

k
.

By 1.4.2e,

q

 k∑
j=1

(fj(x)− zj)

 ≤ k∑
j=1

q (fj(x)− zj) <

k∑
j=1

ε

k
.

By the associativity and commutativity of addition
this is equivalent to

q

 k∑
j=1

fj(x)−
k∑
j=1

zj

 <

k∑
j=1

ε

k
= ε.

We’ve just constructed a δ > 0 such that if

0 < p(x−w) < δ

then

q

 k∑
j=1

fj(x)−
k∑
j=1

zj

 < ε.

This shows that

lim
x→w

k∑
j=1

fj(x) =

k∑
j=1

zj .

These proofs were, of course, largely constructed
by taking the proofs from the previous subsection
and replacing the length function everywhere either
by p or by q as appropriate. Parts of the proofs from
that section have moved to the proof of Lemma 1.4.2
however. In addition, the construction of u has been
modified slightly, since there’s no longer a particu-
lar vector whose norm we know to be 1. This adds

a small complication to the proof, but it makes it
harder not to notice the restriction that X should be
non-trivial, since we’d otherwise be dividing by zero.

There’s a problem with the proof of Theorem 1.5.3
given above, which I’ll explain after the next para-
graph. It’s not a new problem. The same problem
affects Theorems 1.2.3 and 1.3.3. The theorems are
all correct as stated, but their proofs need modifi-
cation. You might want to take a moment to see if
you can identify the problem and find an appropriate
modification.

Theorems 1.5.2 and 1.5.3 are generalisations of
Theorems 1.3.2 and 1.3.3, not just analogues of them.
Again, this means two things. First of all, the results
for vector spaces where the norm is the Euclidean
norm, i.e. the length function are a special cases of
the one ones for general norms, since the length func-
tion is a norm. Secondly, the results for normed vec-
tor spaces cover cases other than just the Euclidean
case. This is less obvious than when we moved from
the real valued case to the vector valued case, since
it’s not immediately obvious that there are norms on
a vector space other than the Euclidean norm. We
will see later that there are, but we will also see that
for finite dimensional vector spaces the increase in
generality is more apparent than real.

Did you identify the problem with the proof of The-
orem 1.5.3? We’ve learned to be careful of trivial
cases, but it can be quite difficult sometimes to spot
when an argument fails in a trivial case. The proof of
Theorem 1.5.3 given above fails in the case k = 0 for
the very simple reason that we divided ε by k. The
proofs of Theorem 1.2.3 and Theorem 1.3.3 had the
same problem, of course, although I didn’t mention
it in either of the two previous sections. Fortunately
the theorems remain true if k = 0, although they
only say that the limit at any point of the function
which is zero everywhere is zero. The proofs require
modification however if we want to include this case.
There are two ways of accomplishing this. One is
to treat the trivial case separately. It’s not difficult,
but it is distracting. Also, treating trivial cases sep-
arately is a bad habit to get into. The reason is that
in more complicated theorems the number of trivial
cases can be prohibitively large. If, for example, a
theorem refers to a set of functions f1, . . . , fm from a
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set S to a vector space V then we might have m = 0
or S = ∅ or dim(V ) = 0 or various combinations of
these. And this is a relatively simple example. It’s
usually better if possible to modify proofs slightly so
that the trivial cases no longer cause difficulties. In
this case the simplest fix is to replace the words

Let ε > 0. Then ε/k > 0. Since
limz→w fj(z) = zj there is a δj > 0 such
that if

0 < p (x−w) < δj

then

q (fj(x)− zj) <
ε

k
.

with

Let ε > 0. Then ε/(k + 1) > 0. Since
limz→w fj(z) = zj there is a δj > 0 such
that if

0 < p (x−w) < δj

then

q (fj(x)− zj) <
ε

k + 1
.

There’s no longer a division by zero. Subsequent ref-
erences to ε

k must of course also be replaced by ε
k+1

and the “
∑k
j=1

ε
k = ε” becomes “

∑k
j=1

ε
k+1 < ε”, but

everything works. The only disadvantage to this ap-
proach is that the problem we’re carefully avoiding
becomes so invisible that the reader may not even
realise it’s there.

1.6 Metrics and metric spaces

Our next generalisation is based on the observation
that we used the length function, and then more gen-
erally a norm, to measure distances between points.
We don’t really need a vector space. Any set with a
suitable notion of distance will work just as well, at
least as the domain of our function. For the theorem
about the limit of a sum of functions we still need to
be able to sum functions, which means we will still
need some sort of additive structure. The properties
we need for a suitable notion of distance are captured
in the definition of a metric.

Definition 1.6.1. If S is a set then we say that
d : S×S → R is a metric on S if it has the following
three properties.

(a) If a, b ∈ S then d(a, b) ≥ 0 and d(a, b) = 0 if and
only if a = b.

(b) If a, b ∈ S then d(a, b) = d(b, a).

(c) If a, b, c ∈ S then d(a, c) ≤ d(a, b) + d(b, c).

A pair (S, d) consisting of a set S and a metric d on
S is called a metric space.

One source of metrics is norms on vector spaces.

Theorem 1.6.2. If p is a norm on a vector space V
then d : V × V , defined by

d(u,v) = p(u− v),

is a metric on V .

Proof. If u,v ∈ V then d(u,v) = p(u − v) ≥ 0 by
1.4.1a. Also d(u,v) > 0 unless p(u − v) > 0, which
happens only if u − v = 0, i.e. only if u = v, again
by 1.4.1a. This establishes 1.6.1a. If u,v ∈ V then

d(u,v) = p(u− v) = p(v − u) = d(v,u)

The middle equation is 1.4.2c. This establishes
1.6.1b. Finally, if u,v,w ∈ V then

d(u,w) = p(u−w)

≤ p(u− v) + p(v −w)

= d(u,v) + d(v,w).

The middle inequality is 1.4.2d. This establishes
1.6.1c.

Another way to get a metric space is to take a
subset of a metric space we already have.

Lemma 1.6.3. If S ⊆ T and d is a metric on T then
the restriction of d from T × T to S × S is a metric
on S.

Proof. For simplicity I’ll use d to refer both to the
original function from T × T to R and the restricted
function from S × S to R. This can’t really cause
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any trouble. When either of the arguments of d is
not an element of S the original function must be
meant. When both arguments of d are elements of
S we can interpret it either as the original function
or the restriction. The value of the function at that
point is the same under either interpretation though,
so no ambiguity arises.

If a, b ∈ S then a, b ∈ T . d is a metric on T and so,
by 1.6.1a, d(a, b) ≥ 0 and d(a, b) > 0 unless a = b.
This establishes the property 1.6.1a for d as a metric
on S. Similarly, if a, b ∈ S then a, b ∈ T . d is a
metric on T and so, by 1.6.1b, d(a, b) = d(b, a). This
establishes the property 1.6.1b for d on S. If a, b, c ∈
S then a, b, c ∈ T . d is a metric on T and so, by
1.6.1c, d(a, c) ≤ d(a, b) + d(b, c). This establishes the
property 1.6.1c for d on S.

We now have a variety of metric spaces. Any subset
of the plane taken together with the Euclidean dis-
tance function is a metric space. This follows from
the preceding theorem and lemma, together with the
fact that the Euclidean norm is a norm.

There are other ways to get metric spaces though.

Example 1.6.4. If F is a finite set. We’ll denote
the power set of F , i.e. the set of all its subsets, by
℘(F ). Define d : ℘(F )× ℘(F )→ R by

d(A,B) = #(A4B)

where # denotes cardinality , i.e. the number of ele-
ments, and 4 denotes symmetric difference, i.e.

A4B = A ∪B \A ∩B.

Then d is a metric on ℘(F ). It is called the Hamming
distance.

This is fairly straightforward to verify. Cardinali-
ties are always non-negative. d(A,B) = 0 if and only
if A4B has cardinality 0, i.e. if and only if A4B is
empty, which happens if and only if A∪B = A∩B and
hence if and only if A = B. This establishes 1.6.1a.
1.6.1b is easier. A ∪ B = B ∪ A and A ∩ B = B ∩ A
so A4B = B4A and hence d(A,B) = d(B,A). For
1.6.1c we note that

A4C = (A4B)4(B4C)

It then follows from the definition of 4 that

A4C ⊆ (A4B) ∪ (B4C).

The cardinality of a subset is at most the cardinality
of the containing set and the cardinality of a union is
at most the sum of the cardinalities, so

d(A,C) ≤ d(A,B) + d(B,C).

Another interesting class of examples comes from
number theory.

Example 1.6.5. Suppose p is a prime number. As
usual, denote the set of integers by Z. For any inte-
gers m and n, set dp(m,n) = 0 if m = n and oth-
erwise set dp(m,n) = p−k where pk is the highest
power of p which divides m− n. Then dp is a metric
on Z. It is called the p-adic metric.

Again the verification that this is a metric is fairly
straightforward. pk > 0 for all p and k so dp(m,n) ≥
0 and dp(m,n) > 0 unless m = n. That establishes
1.6.1a. m = n if and only if n = m and the highest
power of p which divides m − n is the same as the
highest power which divides n − m. It follows that
dp(m,n) = dp(n,m), establishing 1.6.1b. As usual,
1.6.1c requires more work. Let pk1 be the highest
power of p dividing l − n, pk2 be the highest power
dividing l−m and pk3 be the highest dividing m−n.
If pk divides both l−m and m−n then it also divides

l − n = (l −m) + (m− n).

Applying this to k = min(k2, k3) gives the relation

k1 ≥ min(k2, k3).

From this it follows that

p−k1 ≤ max
(
p−k2 , p−k3

)
.

In other words,

dp(l, n) ≤ max (dp(l,m), dp(m,n)) .

The sum of two non-negative numbers is always
greater than or equal to their maximum, so

dp(l, n) ≤ dp(l,m) + dp(m,n),
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establishing 1.6.1c.
Of course Z already has an entirely different met-

ric, namely d(x, y) = |x − y|. This is sometimes re-
ferred to as the usual metric when it’s necessary to
distinguish it from the p-adic metrics, but more of-
ten one just refers to it as “the metric” on Z, when
there’s no reason to believe that any other metric is
meant. As we’ll see, the p-adic metrics behave quite
differently from the usual metric.

As with norms there are a number of useful proper-
ties of metrics which don’t form part of the definition
but which follow easily from it.

Lemma 1.6.6. Suppose d is a metric on S.

(a) If a ∈ S then d(a, a) = 0.

(b) If a, b, c ∈ S then

d(a, c) ≥ |d(a, b)− d(b, c)|.

(c) If a0, a1, . . . , ak ∈ S then

d(a0, ak) ≤
k∑
j=1

d(ak−1, ak).

Proof. By 1.6.1c,

d(a, b) ≤ d(a, c) + d(c, b).

By 1.6.1b,
d(c, b) = d(b, c).

Combining those,

d(a, b) ≤ d(a, c) + d(b, c),

and hence

d(a, c) ≥ d(a, b)− d(b, c).

Similarly,
d(b, c) ≤ d(b, a) + d(a, c)

and
d(b, a) = d(a, b)

so
d(a, c) ≥ d(b, c)− d(a, b).

Therefore

d(a, c) ≥ max(d(a, b)− d(b, c), d(b, c)− d(b, a)).

The right hand side is just |d(a, b)−d(b, c)|, establish-
ing 1.6.6b. 1.6.6c is then proved by induction on k,
using d(a, a) = 0 for the base case, k = 0, and 1.6.6b
for the inductive step.

1.7 Limits of functions between met-
ric spaces

We’re now able to state the metric space analogues
of Definition 1.5.1 and Theorems 1.5.2 and 1.5.3. As
was mentioned earlier, we will eventually need to
evaluate limits at points which are not in the domain
of definition of our function, and this seems as good
a time as any to make the necessary changes in order
to do that.

Definition 1.7.1. Suppose that (X, dX) and (Y, dY )
are metric spaces. If f : U → Y is a function defined
on a subset U ⊆ X, w ∈ X and z ∈ Y then we say
that z is the limit of f at w, written

lim
x→w

f(x) = z,

if for all x ∈ U and ε > 0 there is a δ > 0 such that
if 0 < dX (x,w) < δ then dY (f(x), z) < ε.

Note that we don’t require w ∈ U , but neither do
we prohibit it. Similarly, U is allowed to be a proper
subset of X, but not required to be. The case U = X
is in fact the case we’re usually interested in.

Also, none of the variables are in boldface any
more. They might belong to a vector space, since
subsets of normed vector spaces are metric spaces,
but they don’t have to be and the notation shouldn’t
imply that they are.

We’ve already seen that some further hypothesis
will be required to obtain uniqueness, since R0 would
otherwise be a counter-example. The problem there
was that there were no x such that 0 < p (x−w) <
δ. Now that we’ve generalised from normed vector
spaces to metric spaces there are many more ways
for this to happen. Consider the Hamming distance
on the power set of a finite set, from Example 1.6.4,
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for example. d(A,B) is the cardinality of the finite
set A4B and so is necessarily a non-negative integer.
If δ ≤ 1 then there will never be a B ∈ ℘(F ) such
that 0 < d(A,B) < δ. The same thing can happen if
U is a proper subset of a normed vector space of pos-
itive dimension, rather than the whole normed vector
space. The simplest option is to take the condition
we need to make the proof work and turn it into a
definition.

Definition 1.7.2. A point w in a metric space (X, d)
is called a limit point of U ⊆ X if for every δ > 0 there
is a x ∈ U with

0 < d(w, x) < δ.

Theorem 1.7.3. Suppose that (X, dX) and (Y, dY )
are metric spaces and that U ⊆ X. If f : U → Y is a
function and w ∈ X is a limit point of U then there
is at most one z ∈ Y such that limx→w f(x) = z.

Proof. Suppose on the contrary that

lim
x→w

f(x) = z1,

lim
x→w

f(x) = z2

and
z1 6= z2.

Then set
ε = dY (z1, z2) /2.

Clearly ε > 0, so by the definition of the limit there
are δ1 > 0 and δ2 > 0 such that whenever x ∈ U and

0 < dX (x,w) < δ1

and
0 < dX (x,w) < δ2

we have
dY (f(x), z1) < ε

and
dY (f(x), z2) < ε.

By assumption w is a limit point of U so there are
x1 ∈ U and x2 ∈ U such that

0 < dY (x1, w) < δ1

and
0 < dY (x2, w) < δ2.

Take δ = min(δ1, δ2) and take x to be either x1
or x2 according to whether δ1 or δ2 is smaller. If
δ1 = δ2 then either choice is fine. Then x ∈ U ,
0 < dX(x,w) < δ1 and 0 < dX(x,w) < δ2 and so

dY (f(x), z1) < ε

and
dY (f(x), z2) < ε.

By 1.6.1c,

dY (z2, z1) ≤ dY (f(x), z1) + dY (f(x), z1) .

But ε was chosen such that

ε+ ε = dY (z2, z1) .

There is no real number which is less than itself, so
we have a contradiction. Our assumption that there
are distinct z1 and z2 such that limx→w f(x) = z1
and limx→w f(x) = z2 must therefore be false.

Theorem 1.7.4. Suppose that (X, dX) is a metric
space and (Y, q) is a normed vector space and that
U ⊆ X. Let dY (a,b) = q(a − b), which, by Theo-
rem 1.6.2, is a metric on Y . Suppose that f1, . . . , fk
are functions from U to Y such that

lim
x→w

fj(x) = zj

for j = 1, . . . , k. Then

lim
x→w

k∑
j=1

fj(x) =

k∑
j=1

zj .

Proof. Let ε > 0. Then ε/(k + 1) > 0. Since

lim
x→w

fj(x) = zj

there is a δj > 0 such that if

0 < dX (x,w) < δj

then
dY (fj(x), zj) <

ε

k + 1
.
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Let
δ = min(δ1, . . . , δk).

Then δ > 0. Also, if

0 < dX (x,w) < δ

then
0 < dX (x,w) < δj

and so
dY (fj(x), zj) <

ε

k + 1
.

In view of the definition of dY ,

q (fj(x)− zj) <
ε

k + 1
.

By 1.4.2e,

q

 k∑
j=1

(fj(x)− zj)

 ≤ k∑
j=1

q (fj(x)− zj)

<

k∑
j=1

ε

k + 1
.

By the associativity and commutativity of addition
this is equivalent to

q

 k∑
j=1

fj(x)−
k∑
j=1

zj

 <

k∑
j=1

ε

k + 1
< ε.

Using the definition of dY again,

dY

 k∑
j=1

fj(x),

k∑
j=1

zj

 < ε.

We’ve just constructed a δ > 0 such that if x ∈ U
and

0 < dX(x,w) < δ

then

dY

 k∑
j=1

fj(x),

k∑
j=1

zj

 < ε.

so

lim
x→w

k∑
j=1

fj(x) =

k∑
j=1

zj .

Note that Y was still required to have a norm, not
just a metric, and to be a vector space, not just a
set. This was done because we need to add and sub-
stract elements of Y , which doesn’t make sense in
an arbitrary set. We could still have generalised a
bit further, since scalar multiplication is not needed,
and allowed Y to be an abelian group and dY to be
a translation-invariant metric. That’s sometimes a
useful generalisation, but among the various general-
isations we could make it’s a low priority.

Theorems 1.7.3 and 1.7.4 are generalisations rather
than analogues of Theorems 1.5.2 and 1.5.3, in a sense
which should by now be familiar. The former include
the latter as special cases, but also cover cases which
the latter do not.

1.8 Open and closed balls

Still staying within the context of metric spaces, there
are various ways we can usefully reformulate the re-
sults of the previous section. For these we’ll need
some more definitions.

Definition 1.8.1. If (X, d) is a metric space, r > 0
and w ∈ X then the open ball of radius r about w is
the set

B(w, r) = {x ∈ X : d(x,w) < r}.

The closed ball of radius r about w is the set

B̄(w, r) = {x ∈ X : d(x,w) ≤ r}.

I’ve deliberately not defined balls of zero or neg-
ative radius. The word “ball” therefore means the
same thing as “ball of positive radius.” Note that
the notation specifies the centre w and the radius r
but not the ambient space X or the metric d. These
must be understood from context.

We can describe limit points in terms of open balls.

Proposition 1.8.2. A point w in a metric space
(X, d) is a limit point of U ⊆ X if for every δ > 0
there is an x ∈ U such that U ∩ B(w, δ) \ {w} is
non-empty.

Proof.
x ∈ U ∩B(w, δ) \ {w}
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if and only if x ∈ U , d(w, x) < δ and x 6= w. The last
of these conditions is equivalent to d(w, x) > 0. So

x ∈ U ∩B(w, δ) \ {w}

if and only x ∈ U and 0 < d(w, x) < δ and so U ∩
B(w, δ) \ {w} is non-empty if and only if there is an
x ∈ U such that 0 < d(w, x) < δ.

Similarly, we can describe limits in terms of open
balls.

Proposition 1.8.3. Suppose that (X, dX) and
(Y, dY ) are metric spaces. If f : U → Y is a func-
tion defined on a subset U ⊆ X, w ∈ X and z ∈ Y
then

lim
x→w

f(x) = z

if and only if for all ε > 0 there is a δ > 0 such that
if x ∈ U ∩B(w, δ) \ {w} then f(x) ∈ B(z, ε).

Proof. This is just Definition 1.7.1 with the state-
ment “x ∈ U and 0 < dX (x,w) < δ” replaced
by “x ∈ U ∩ B(w, δ) \ {w}” and the statement
“dY (f(x), z) < ε” replaced by f(x) ∈ B(z, ε), which
are clearly equivalent in view of the definitions of
B(w, δ) and B(z, ε).

The balls in Rm are the usual balls, so

B(x, r) = {y ∈ Rm : ‖x− y‖ < r}

and
B̄(x, r) = {y ∈ Rm : ‖x− y‖ ≤ r} .

Note that mathematical usage, unlike ordinary us-
age, maintains a clear distinction between balls and
spheres. The sphere of radius r would be the set

{y ∈ Rm : ‖x− y‖ = r} .

In Rm the open and closed balls are always distinct
and balls of strictly smaller radius are proper subsets
of balls of larger radius, but there are metric spaces
where that’s not true. For the Hamming metric both
the open and closed balls of any radius in the interval
(0, 1) about a subset A are just {A}. The open ball of
radius 1 is also just {A} while the closed ball of radius
1 also includes sets which differ from A by inserting
or removing a single element.

1.9 Images and preimages

We now need the notions of image a preimage of a
set under a function, which is best stated in terms of
power sets, which we already met in the context of
the Hamming distance.

Definition 1.9.1. The power set of a set X is the
set of all subsets of X. It is denoted ℘(X).

Note that all subsets means all subsets. They
needn’t be proper and could be empty.

Definition 1.9.2. If ϕ : X → Y is a function then
ϕ∗ : ℘(Y )→ ℘(X), defined by

ϕ∗(V ) = {x ∈ X : ϕ(x) ∈ V } ,

is called the preimage function of ϕ. The set ϕ∗(V )
is often called the preimage of V under ϕ.

Definition 1.9.3. If ϕ : X → Y is a function then
ϕ∗ : ℘(X)→ ℘(Y ), defined by

ϕ∗(U) = {y ∈ Y : ∃x ∈ U : ϕ(x) = y} ,

is called the image function of ϕ. The set ϕ∗(V ) is
often called the image of U under ϕ.

A more common notation is ϕ(U) for the image
and ϕ−1(V ) for the preimage. There are a few prob-
lems with that notation though. One is that ϕ−1(V )
suggests the image of V under the inverse function ϕ.
In one sense that’s okay since it is equal to the image
of V under the inverse function ϕ if ϕ has an inverse,
but the preimage makes sense even when ϕ is not a
bijection. So there’s no ambiguity, but it is easy to
see ϕ−1 and think, incorrectly, that ϕ must have an
inverse. A more subtle problem arises for functions
between sets of sets. Consider, for example the infi-
mum and supremum functions on the set of subsets
of [0, 1]. In other words, inf(A) for A ⊆ [0, 1] is the
largest element of [0, 1] which is a lower bound for A
and sup(A) is the smallest element of [0, 1] which is
an upper bound for it. With these definitions

inf(∅) = 1,

inf∗(∅) = ∅,
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sup(∅) = 0

and
sup∗(∅) = ∅.

In the more common notation inf∗(∅) would be de-
noted inf(∅) and sup∗(∅) would be denoted sup(∅).
It would then appear, from the transitivity of the =
sign, that 0 = 1. Of course 0 6= 1 and it is simply
ambiguous notation which makes it appear otherwise.

The basic properties of the preimage and image are
summarised in the following lemma.

Lemma 1.9.4. If ϕ : X → Y and ψ : T → X are
functions, A,B ∈ ℘(X), C,D ∈ ℘(Y ), E ∈ ℘(℘(X))
and F ∈ ℘(℘(Y )) then

(a) ϕ∗(∅) = ∅,

(b) ϕ∗(∅) = ∅,

(c) ϕ∗(X) ⊆ Y ,

(d) ϕ∗(Y ) = X,

(e) (ϕ ◦ ψ)∗ = ϕ∗ ◦ ψ∗,

(f) (ϕ ◦ ψ)∗ = ψ∗ ◦ ϕ∗,

(g) if A ⊆ B then ϕ∗(A) ⊆ ϕ∗(B),

(h) if C ⊆ D then ϕ∗(A) ⊆ ϕ∗(B),

(i) ϕ∗(A ∪B) = ϕ∗(A) ∪ ϕ∗(B),

(j) ϕ∗(C ∪D) = ϕ∗(C) ∪ ϕ∗(D),

(k) ϕ∗(A ∩B) ⊆ ϕ∗(A) ∩ ϕ∗(B),

(l) ϕ∗(C ∩D) = ϕ∗(C) ∩ ϕ∗(D),

(m) ϕ∗(A \B) ⊇ ϕ∗(A) \ ϕ∗(B),

(n) ϕ∗(C \D) = ϕ∗(C) \ ϕ∗(D),

(o) ϕ∗
(⋃

V ∈E V
)

=
⋃
V ∈E ϕ∗(V ),

(p) ϕ∗
(⋃

W∈F W
)

=
⋃
W∈F ϕ

∗(W ),

(q) ϕ∗
(⋂

V ∈E V
)
⊆
⋂
V ∈E ϕ∗(V ),

(r) ϕ∗
(⋂

W∈F W
)

=
⋂
W∈F ϕ

∗(W ).

Note that the properties of the preimage are gen-
erally better than the properties of the image, in that
we often have equations in place of inclusions.

Proof. Although there are a lot of statements to be
checked each is relatively straightforward.

(a) There no x ∈ ∅ and hence there is no y ∈ Y
which is ϕ(x) for such an x.

(b) There are no x ∈ X such that ϕ(x) ∈ ∅.

(c) ϕ(x) ∈ Y for all x ∈ X.

(d) ϕ(x) ∈ Y for all x ∈ X.

(e) If y ∈ (ϕ◦ψ)∗(U) then there is a t ∈ U such that

(ϕ ◦ ψ)(t) = ϕ(ψ(t)) = y.

Clearly ψ(t) ∈ ψ∗(U). Also, there is an x ∈
ψ∗(U) such that ϕ(x) = y, namely x = ψ(t), so
y ∈ ϕ∗(ψ∗(U)). Conversely, suppose

y ∈ (ϕ∗ ◦ ψ∗)(U) = ϕ∗(ψ∗(U)).

Then there is an x ∈ ψ∗(U) such that y = ϕ(x).
Because x ∈ ψ∗(U) there must be a t ∈ U such
that x = ψ(t). Then y = (ϕ ◦ ψ)(t), so y ∈
(ϕ ◦ ψ)∗(U). In other words, y ∈ (ϕ ◦ ψ)∗(U) if
and only if y ∈ ϕ∗(ψ∗(U)). It follows that

(ϕ ◦ ψ)∗(U) = (ϕ∗ ◦ ψ∗)(U).

This holds for any U ∈ ℘(T ), so

(ϕ ◦ ψ)∗ = ϕ∗ ◦ ψ∗.

(f)
t ∈ (ϕ ◦ ψ)∗(W )

if and only if

ϕ(ψ(t)) = (ϕ ◦ ψ)(t) ∈W,

which happens if and only if

ψ(t) ∈ ϕ∗(W ),

i.e. if and only if

t ∈ ψ∗(ϕ∗(W )).
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In other words, t ∈ (ϕ ◦ ψ)∗(W ) if and only if
t ∈ (ψ∗ ◦ ϕ∗)(W ). It follows that

(ϕ ◦ ψ)∗(W ) = (ψ∗ ◦ ϕ∗)(W )

This holds for any W ∈ ℘(Y ), so

(ϕ ◦ ψ)∗ = ψ∗ ◦ ϕ∗.

(g) If A ⊆ B and y ∈ ϕ∗(A) then there’s an x ∈ A
such that ϕ(x) = y. But then x ∈ B and so y ∈
ϕ∗(B). Every element of ϕ∗(A) is therefore an
element of ϕ∗(B). This implies ϕ∗(A) ⊆ ϕ∗(B).

(h) If C ⊆ D and x ∈ ϕ∗(C) then ϕ(x) ∈ C, so
ϕ(x) ∈ D and hence x ∈ ϕ∗(D). Every element
of ϕ∗(C) is therefore an element of ϕ∗(D). This
implies ϕ∗(C) ⊆ ϕ∗(D).

(i) This will follow from 1.9.4o with E = {A,B}.

(j) This will follow from 1.9.4p with F = {C,D}.

(k) This will follow from 1.9.4q with E = {A,B}.

(l) This will follow from 1.9.4r with F = {C,D}.

(m) Suppose y ∈ ϕ∗(A) \ ϕ∗(B). Then there is an
x ∈ A such that ϕ(x) = y. This x is not in B
because otherwise we would have y ∈ ϕ∗(B). So
x ∈ A \B and hence y ∈ ϕ∗(A \B).

(n) x ∈ ϕ∗(C \ D) if and only if ϕ(x) ∈ C \ D, i.e.
if and only ϕ(x) ∈ C and ϕ(x) /∈ D. ϕ(x) ∈
C if and only if x ∈ ϕ∗(C). ϕ(x) /∈ D if and
only if x /∈ ϕ∗(D). Together, those show that
x ∈ ϕ∗(C \ D) if and only if x ∈ ϕ∗(C) and
x /∈ ϕ∗(D), i.e. if and only if x ∈ ϕ∗(C)\ϕ∗(D).

(o) y ∈ ϕ∗
(⋃

V ∈E V
)

if and only if there is an x ∈⋃
V ∈E V such that ϕ(x) = y, which happens if

and only if there is a V ∈ E and an x ∈ V
such that ϕ(x) = y. If so then y ∈ ϕ∗(V ) for
this V and hence y ∈

⋃
V ∈E ϕ∗(V ). Conversely,

if y ∈
⋃
V ∈E ϕ∗(V ) then y ∈ ϕ∗(V ) for some

V ∈ E , i.e. there is a V ∈ E and an x ∈ V such
that ϕ(x) = y.

(p) x ∈ ϕ∗
(⋃

W∈F W
)

if and only if ϕ(x) ∈⋃
W∈F W , i.e. if and only if there is a W ∈ F

such that ϕ ∈ W , which happens if and only if
there is a W ∈ F such that x ∈ ϕ∗(W ), i.e. if
and only if x ∈

⋃
W∈F ϕ

∗(W ).

(q) If y ∈ ϕ∗
(⋂

V ∈E V
)

then there an x ∈
⋂
V ∈E V

such that ϕ(x) = y. Then x ∈ V for each V ∈ E ,
so y ∈ ϕ∗(V ) for each V ∈ E . But this implies
y ∈

⋂
V ∈E ϕ∗(V ).

(r) x ∈ ϕ∗
(⋂

W∈F W
)

if and only if ϕ(x) ∈⋂
W∈F W , i.e. if and only if ϕ(x) ∈ W for each

W ∈ F . This happens if and only if x ∈ ϕ∗(W )
for each W ∈ F , i.e. if and only if

⋂
W∈F ϕ

∗(W ).

We can use preimages to give an alternate charac-
terisation of limits.

Proposition 1.9.5. Suppose that (X, dX) and
(Y, dY ) are metric spaces. If f : U → Y is a func-
tion defined on a subset U ⊆ X, w ∈ X and z ∈ Y
then

lim
x→w

f(x) = z

if and only if for all ε > 0 there is a δ > 0 such that

U ∩B(w, δ) \ {w} ⊆ f∗(B(z, ε)).

Proof. In view of the definition of the preimage

x ∈ f∗(B(z, ε))

if and only if f(x) ∈ B(z, ε), so this is equivalent to
our previous characterisation of limits.

1.10 Open and closed sets

Definition 1.10.1. A subset S of a metric space
(X, d) is called open if whenever x ∈ X there is an
r > 0 such that B(x, r) ⊆ S. A subset is said to be
closed if X \ S is open.

Note that “closed” is not the opposite of “open”, as
one might naively expect. A subset can be both open
and closed. In fact ∅ and X are always both open
and closed subsets of X. There may or may not be
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non-empty proper subsets which are both open and
closed. Also, subsets can be neither open nor closed.
[0, 1) ⊆ R is an example. It is not open because
0 ∈ [0, 1) but there is no open ball about 0 which
is a subset of [0, 1). It is not closed because 1 is in
R \ [0, 1) but there is no open ball about 1 which is
a subset of R \ [0, 1).

Also note that the definition of closed sets is not
obtained by taking the definition of open sets and re-
placing open balls by closed balls. In fact, if you take
the definition of open sets and replace open balls by
closed balls what you get is just an alternate charac-
terisation of open balls.

Proposition 1.10.2. A subset S of a metric space
(X, d) is open if and only if whenever x ∈ X there is
a closed ball centred at x which is contained in S.

Proof. Suppose S ⊆ X satisfies the condition above
and x ∈ X. Then there is some r > 0 such that
B̄(x, r) ⊆ S. But B(x, r) ⊆ B̄(x, r) so B(x, r) ⊆ S.
So S is open. Suppose, conversely that S is open.
Then there is some r > 0 such that B(x, r) ⊆ S.
But B̄(x, r/2) ⊆ B(x, r) so B̄(x, r/2) ⊆ S. Thus S
satisfies the condition above.

Open balls will appear much more often in defini-
tions than closed balls. Sometimes there are reasons
why open balls are easier to work with but often it’s
just a matter of convention, as in the choice to define
open sets in terms of open balls rather than closed
balls.

The most important properties of open sets are the
following.

Theorem 1.10.3. Suppose (X, d) is a metric space.

(a) ∅ and X are open subsets of X

(b) If V and W are open subsets of X then V ∩W
is an open subset of X.

(c) If E is a set of open subsets of X then
⋃
V ∈E V

is an open subset of X.

(d) If x ∈ X, y ∈ X and x 6= y then there are open
subsets V and W of X such that x ∈ V , y ∈ W
and V ∩W = ∅.

Proof. We check each statement in turn.

(a) There are no points in ∅ so the statement that
each point in ∅ is contained in an open ball is
vacuously true. So ∅ is an open subset. Every
open ball about every point in X is contained in
X. In particular, the ball of radius 1 about any
point is in X, so there is at least one such ball
about every point in X and hence X is open.

(b) If x ∈ V ∩W then x ∈ V . Since V is an open
subset there is an s > 0 such that B(x, s) ⊆ V .
Similarly there is a t > 0 such that B(x, t) ⊆
W . Let r = min(s, t). Then r > 0, B(x, r) ⊆
B(x, s) ⊆ V , and B(x, r) ⊆ B(x, t) ⊆ W , so
B(x, r) ⊆ V ∩W . So for any x ∈ V ∩W there
is an r > 0 such that B(x, r) ⊆ V ∩W . In other
words, V ∩W is an open subset.

(c) If x ∈
⋃
V ∈E V then there is some V ∈ E such

that x ∈ V . This V , like all elements of E , is
an open subset, so there is an r > 0 such that
B(x, r) ⊆ V . But then B(x, r) ⊆

⋃
V ∈E V , so⋃

V ∈E V is an open subset.

(d) Define

V = {v ∈ X : d(x, v) < d(y, v)}

and

W = {w ∈ X : d(x,w) > d(y, w)} .

If z ∈ V ∩W then d(x, z) < d(y, z) and d(x, z) >
d(y, z). This is impossible so V ∩ W = ∅. If
v ∈ V then B(v, r) ⊆ V where

r =
d(y, v)− d(x, v)

2
.

To see this, note that if z ∈ B(v, r) then

d(v, z) <
d(y, v)− d(x, v)

2
.

By the definition of a metric

d(x, z) ≤ d(x, v) + d(v, z).

By Lemma 1.6.6

d(y, z) ≥ d(y, v)− d(v, z).
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Combining these gives the inequality

d(x, z) < d(y, z).

So z ∈ V . This is true for every z ∈ B(v, r)
so B(v, r) ⊆ V . We’ve just seen that for every
z ∈ V there is an r > 0 such that B(v, r) ⊆ V .
In other words, V is open. Similarly, if z ∈ W
then B(z, r) ⊆W with

r =
d(x, v)− d(y, v)

2
.

so W is open.

The corresponding statement for closed sets is that
X and ∅ are closed sets, the union of two closed sets
is closed, the intersection of arbitrarily many closed
sets is closed, and given any two distinct points there
is a pair closed sets whose union is X such that each
point is not in one of the sets.

1.11 Topologies

In order to generalise limits beyond metric spaces we
turn the previous theorem into a definition, or rather
into two definitions.

Definition 1.11.1. A topology on a set X is a T ∈
℘(℘(X)) such that

(a) ∅ ∈ T and X ∈ T ,

(b) If V ∈ T and W ∈ T then V ∩W ∈ T .

(c) If E ⊆ T then
⋃
V ∈E V ∈ T .

A pair (X, T ) consisting of a set X and a topology T
on X is called a topological space.

Note that the second property refers to the inter-
section of a pair of elements of T , but that we can
then easily obtain by induction that the intersection
of any finite collection of elements of T belongs to T .

Definition 1.11.2. A topology T on X is said to
be Hausdorff if for every x, y ∈ X such that x 6= y
there are V,W ∈ T such that x ∈ V , y ∈ W and
V ∩W = ∅.

The preceding theorem shows that the set of open
sets in a metric space is a topology. In view of this we
can, and will, refer to the elements of any topology
as open sets and refer to their complements as closed
sets. The theorem also shows that the topology of
open sets in a metric space is a Hausdorff topology.
We could, of course, have defined topological spaces
in terms of their closed sets rather than their open
sets. It’s usually easier to work with open sets, but
the Zariski topology, discussed below, is easier to de-
scribe in terms of closed sets.

There is a possible conflict of terminology since
we’ve defined open and closed balls as subsets of a
metric space and then defined open and closed sub-
sets. If open balls weren’t open or closed balls weren’t
closed then we would quickly run into trouble. For-
tunately that doesn’t happen.

Proposition 1.11.3. Open balls are open and closed
balls are closed.

Proof. If x ∈ B(w, r) then let s = r−d(w, x). By the
definition of an open ball s > 0. If y ∈ B(x, s) then
d(x, y) < s and hence

d(w, y) ≤ d(w, x) + d(x, y) < d(w, x) + s = r,

so y ∈ B(x, r). In other words, B(x, s) ⊆ B(w, r).
For every x ∈ B(w, r) there is therefore an s > 0
such that B(x, s) ⊆ B(w, r). In other words, B(w, r)
is an open subset.

If x /∈ B̄(w, r) then let s = d(w, x) − r. By the
definition of a closed ball s > 0. If y ∈ B(x, s) then
d(x, y) < s and hence

d(w, y) ≥ d(w, x)− d(x, y) > d(w, x)− s = r,

so y /∈ B̄(x, r). In other words,

B(x, s) ⊆ X \ B̄(w, r).

For every
x ∈ X \ B̄(w, r)

there is therefore an s > 0 such that

B(x, s) ⊆ X \ B̄(w, r).

In other words, X \B̄(w, r) is an open subset. There-
fore B̄(w, r) is a closed subset.
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We’ll also need a definition of limit points in gen-
eral topological spaces.

Definition 1.11.4. A point w in a topological space
(X, T ) is called a limit point of U ⊆ X if for every
W ∈ T such that w ∈ W the set U ∩ W \ {w} is
non-empty.

We need to check however that this is consistent
with the definition given previously for metric spaces.

Proposition 1.11.5. If T is the topology of open
sets in the metric space (X, d) then w is a limit point
of U in the sense of the definition above if and only
if it is a limit point in the sense of Definition 1.7.2.

Proof. If w satisfies the definition above then we can
apply it with W = B(w, δ) for each δ > 0 to see that
for all such δ the set U ∩B(w, δ) \ {w} is non-empty.
By Proposition 1.8.2 w is a limit point of U in the
sense of Definition 1.7.2

Conversely, suppose w is a limit point of U in the
sense of Definition 1.7.2 If w ∈ W and W ∈ T then
there is a δ > 0 such that B(w, δ) ⊆ W , since that’s
how the topology corresponding to a metric was de-
fined. By Proposition 1.8.2 the set U ∩B(w, δ) \ {w}
is non-empty. But this is a subset of U ∩W \ {w},
which therefore is also non-empty.

Do all topologies arise from metrics? There are
two different ways we could interpret this question,
although the answer will be no under both interpre-
tations.

We could, first of all, ask whether it is possible to
describe a topology on a set without referring to a
metric on it. That’s easy enough.

Definition 1.11.6. The discrete topology on a set X
is just ℘(X). The trivial topology is T = {∅, X}.

It’s straightforward to check that each of these sat-
isfies all the requirements for a topology. Neither of
these topologies was described in terms of a metric
but the discrete topology could have been described
in terms of one. If we set d(x, x) = 0 and d(x, y) = 1
when x 6= y then it’s straightforward to check that
d is a metric and that the topology defined by its
open sets is the discrete topology. It is called the

discrete metric. It’s not necessarily the only metric
which gives the discrete topology though. If F is a
finite set then the Hamming distance is a metric on
℘(F ). This metric is not equal to the discrete metric
on ℘(F ) when #F > 1, but both metrics give rise to
the discrete topology. A topology which is the set of
open sets for some metric, even if it wasn’t initially
defined using that metric, is called metrisable.

At this point we return to the question of norms
on finite dimensional vector spaces, which was consid-
ered earlier. There are norms on such a space which
are not equal to the Euclidean norm. These norms
give rise to metrics which are not the Euclidean met-
ric. We will see later though that they all give the
same topology. For infinite dimension spaces, by con-
trast, it is possible to find norms which give rise to
distinct topologies.

Returning now to the question whether all topolo-
gies come from metrics we could also ask whether
there are topologies which are not the set of open sets
for any choice of metric, i.e. topologies which are not
metrisable. In fact the trivial topology on any set
with more than one element is non-metrisable. At
first sight this might seem difficult to prove. It would
certainly be very painful to enumerate all possible
metrics and then to check that none of them have
the trivial topology as their set of open sets. Fortu-
nately there’s a much easier approach. We’ve already
seen that metrics give Hausdorff topologies. The dis-
crete topology on a set with at least two points fails
to be Hausdorff, and so can’t be metrisable. Indeed,
if x, y ∈ X and x 6= y then the only V ∈ T such that
x ∈ V is V = X and the only W ∈ T such that y ∈ V
is W = X. But then V ∩W = X 6= ∅.

The trivial topology is, of course, a rather uninter-
esting example. A much more interesting example is
the Zariski topology on Cn.

Example 1.11.7. Let Z ∈ ℘(℘(Cn)) be the set of
subsets of Cn of the form

V = {z ∈ Cn : p1(z) = p2(z) = · · · = pj(z) = 0}

for some finite set of polynomials p1, . . . , pj . In other
words, a set belongs to Z if and only if it is zero set
of a finite set of polynomials. Let T be the set of
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complements of elements of Z, i.e.

T = {U ∈ ℘ (Cn) : Cn \ U ∈ Z} .

Then T is a topology on Cn, called the Zariski topol-
ogy .

To check that this is a topology we need to check
that Cn and ∅ belong to Z, that the union of any
two elements of Z belongs to Z sets is closed and that
the intersection of an arbitrary set of elements of Z
belongs to Z. All but the last of these is straightfor-
ward. Cn is the zero set of {0}. ∅ is the zero set
of {1}. If V is the zero set of {p1, . . . , pj} and W is
the zero set of {q1, . . . , qk} then V ∪W is the zero set
of {p1q1, p1q2, . . . , pjqk}. For the statement about in-
tersections one needs, however, the fact that any set
given as the common zero set of an arbitrary collec-
tion of polynomials is in fact the common zero set of
a finite collection. This is a theorem of Hilbert but is
somewhat difficult to prove for n > 1. For n = 1 it is
however very easy to prove since a proper subset of
C is the zero set of a polynomial if and only if it is
finite.

1.12 Topologies and limits

We’re now in a position to define limits of functions
between topological spaces.

Definition 1.12.1. Suppose that (X, TX) and
(Y, TY ) are topological spaces. If f : U → Y is a func-
tion defined on a subset U ⊆ X, w ∈ X and z ∈ Y
then we say that z is the limit of f at w, written

lim
x→w

f(x) = z,

if for all Z ∈ TY such that z ∈ Z there is a W ∈ TX
such that w ∈W and

U ∩W \ {w} ⊆ f∗(Z).

We should check that this definition is consistent
with the definition given previously for metric spaces.

Proposition 1.12.2. If (X, dX) and (Y, dY ) are
metric spaces and TX and TY are the topologies of
open sets on X and Y with respect to the met-
rics dX and dY respectively then limx→w f(x) = z

in the sense of the definition above if and only if
limx→w f(x) = z in the sense of Definition 1.7.1.

Proof. Instead of using Definition 1.7.1 directly we
use the condition that for all ε > 0 there is a δ > 0
such that

U ∩B(w, δ) \ {w} ⊆ f∗(B(z, ε)),

which is equivalent to it by Proposition 1.9.5.
Suppose the condition from Proposition 1.9.5 holds

and that Z ∈ TY is such that z ∈ Z. By the definition
of open sets in a metric space there is then an ε > 0
such that

B(z, ε) ⊆ Z,

and hence
f∗(B(z, ε)) ⊆ f∗(Z).

Proposition 1.9.5 then gives us a δ > 0 such that

U ∩B(w, δ) \ {w} ⊆ f∗(B(z, ε)).

Let W = B(w, δ). By Proposition 1.10.2 W is open
and so W ∈ TX . Also, w ∈ W . So for every Z ∈ TY
such that z ∈ Z there is a W ∈ TX such that w ∈W
and

U ∩W \ {w} ⊆ f∗(Z).

In other words, limx→w f(x) = z in the sense of Def-
inition 1.12.1.

Suppose, conversely, that limx→w f(x) = z in the
sense of Definition 1.12.1, i.e. that for every Z ∈ TY
such that z ∈ Z there is a W ∈ TX such that w ∈W
and

U ∩W \ {w} ⊆ f∗(Z).

For any ε > 0 we have z ∈ B(z, ε) and , by Proposi-
tion 1.10.2, B(z, ε) ∈ TY , so there is a W ∈ TX such
that w ∈W and

U ∩W \ {w} ⊆ f∗(B(z, ε)).

From the definition of open sets there is a δ > 0 such
that

B(w, δ) ⊆W.

But then

U ∩B(w, δ) \ {w} ⊆ U ∩W \ {w}
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so
U ∩B(w, δ) \ {w} ⊆ f∗(B(z, ε)).

Thus the criterion from Proposition 1.9.5 is satisfied
and so In other words, limx→w f(x) = z in the sense
of Definition 1.7.1.

We can now state and prove our limit theorems in
the context of topological spaces.

Theorem 1.12.3. Suppose that (X, TX) and (Y, TY )
are topological spaces and that U ⊆ X. If f : U → Y
is a function, w ∈ X is a limit point of U , and TY is
Hausdorff then there is at most one z ∈ Y such that
limx→w f(x) = z.

Proof. Suppose on the contrary that

lim
x→w

f(x) = z1,

lim
x→w

f(x) = z2

and
z1 6= z2.

Because TY is Hausdorff there are Z1, Z2 ∈ TY such
that z1 ∈ Z1, z2 ∈ Z2 and Z1 ∩ Z2 = ∅. By the
definition of the limit there are W1,W2 ∈ TX such
that w ∈W1, w ∈W2,

U ∩W1 \ {w} ⊆ f∗(Z1)

and
U ∩W2 \ {w} ⊆ f∗(Z2).

Let W = W1 ∩W2. Then w ∈ W and W ∈ TY . By
assumption w is a limit point of U so x ∈ U∩W \{w}
is non-empty. But

U ∩W \ {w} ⊆ U ∩W1 \ {w} ⊆ f∗(Z1)

and

U ∩W \ {w} ⊆ U ∩W2 \ {w} ⊆ f∗(Z2).

so

U ∩W \ {w} ⊆ f∗(Z1) ∩ f∗(Z2) ⊆ f∗(Z1 ∩ Z2) = ∅.

So we have a non-empty subset of an empty set and
we have a contradiction. Our assumption that there
are distinct z1 and z2 such that limx→w f(x) = z1
and limx→w f(x) = z2 must therefore be false.

The ideas of the proof are the same as those in the
proof of Theorem 1.7.3, but very little of the actual
text has survived.

Note that the new theorem requires an extra hy-
pothesis, that the topological space (Y, TY ) is Haus-
dorff, but this hypothesis is automatically satisfied
when TY is the topology of open sets in a metric
space, so this is a genuine generalisation of our ear-
lier theorem.

Theorem 1.12.4. Suppose that (X, TX) is a metric
space and (Y, q) is a normed vector space and that
U ⊆ X. Let dY (a,b) = q(a − b), which, by Theo-
rem 1.6.2, is a metric on Y and let TY be the topology
of open sets for the metric dY . Suppose that f1, . . . ,
fk are functions from U to Y such that

lim
x→w

fj(x) = zj

for j = 1, . . . , k. Then

lim
x→w

k∑
j=1

fj(x) =

k∑
j=1

zj .

Proof. Suppose Z ∈ TY and
∑k
j=1 zj ∈ Z. Then

there is an ε > 0 such that

B

 k∑
j=1

zj , ε

 ⊆ Z.
Then ε/(k+ 1) > 0. Since limx→w fj(z) = zj there is
a Wj ∈ TX such that w ∈Wj and

f∗j (B(zj , ε/(k + 1)) ⊆ U ∩Wj \ {w}.

Let

W =

k⋂
j=1

Wj .

Then w ∈ W and W ∈ TX . If x ∈ U ∩ W \ {w}
then x ∈ U ∩Wj \ {w} for each j and hence fj(x) ∈
B(zj , ε/(k + 1). In other words,

dY (fj(x), zj) <
ε

k + 1
.

In view of the definition of dY ,

q (fj(x)− zj) <
ε

k + 1
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and so

q

 k∑
j=1

(fj(x)− zj)

 ≤ k∑
j=1

q (fj(x)− zj)

<

k∑
j=1

ε

k + 1
.

By the associativity and commutativity of addition
this is equivalent to

q

 k∑
j=1

fj(x)−
k∑
j=1

zj

 <

k∑
j=1

ε

k + 1
< ε.

Using the definition of dY again,

dY

 k∑
j=1

fj(x),

k∑
j=1

zj

 < ε.

In other words,

k∑
j=1

fj(x) ∈ B

 k∑
j=1

zj , ε

 .

From this it follows that

k∑
j=1

fj(x) ∈ Z

and hence

x ∈

 k∑
j=1

fj

∗ (Z).

x ∈ U ∩W \ {w} was arbitrary, so

U ∩W \ {w} ⊆

 k∑
j=1

fj

∗ (Z).

For every Z ∈ TX such that
∑k
j=1 zj ∈ Z we thus

have a W ∈ TX such that w ∈W and

U ∩W \ {w} ⊆

 k∑
j=1

fj

∗ (Z).

In other words,

lim
x→w

k∑
j=1

fj(x) =

k∑
j=1

zj .

1.13 Neighbourhoods

We can state some of the results above slightly more
cleanly in terms of neighbourhoods.

Definition 1.13.1. If (X, T ) is a topological space,
x ∈ X and V ∈ ℘(X) then V is said to be a neigh-
bourhood of x if there is a U ∈ T such that x ∈ U
and U ⊆ V . It is called an open neighbourhood if, in
addition, V ∈ T . The set of neighbourhoods of x is
denoted by N (x) and the set of open neighbourhoods
of x is denoted by O(x).

Just as the notation for balls doesn’t indicate the
underlying metric space, which must therefore be un-
derstood from context, the notation for sets of neigh-
bourhoods doesn’t indicate the underlying topologi-
cal space.

As you would expect, an open neighbourhood is
simply a neighbourhood which is open. Unfortu-
nately terminology isn’t standard however. There
are authors who use the word “neighbourhood” by it-
self to mean what is called an “open neighbourhood”
above.

Neighbourhoods may or may not be open. In R
with the usual metric d(x, y) = |x − y| the interval
(−1, 1) is an open neighbourhood of 0, because not
only is it a neighbourhood of 0 but it is also a neigh-
bourhood of every other point in (−1, 1). Indeed, if
x ∈ (−1, 1) then B(x, 1−|x|) ⊆ (−1, 1). The interval
[−1, 1], by contrast, is not an open neighbourhood of
0. It is a neighbourhood of 0, but it is not a neigh-
bourhood of either −1 or +1 and so is not open.

The word “neighbourhood” is slightly misleading.
A set is a neighbourhood of w if w and all points
sufficiently close to w belong to the set, but points
arbitrarily far away might also be in the set. For
example, it’s clear from the definition that X itself is
a neighbourhood of w.
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Lemma 1.13.2. If (X, T ) is a topological space, x ∈
X and V ∈ ℘(X) then V is an open neighbourhood
of x if and only if x ∈ V and V ∈ T .

Proof. If V is an open neighbourhood of x then V ∈
T and there is a U ∈ T such that x ∈ U and U ⊆ V .
From x ∈ U and U ⊆ V it follows that x ∈ V .

Conversely, suppose that x ∈ V and V ∈ T . Let
U = V . Then x ∈ U , U ∈ T and U ⊆ V . So V is
a neighbourhood of x. It’s an open neighbourhood
since V ∈ T .

Proposition 1.13.3. Suppose that (X, TX) and
(Y, TY ) are topological spaces. If f : U → Y is a func-
tion defined on a subset U ⊆ X, w ∈ X and z ∈ Y
then the following three conditions are equivalent.

(a)
lim
x→w

f(x) = z,

(b) For all T ∈ N (z) there is a W ∈ O(w) such that
if x ∈ U ∩W \ {w} then f(x) ∈ T .

(c) For all T ∈ N (z) there is a W ∈ O(w) such that

U ∩W \ {w} ⊆ f∗(T ).

Proof. Suppose that for all T ∈ N (z) there is a W ∈
O(w) such that

U ∩W \ {w} ⊆ f∗(T ).

If x ∈ U and Z ∈ TY is such that z ∈ Z then Z ∈
O(z) ⊆ N (z) and so there is there is a W ∈ N (w)
such that

U ∩W \ {w} ⊆ f∗(Z).

By Definition 1.12.1 it follows that

lim
x→w

f(x) = z.

Suppose, conversely, that

lim
x→w

f(x) = z.

If T ∈ N (z) then there is a Z ∈ TY such that z ∈ Z
and Z ⊆ T . By Definition 1.12.1 there is a W ∈ TX
such that w ∈W and

U ∩W \ {w} ⊆ f∗(Z).

Since f∗(Z) ⊆ f∗(T ) it follows that

U ∩W \ {w} ⊆ f∗(T ).

The set neighbourhoods of a point in a topological
space has a number of useful properties.

Proposition 1.13.4. Suppose (X, T ) is a topological
space and x ∈ X.

(a) N (x) 6= ∅

(b) ∅ /∈ N (x).

(c) If A ∈ N (x) and B ∈ N (x) then there is a C ⊆
A ∩B such that C ∈ N (x).

(d) If A ∈ N (x) and A ⊆ B ⊆ X then B ∈ N (x).

Proof. We check the four properties in turn.

(a) X ∈ N (x).

(b) x /∈ ∅.

(c) If A,B ∈ N (x) then there are V,W ∈ T such
that x ∈ V and V ⊆ A and also x ∈ W and
W ⊆ B. Then x ∈ A ∩ B and V ∩W ⊆ A ∩ B.
Since T is a topology we also have V ∩W ∈ T .
Let U = V ∩W and C = A∩B. We’ve just seen
that U ∈ T , x ∈ U and U ⊆ C. So C ∈ N (x).

(d) If A ∈ N (x) then there is a V ∈ T such that
x ∈ V and V ⊆ A. Since A ⊆ B we then have
V ⊆ B. So B ∈ N (x).

1.14 Directed sets

The notion of a directed set generalises some of the
properties of the set of neighbourhoods of a point in
a topological space. It doesn’t generalise enough of
them for all our purposes, which is why we will need
to introduce filters and prefilters later, but directed
sets are simpler, so we will start there.

Definition 1.14.1. A directed set is a pair (D,4)
consisting of a set D and a relation 4 on D satisfying
the following conditions.
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(a) For all a ∈ D, a 4 a.

(b) For all a, b, c ∈ D. if a 4 b and b 4 c then a 4 c.

(c) For all a, b ∈ D there is a c ∈ D such that a 4 c
and b 4 c.

Note that Condition 1.14.1c refers only to a pair
of elements a and b in D but this can then be ex-
tended to any non-empty finite collection of elements
by induction.

You’ve seen many examples of directed sets al-
ready, although they weren’t described that way at
the time.

Proposition 1.14.2. The following are directed sets:

(a) the set of positive integers with the relation ≤

(b) the set of positive integers with the relation |,
where a|c means that a divides c, i.e. that there
is a positive integer b such that ab = c.

(c) the integers or the rationals or the real numbers
with the relation ≤

(d) the integers or the rationals or the real numbers
with the relation ≥

(e) the set ℘(X), where X is any set, with the rela-
tion ⊆

(f) the set ℘(X), where X is any set, with the rela-
tion ⊇

(g) the set F of finite subsets of a set X, with the
relation ⊆

(h) the set F of finite subsets of a set X, with the
relation ⊇

(i) the set N of non-empty subsets of a set X, with
the relation ⊆

(j) the set P of proper subsets of a set X, with the
relation ⊆

(k) the set of open (or closed) balls centred at a point
x in a metric space (X, d) with the relation ⊆

(l) the set of open (or closed) balls centred at a point
x in a metric space (X, d) with the relation ⊇

(m) The set N (x) of neighbourhoods, or the set O(x)
or open neighbourhoods, of a point x in a topo-
logical space with the relation ⊆

(n) or the set O(x) or open neighbourhoods, of a
point x in a topological space with the relation ⊇

Proof. In each of these examples the condition
1.14.1a follows from the fact that a ≤ a for any real
number a, the fact that a|a integer a, or the fact that
A ⊆ A for any set A. Similarly, 1.14.1b follows from
the fact that a ≤ b and b ≤ c imply a ≤ c for any real
numbers a, b and c, the fact that a|b and b|c imply a|c
for any integers, or the fact that A ⊆ B and B ⊆ C
imply A ⊆ C for any sets A, B and C. It therefore
suffices to check the condition 1.14.1c.

(a) If a and b are positive integers then max(a, b)
is a positive integer, a ≤ max(a, b) and b ≤
max(a, b).

(b) If a and b are positive integers then lcm(a, b) is
a positive integer, where lcm denotes the least
common multiple, a| lcm(a, b) and b| lcm(a, b).

(c) If a and b are integers then max(a, b) is an inte-
ger, a ≤ max(a, b) and b ≤ max(a, b). The same
holds with integers replaced by rationals or reals.

(d) If a and b are integers then min(a, b) is an integer,
a ≥ min(a, b) and b ≥ min(a, b). The same holds
with integers replaced by rationals or reals.

(e) If A and B are subsets of X then A ∪ B is a
subset of X, A ⊆ A ∪B and B ⊆ A ∪B.

(f) If A and B are subsets of X then A ∩ B is a
subset of X, A ⊇ A ∩B and B ⊇ A ∩B.

(g) If A and B are finite subsets of X then A∪B is
a finite subset of X, A ⊆ A∪B and B ⊆ A∪B.

(h) If A and B are finite subsets of X then A∩B is
a finite subset of X, A ⊇ A∩B and B ⊇ A∩B.

(i) If A and B are non-empty subsets of X then
A ∪ B is a non-empty subset of X, A ⊆ A ∪ B
and B ⊆ A ∪B.

(j) If A and B are proper subsets of X then A∩B is
a proper subset of X, A ⊇ A∩B and B ⊇ A∩B.
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(k) If B(x, r) and B(x, s) are balls centred at x then
B(x,max(r, s)) is a ball centred at x, B(x, r) ⊆
B(x,max(r, s)), and B(x, s) ⊆ B(x,max(r, s)).
The same construction works with closed balls
in place of open balls.

(l) If B(x, r) and B(x, s) are balls centred at x then
B(x,min(r, s)) is a ball centred at x, B(x, r) ⊇
B(x,min(r, s)), and B(x, s) ⊇ B(x,min(r, s)).
The same construction works with closed balls
in place of open balls.

(m) If A and B are neighbourhoods of x then A ∪B
is a neighbourhood of x, A ⊆ A∪B and B ⊆ A∪
B. The same holds with open neighbourhoods
in place of neighbourhoods.

(n) If A and B are neighbourhoods of x then A ∩B
is a neighbourhood of x, A ⊇ A∩B and B ⊇ A∩
B. The same holds with open neighbourhoods
in place of neighbourhoods.

The c from 1.14.1c is generally not unique. For
example, in 1.14.2b we could have used ab rather than
lcm(a, b). Where possible I’ve chosen a c in the proofs
above which is in some sense minimal, but I didn’t
have to, and it’s not always possible to.

If (D,4) is a directed set and < is defined by a < b
if and only if b 4 a then a < a for all a ∈ D and if
a < b and b < c then a < c for all a, b, c ∈ D. So
(D,<) is a directed set if and only if for all a, b ∈ D
there is a c such that a < c and b < c, i.e. such that
c 4 a and c 4 b. This holds for most of the examples
above, and indeed most of them occur in pairs like
this, but it doesn’t hold for all of them. (N,⊇) and
(P,⊆) are not directed sets, for example.

We’re interested in functions between directed sets
which are compatible with the order relations on
them.

Definition 1.14.3. If (D,4) and (E,2) are directed
sets then a function τ : D → E is called monotone if
τ(a) 2 τ(b) whenever a 4 b.

There are various ways to construct one directed
set from another.

Proposition 1.14.4. (a) If (E,2) and S ⊆ E then
(S,2) is a directed set if and only if for all p, q ∈
S there is an r ∈ S such that p 2 r and q 2 r.

(b) Suppose (D,4) and (E,2) are directed sets and
τ : D → E is a monotone function. Then
(τ∗(D),2) is a directed set.

(c) Suppose (D,4) is a directed set. For each a ∈ D
let

Ta = {b ∈ D : a 4 b}

and let E be set of sets of the form Ta for some
a ∈ D. Then a 4 b if and only if Ta ⊇ Tb and
(E ,⊇) is also a directed set.

Proof. (a) If p ∈ S then p 2 p because p ∈ E and
(E,2) is a directed set. If p, q, r ∈ S, p 2 q and
q 2 r then p 2 r because p, q, r ∈ E and (E,2)
is a directed set. Those are 1.14.1a and 1.14.1b.
So (S,2) is a directed set if and only if it satisfies
1.14.1c

(b) By the previous part we only need to check that
if p, r ∈ τ∗(D) then there is an r ∈ τ∗(D) such
that p 2 r and q 2 r. If p, q ∈ τ∗(D) then there
are a, b ∈ D such that p = τ(a) and q = τ(b).
(D,4) is a directed set so there must be a c ∈
D such that a 4 c and b 4 c. Let r = τ(c).
Our assumption that τ is monotone implies that
τ(a) 2 τ(c) and τ(b) 2 τ(c). In other words,
p 2 r and q 2 r.

(c) Let E = ℘(D). By Proposition 1.14.2f (E,⊇) is
a directed set. Let τ : D → E be defined by

τ(a) = Ta.

Then E = τ∗(D). Suppose a 4 b. If c ∈ Tb then
b 4 c so a 4 c, since (D,4) is a directed set,
and hence c ∈ Ta. So every c ∈ Tb belongs to
Ta. In other words, Ta ⊇ Tb, i.e. τ(a) ⊇ τ(b).
Although we won’t need it here, the converse is
also true. If τ(a) ⊇ τ(b), i.e. if Ta ⊇ Tb, then
b ∈ Ta and so a 4 b. In other words, a 4 b if and
only if τ(a) ⊇ τ(b). The previous part therefore
shows that (E ,⊇) is a directed set.
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It follows from Propositions 1.14.2c and 1.14.4c,
for example that the set of all semi-infinite intervals
of the form [a,+∞) with the relation ⊇ is a directed
set.

1.15 Filters and prefilters

It’s useful to have names for sets of subsets satisfying
the conditions in Proposition 1.13.4, and also for sets
of subsets satisfying all but the last condition.

Definition 1.15.1. Suppose X is a set F ∈
℘(℘(X)). Then F is called a filter if it satisfies all of
the following conditions.

(a) F 6= ∅

(b) ∅ /∈ F .

(c) If A ∈ F and B ∈ F then there is a C ⊆ A ∩ B
such that C ∈ F .

(d) If A ∈ F and A ⊆ B ⊆ X then B ∈ F .

F is called a prefilter if it satisfies the first three con-
ditions.

Note that we don’t assume a prefilter fails to sat-
isfy the last condition; we simply don’t assume that
it does. So any filter is automatically a prefilter. Pre-
filters needn’t be filters though, as we’ll see in a mo-
ment.

Proposition 1.15.2. If F is a prefilter or filter then
(F ,⊇) is a directed set. If D ∈ ℘(℘(X)) for some set
X, D 6= ∅, ∅ /∈ D, and (D,⊇) is a directed set then
D is a prefilter.

Proof. Suppose F is a filter or prefilter. A ⊇ A for all
A ∈ F and if A ⊇ B and B ⊇ C then A ⊇ C for all
A,B,C ∈ F . So the conditions 1.14.1a and 1.14.1b
hold. If A,B ∈ F then there is, by 1.15.1c, a C ∈ F
such that C ⊆ A ∩ B. Then A ⊇ C and B ⊇ C, so
the condition 1.14.1c is satisfied. Therefore (F ,⊇) is
a directed set.

Suppose D ∈ ℘(℘(X)) for some set X, D 6= ∅,
∅ /∈ D, and (D,⊇) is a directed set. Then D satisfies
the conditions 1.15.1a and 1.15.1b. If A,B ∈ D then
by the condition 1.14.1c there is a C ∈ D such that

A ⊇ C and B ⊇ C, from which it follows that C ⊆
A ∩ B, so the condition 1.15.1c is also satisfied and
D is a filter.

Proposition 1.15.3. Suppose (X, T ) is a topological
space and x ∈ X. Then N (x) is a filter and O(x) is
a prefilter.

Proof. The fact that N (x) is a filter is just Proposi-
tion 1.13.4. To show that O(x) is a prefilter we can
use Proposition 1.15.2 above together with Proposi-
tion 1.14.2n.

Note that O(x) is rarely a filter. In the case X = R
we have (−1, 1) ∈ O(0) and (−1, 1) ⊆ [−1, 1] but
[−1, 1] /∈ O(0) because [−1, 1] is not open. On the
other hand, if T is the discrete topology on a set X
then O(x) is the set of all subsets containing x, which
is the same as N (x), which we’ve just seen is a filter.

The proposition shows that O(x) is a prefilter if
x ∈ X and (X, T ) is a topological space, but not
every filter arises in this way. Consider for example
the set

E = {A ∈ ℘(R) : ∃a ∈ R : A = [a,+∞)},

which we already saw is a directed set. It’s non-empty
and does not contain the empty set so by Proposi-
tion 1.15.2 it is a prefilter.

Although the definition of a filter only requires that
if A,B ∈ F then there is some C ⊆ A ∩B such that
C ∈ F this is in fact true of C = A ∩B.

Lemma 1.15.4. If F is a filter on a set X and
A,B ∈ F then A ∩B ∈ F .

Proof. The third condition of the definition just gives
a C ⊆ A ∩ B such that C ∈ F but using the last
condition we see that C ⊆ A ∩ B and C ∈ F imply
A ∩B ∈ F .

Of course one can then show by induction that any
finite intersection of elements of F is also an element
of F .

Another example of a filter, closely related to the
definition of limits, is given by the following proposi-
tion.
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Proposition 1.15.5. If (X, T ) is a topological space,
w ∈ X and U ∈ ℘(X) then the set E(w) ∈ ℘(℘(X))
consisting of sets of the form U ∩ W \ {w} where
W ∈ O(w) is a prefilter if and only if w is a limit
point of U .

Proof. (O(w),⊇) is a directed by Proposi-
tion 1.14.2n. Define τ : O(w)→ ℘(℘(X)) by

τ(W ) = U ∩W \ {w}.

If V ⊇ W then τ(V ) ⊇ W . In other words τ is
monotone. Now E(w) = τ∗(O) by definition so E(w)
is a directed set by Proposition 1.14.4b. It’s non-
empty because it’s the image of the non-empty set
O(w). By Proposition 1.15.2 it’s a prefilter if and
only if ∅ /∈ E(w) which happens if and only if w is a
limit point of U , by Proposition 1.11.4.

The prefilter E(w) from the proposition is never a
filter, but there is a simple way to get a filter from a
prefilter.

Definition 1.15.6. If X is a set and E ∈ ℘(℘(X))
then the upward closure of E is the set of B ∈ ℘(X)
such that there is an A ∈ E with A ⊆ B. E is called
upward closed if it is equal to its upward closure.

Note that Condition 1.15.1d from the definition
of a filter is simply the statement that F is upward
closed.

Proposition 1.15.7. (a) If X and Y are sets,
f : X → Y is a function and F ∈ ℘(℘(X)) is
upward closed then so is f∗∗(F).

(b) If X is set and E ∈ ℘(℘(X)) and F is the upward
closure of E then E ⊆ F .

(c) If E is a prefilter on a set X and F is the upward
closure of E then E is a filter if and only if E = F .

(d) If E is a prefilter on a set X and F is the upward
closure of E then F is a filter on X.

(e) If E is a prefilter, F is the upward closure of E,
G is a filter and E ⊆ G then F ⊆ G.

Proof. We prove each of the statements in turn.

(a) Suppose A ⊆ B and A ∈ f∗∗(F). Then f∗(A) ∈
F . f∗(A) ⊆ f∗(B) and F is upward closed so
f∗(B) ∈ F . In other words B ∈ f∗∗(F). So if
A ⊆ B and A ∈ f∗∗(F) then B ∈ f∗∗(F). In
other words, f∗∗(F) is upward closed.

(b) If B ∈ E then there is an A ∈ E such that A ⊆ B,
namely A = B.

(c) E is a prefilter so it satisfies conditions 1.15.1a,
1.15.1b and 1.15.1c. It is a filter if and only if
it satisfies 1.15.1d. But 1.15.1d is just the state-
ment that the upward closure of E is contained in
E . We just saw that the reverse inclusion always
holds.

(d) We need to check conditions 1.15.1a, 1.15.1b,
1.15.1c and 1.15.1d.

E 6= ∅ and E ⊆ F so F 6= ∅. This establishes
1.15.1a

If ∅ ∈ F then there is an S ∈ E such that S ⊆
T . But S 6= ∅ because ∅ /∈ E . So we have
a non-empty subset of an empty set, which is
impossible. So the assumption ∅ ∈ F is false.
This establishes 1.15.1b

If S, T ∈ F then there are P,Q ∈ E such that
P ⊆ S and Q ⊆ T . E is a prefilter so there is an
R ∈ E such that R ⊆ P∩Q. But P∩Q ⊆ S∩T so
R ⊆ S∩T . But then S∩T ∈ F . This establishes
1.15.1c

If S ∈ F and S ⊆ T then there is an R ∈ E such
that R ⊆ S. But then R ⊆ T , so T ∈ F . This
establishes 1.15.1d

(e) IfB ∈ F then there is anA ∈ E such thatA ⊆ B.
E ⊆ G so A ∈ G. But G is a filter and A ⊆ B
so B ∈ G. We’ve just seen that if B ∈ F then
B ∈ G, so F ⊆ G.

We’ve already seen an example of this construction.
N (x) is just the upward closure of O(x).

We can describe the Hausdorff property in terms
of filters.

29



Theorem 1.15.8. Suppose (Y, T ) is a topological
space. The topology T on Y is Hausdorff if and only
if for every filter G on Y there is at most one z ∈ Y
such that N (z) ⊆ G.

Proof. Suppose T is Hausdorff. For any distinct
z1, z2 ∈ Y there are open sets V1, V2 such that
z1 ∈ V1, z2 ∈ V2 and V1∩V2 = ∅. Now V1 ∈ O(z1) ⊆
N (z1) and V2 ∈ O(z2) ⊆ N (z2). If there were a fil-
ter G such that N (z1) ⊆ G and N (z2) ⊆ G then we
would have V1 ∈ G and V2 ∈ G. By Lemma 1.15.4 we
would then have ∅ ∈ G, but G is a filter, so this is
impossible. So there is at most one z ∈ Y such that
N (z) ⊆ G.

Suppose, on the other hand, that T is not Haus-
dorff, i.e. that there are distinct z1, z2 ∈ Y such that
V1 ∩ V2 6= ∅ for all V1 ∈ O(z1) and V2 ∈ O(z2).
Let F be the set of sets of the form V1 ∩ V2 where
V1 ∈ O(z1) and V2 ∈ O(z2). I claim that F is a pre-
filter. X ∈ F so F 6= ∅. On the other hand, we’ve
just seen that the assumption that T is not Haus-
dorff implies that ∅ /∈ F . If A,B ∈ F then there
are V1,W1 ∈ O(z1) and V2,W2 ∈ O(z2) such that
A = V1 ∩ V2 and B = W1 ∩W2. Then

A ∩B = (V1 ∩W2) ∩ (V2 ∩W2).

Now V1 ∩ W1 ∈ O(z1) and V1 ∩ W1 ∈ O(z1) so
A ∩ B ∈ F . We’ve now checked that F has the
three properties required for it to be a prefilter. Let
G be the upward closure of F , which is, by Propo-
sition 1.15.7, a filter containing F . If T ∈ N (z1)
then there is an S ∈ O(z1) such that S ⊆ T . Now
S ∈ O(z1) and Y ∈ O(z2) so S ∩ Y ∈ F . But S ⊆ Y
so S∩Y = S. G is the upward closure of F and S ⊆ T
so T ∈ G. We’ve just seen that if T ∈ N (z1) then
T ∈ G, so N (z1) ⊆ G. Similarly, N (z2) ⊆ G. So there
is more than one z ∈ Y such that N (z) ⊆ G.

Note that while for each filter G there is at most
one z ∈ Y such that N (z) ⊆ G it’s entirely possible
that there is no such z. Consider, for example, the
upward closure of the prefilter on R of semi-infinite
intervals [a,∞) considered earlier. Calling this filter
G, there is no z ∈ R such that N (z) ⊆ G. If there
were then we would have

(z − 1, z + 1) ∈ O(z) ⊆ N (z) ⊆ G

and [z + 1,∞) ∈ G so

∅ = (z − 1, z + 1) ∩ [z + 1,∞) ∈ G,

which is impossible because G is a filter.

1.16 Directed sets and limits

Definition 1.16.1. Suppose that (D,4) is a non-
empty directed set, U is a set, (Y, T ) is a topological
space, z ∈ Y , ω is a monotone function from (D,4)
to (℘(U),⊇), and f is a function from U to Y . We
say that z is the limit of f with respect to ω, written,

lim
ω
f = z,

if N (z) is a subset of f∗∗(F), where F is the upward
closure of ω∗(D).

Theorem 1.16.2. Suppose that (D,4) is a non-
empty directed set, U is a set, (Y, T ) is a topological
space, z ∈ Y , ω is a monotone function from (D,4)
to (℘(U),⊇), and f is a function from U to Y . Let F
be the upward closure of ω∗(D). The following state-
ments are equivalent.

(a) limω f = z.

(b) For every P ∈ O(z) there is an a ∈ D such that
if x ∈ ω(a) then f(x) ∈ P .

(c) For every P ∈ O(z) there is an a ∈ D such that
f∗(ω(a)) ⊆ P .

(d) For every P ∈ O(z) there is an a ∈ D such that
f∗(P ) ⊇ ω(a).

(e) For every P ∈ O(z) there is a B ∈ F such that
f∗(P ) = B.

(f) For every P ∈ O(z), f∗(P ) ∈ F .

(g) For every P ∈ O(z), P ∈ f∗∗(F).

(h) O(z) ⊆ f∗∗(F).

(i) N (z) ⊆ f∗∗(F).

(j) For every P ∈ N (z), P ∈ f∗∗(F).

(k) For every P ∈ N (z), f∗(P ) ∈ F .
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(l) For every P ∈ N (z) there is a B ∈ F such that
f∗(P ) = B.

(m) For every P ∈ N (z) there is an a ∈ D such that
f∗(P ) ⊇ ω(a).

(n) For every P ∈ N (z) there is an a ∈ D such that
f∗(ω(a)) ⊆ P .

(o) For every P ∈ N (z) there is an a ∈ D such that
if x ∈ ω(a) then f(x) ∈ P .

Proof. 1.16.2a and 1.16.2i are equivalent by the def-
inition of the limit. 1.16.2c is equivalent to 1.16.2b
by the definition of the image. 1.16.2d is equivalent
to 1.16.2b by the definition of the preimage. 1.16.2e
follows from 1.16.2d because if we set B = f∗(P )
then ω(a) ∈ ω∗(D) and ω(a) ⊆ B so B ∈ F , by
the definition of the upward closure. 1.16.2f follows
from 1.16.2e because if B = f∗(P ) and B ∈ F then
f∗(P ) ∈ F . 1.16.2g follows from 1.16.2f by the defi-
nition of the preimage. 1.16.2h follows from 1.16.2g
by the definition of inclusion of sets. 1.16.2i follows
from 1.16.2h because if Q ∈ N (z) then there is an
P ∈ O(z) such that P ⊆ Q. Then P ∈ f∗∗(F) by
1.16.2h. F is the upward closure of ω∗(D) and hence
is upward closed. It follows from Proposition 1.15.7b
that f∗∗(F) is upward closed and hence Q ∈ f∗∗(F).
1.16.2j follows from 1.16.2i by the definition of inclu-
sion of sets. 1.16.2k follows from 1.16.2j by the def-
inition of the preimage. 1.16.2l follows from 1.16.2k
because if we set B = f∗(P ) and f∗(P ) ∈ F then
B ∈ F . 1.16.2m follows from 1.16.2l because if B ∈ F
then there is, by the definition of the upward closure,
an A ∈ ω∗(D) such that A ⊆ B and hence, by the
definition of the image, an a ∈ D such that ω(a) ⊆ B.
1.16.2o is equivalent to 1.16.2m by the definition of
the preimage. 1.16.2o is equivalent to 1.16.2n by the
definition of the image. 1.16.2b follows from 1.16.2o
because O(z) ⊆ N (z) by Proposition 1.15.7b.

Theorem 1.16.3. Suppose that (D,4) is a non-
empty directed set, U is a set, (Y, T ) is a topologi-
cal space, ω is a monotone function from (D,4) to
(℘(U),⊇), and ∅ /∈ ω∗(D)

(a) If f is a function from U to Y and T is Haus-
dorff then there is at most one z ∈ Y such that
limω f = z.

(b) Suppose Y = R and T is the usual topology on
R. If f and g are functions from U to Y such
that f(x) ≤ g(x) for all x ∈ U and limω f and
limω g exist then limω f ≤ limω g.

(c) Suppose Y is a vector space and T is the topology
associated to a norm q on Y . Suppose

g =

k∑
j=1

αjfj

where f1, . . . fk are functions from U to Y ,
α1, . . . , αk ∈ R, and

lim
ω

fj = zj ,

where z1, . . . zk ∈ Y . Then

lim
ω

g =

k∑
j=1

αjzj .

Also,

lim
ω
q ◦ g ≤

k∑
j=1

|αj | lim
ω
q ◦ fj ,

provided all the limits appearing in the inequality
exist.

Proof. First note that ω∗(D) is the image of a non-
empty set and so is non-empty and ∅ /∈ ω∗(D) by
hypothesis. (ω∗(D),⊇) is a directed set by Proposi-
tion 1.14.4b and so ω∗(D) is a prefilter by Proposi-
tion 1.15.2. Its upward closure F is then a filter by
Proposition 1.15.7d. We now prove the assertions of
the theorem in order.

(a) By Theorem 1.15.8 there is at most one z such
that N (z) ⊆ f∗∗(F). In view of the definition
of the limit that’s the same as saying there’s at
most one z such that limω f = z.

(b) Suppose λ > 0. Let ε = λ/2. Then ε > 0. Let

z1 = lim
ω
f

and
z2 = lim

ω
g.
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B(z1, ε) ∈ N (z1) and B(z2, ε) ∈ N (z2) so by
Theorem 1.16.2 there are a, b ∈ D such that if
x ∈ ω(a) then f(x) ∈ B(z1, ε) and if x ∈ ω(b)
then g(x) ∈ B(z2, ε). (D,4) is a directed set so
there is a c ∈ D such that a 4 c and b 4 c.
∅ /∈ ω∗(D) so ω(c) is non-empty and there is
therefore an x ∈ ω(c). ω is monotone so ω(a) ⊇
ω(c) and ω(b) ⊇ ω(c). It follows that x ∈ ω(a)
and x ∈ ω(b). Therefore f(x) ∈ B(z1, ε) and
g(x) ∈ B(z2, ε). In other words, |f(x) − z1| < ε
and |g(x)− z2| < ε. Therefore

z1 < f(x) + ε ≤ g(x) + ε < z2 + 2ε = z2 + λ.

So limω f < λ + limω g for all positive λ, which
is possible only if limω f ≤ limω g.

(c) Suppose

P ∈ O

 k∑
j=1

αjzj


Then there is an ε > 0 such that

B

 k∑
j=1

zj , ε

 ⊆ P.
Choose some

κ >

k∑
j=1

|αj |.

Then ε/κ > 0. Since limω fj = zj and
B(zj , ε/κ) ∈ O(zj) there is an aj ∈ D such that
if x ∈ ω(aj) then fj(x) ∈ B(zj , ε/κ). (D,4)
is a directed set so there’s a c ∈ D such that
aj 4 c for all j. ω is monotone so ω(aj) ⊇ ω(c).
Suppose x ∈ ω(c). Then x ∈ ω(aj) and hence
fj(x) ∈ B(zj , ε/κ) for each j. In other words

q(fj(x)− zj) < ε/κ

for each j. By the properties of norms then

q (αj (fj(x)− zj)) <
|αj |ε
κ

.

Because of our choice of κ this implies

q

 k∑
j=1

αj (fj(x)− zj)

 < ε.

By the associative, commutative and distributive
properties of vector spaces this is the same as

q

 k∑
j=1

αjfj(x)−
k∑
j=1

αjzj

 < ε

or

q

g(x)−
k∑
j=1

αjzj

 < ε.

In other words,

g(x) ∈ B

 k∑
j=1

zj , ε


and hence

g(x) ∈ P.

In other words, for any P ∈ O
(∑k

j=1 αjzj

)
we’ve found a c ∈ D such that if x ∈ ω(c) then
g(x) ∈ P . By Theorem 1.16.2 then

lim
ω

g =

k∑
j=1

αjzj .

(d) By the properties of norms,

q (g(x)) ≤
k∑
j=1

|αj |q(fj(x))

for all x ∈ U . Applying the third part of the
theorem,

lim
ω

k∑
j=1

|αj |q ◦ fj =

k∑
j=1

|αj | lim
ω
q ◦ fj .

Then applying the second part,

lim
ω
q ◦ g ≤ lim

ω

k∑
j=1

|αj |q ◦ fj .

Combining these

lim
ω
q ◦ g ≤

k∑
j=1

|αj | lim
ω
q ◦ fj .
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1.17 Theorems 1.12.3 and 1.12.4 re-
visited

As a corollary to the preceding theorem we have
the following theorem which incorporates Theorems
1.12.3 and 1.12.4 together with various other useful
results.

Theorem 1.17.1. Suppose that (X, TX) and (Y, TY )
are topological spaces, that U ∈ ℘(X) and that w ∈ X
is a limit point of U .

(a) If f is a function from U to Y and TY is Haus-
dorff then there is at most one z ∈ Y such that
limx→w f(x) = z.

(b) Suppose Y = R and T is the usual topol-
ogy on R. If f and g are functions from U
to Y such that f(x) ≤ g(x) for all x ∈ U
and limx→w f(x) and limx→w g(x) exist then
limx→w f(x) ≤ limx→w g(x).

(c) Suppose Y is a vector space and T is the topology
associated to a norm q on Y . Suppose

g =

k∑
j=1

αjfj

where f1, . . . fk are functions from U to Y ,
α1, . . . , αk ∈ R, and

lim
x→w

fj(x) = zj ,

where z1, . . . zk ∈ Y . Then

lim
x→w

g(x) =

k∑
j=1

αjzj .

Also,

lim
x→w

(q ◦ g)(x) ≤
k∑
j=1

|αj | lim
x→w

(q ◦ fj)(x),

provided all the limits appearing in the inequality
exist.

Proof. Let D be O(w) and let 4 be ⊇. Then (D,4)
is a directed set by Proposition 1.14.2n. It is clearly
non-empty since X ∈ O(w). Let ω : D → ℘(U) be de-
fined by ω(W ) = U ∩W \{w}. Then ω is a monotone
function from the directed set (D,4) = (O(w),⊇) to
to the directed set (℘(U),⊇), as was observed in the
proof of Proposition 1.15.5. ∅ /∈ ω∗(D) because w is
a limit point of U . By Theorem 1.16.2

lim
ω
f = z

for a function f from U to Y if and only if for all
Z ∈ O(z) there is a W ∈ D such that ω(W ) ⊆ f∗(Z),
i.e. if and only if for all Z ∈ TY such that z ∈ Z there
is a W ∈ TX such that w ∈W and

U ∩W \ {w} ⊆ f∗(Z).

By Definition 1.12.1 this is the same as

lim
x→w

f(x) = z.

We can therefore apply Theorem 1.16.3, replacing
limω everywhere by limx→w.

The alternate proof of Theorems 1.12.3 and 1.12.4
provided by the theorem above is much shorter than
the proofs given when they were first stated, but only
because it depends on many results proved in be-
tween. If those results served only to give new proofs
of Theorems 1.12.3 and 1.12.4 it would be hard to ar-
gue that the reward was worth the effort. But in fact
we can now give equally short proofs of the analogous
theorems for a wide variety of types of limits.

1.18 Other types of limit

Limits at infinity are defined as follows.

Definition 1.18.1. Suppose U ∈ ℘(R) is such that
for every a ∈ R there is an x ∈ U with x ≥ a and
that (Y, T ) is a topological space. If f is a function
from U to Y then we say that z ∈ Y is the limit of f
at +∞, written

lim
x→+∞

f(x) = z

if for all Z ∈ O(z) there is an a ∈ R such that if
x ∈ U and x ≥ a then f(x) ∈ Z.

33



As in the theory of limits at finite points we allow
our functions to be defined only on a subset. The
usefulness of this will become clear shortly.

Theorem 1.18.2. Suppose U ∈ ℘(R) is such that
for every a ∈ R there is an x ∈ U with x ≥ a and
that (Y, T ) is a topological space. If f is a function
from U to Y then we say that z ∈ Y is the limit of f
at +∞, written

lim
x→+∞

f(x) = z

if for all Z ∈ O(z) there is an a ∈ R such that if
x ∈ U and x ≥ a then f(x) ∈ Z.

(a) If f is a function from U to Y and T is Haus-
dorff then there is at most one z ∈ Y such that
limx→+∞ f(x) = z.

(b) Suppose Y = R and T is the usual topol-
ogy on R. If f and g are functions from U
to Y such that f(x) ≤ g(x) for all x ∈ U
and limx→+∞ f(x) and limx→+∞ g(x) exist then
limx→+∞ f(x) ≤ limx→+∞ g(x).

(c) Suppose Y is a vector space and T is the topology
associated to a norm q on Y . Suppose

g =

k∑
j=1

αjfj

where f1, . . . fk are functions from U to Y ,
α1, . . . , αk ∈ R, and

lim
x→+∞

fj(x) = zj ,

where z1, . . . zk ∈ Y . Then

lim
x→+∞

g(x) =

k∑
j=1

αjzj .

Also,

lim
x→+∞

(q ◦ g)(x) ≤
k∑
j=1

|αj | lim
x→+∞

(q ◦ fj)(x),

provided all the limits appearing in the inequality
exist.

Proof. Let D be the set of all intervals of the form
[a,+∞) and let 4 be ⊇. Then (D,4) is a directed
set by Proposition 1.14.4c. It is clearly non-empty.
Let ω : D → ℘(U) be defined by ω([a,+∞) = U ∩
[a,+∞). Then ω is a monotone function from the
directed set (D,4) to to the directed set (℘(U),⊇).
∅ /∈ ω∗(D) because of our assumption that for all a ∈
R there is an x ∈ U with x ≥ a. By Theorem 1.16.2

lim
ω
f = z

for a function f from U to Y if and only if for all
Z ∈ O(z) there is an [a,+∞ ∈ D such that if x ∈
ω([a,+∞)) then f(x) ∈ Z. i.e. if and only if for all
Z ∈ O(z) there is an a ∈ R such that if x ∈ U and
x ≥ a then f(x) ∈ Z. By the definition above this is
the same as

lim
x→+∞

f(x) = z.

We can therefore apply Theorem 1.16.3, replacing
limω everywhere by limx→+∞.

This theorem applies in particular to U = N, since
clearly for any a ∈ R there is an n ∈ N such that
n ≥ a. A function with domain N is generally called
a sequence. For historical reasons they are typically
written with a subscript notation instead of the usual
functional notation, but they are functions and the
theorem applies to them.

(N,≤) is a directed set. We can generalise the
idea of a sequence from functions with domain N to
functions with domain an arbitrary directed set.

Definition 1.18.3. A net is a function whose do-
main is a directed set. If (D,4) is directed set and
f is a function, i.e. a net, from D to a topological
space (Y, T ) then we say that z ∈ Y is the limit of
the net f , written

lim f = z

if for all Z ∈ O(z) there is an a ∈ D such that if
b ∈ D and a 4 b then f(b) ∈ Z.

The properties of limits of nets should by now be
easy to guess.
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Theorem 1.18.4. Suppose that (D,4) is a non-
empty directed set and that (Y, T ) is a topological
space.

(a) If f is a function from D to Y and T is Haus-
dorff then there is at most one z ∈ Y such that
lim f = z.

(b) Suppose Y = R and T is the usual topology on
R. If f and g are functions from D to Y such
that f(x) ≤ g(x) for all x ∈ D and lim f and
lim g exist then lim f ≤ lim g.

(c) Suppose Y is a vector space and T is the topology
associated to a norm q on Y . Suppose

g =

k∑
j=1

αjfj

where f1, . . . fk are functions from D to Y ,
α1, . . . , αk ∈ R, and

lim fj = zj ,

where z1, . . . zk ∈ Y . Then

lim g =

k∑
j=1

αjzj .

Also,

lim(q ◦ g) ≤
k∑
j=1

|αj | lim(q ◦ fj),

provided all the limits appearing in the inequality
exist.

Proof. We take U = D and take ω : D → D to be the
function

ω(a) = {b ∈ D : a 4 b}

as in Proposition 1.14.4. Then ω is a monotone func-
tion from the directed set (D,4) to the directed set
(℘(D),⊇). ∅ /∈ ω∗(D) because ω(a) always contains
at least the element a. By Theorem 1.16.2

lim
ω
f = z

for a function f from D to Y if and only if for all
Z ∈ O(z) there is an a ∈ D such that if b ∈ ω(a)
then f ∈ Z. i.e. if and only if for all Z ∈ O(z)
there is an a ∈ R such that if b ∈ D and a 4 b then
f(b) ∈ Z. By the definition above this is the same as

lim f = z.

We can therefore apply Theorem 1.16.3, replacing
limω everywhere by lim.

Another familiar notion of limit from Real Analysis
is the one-sided limit.

Definition 1.18.5. If f : R → R is a function, w ∈
R and z ∈ R then we say that z is the limit of f
from the right at w, written

lim
x↘w

f(x) = z,

if for all ε > 0 there is a δ > 0 such that whenever
0 < x− w < δ we have |f(x)− z| < ε.

This can be generalised to cover functions defined
on subsets U ⊆ R with values in a topological space
(Y, T ). One can then prove properties similar to
those already proved for other types of limit using
Theorem 1.16.3. The set D in this case is (w,+∞).
The relation 4 is ≥. The function ω is ω(b) = (w, b).
The details, including the condition necessary to en-
sure that ∅ /∈ ω∗(D), are left as an exercise. Instead
we move on to two classes limits which are not nor-
mally described as limit, but to which Theorem 1.16.3
applies.

1.19 Sums as limits

There are a number of constructions in Real Analysis
which are not limits in the ordinary sense but which
can be fit into the more general framework of the
last few sections. One of these is the theory of sums,
which we’ll consider in this section and another is the
theory of Riemann integrals, to be considered in the
next section.

The classical definition of the sum of a function
defined on N is as the limit of a sequence of partial
sums. This definition uses the order structure of the
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natural numbers in an essential way, but we’ll often
want to consider sums of functions defined on general
sets. The following definition covers that case.

Definition 1.19.1. Suppose S is a set, (Y, q) is a
normed vector space and u : S → Y is a function.
We say that z ∈ Y is the sum of u over S, written∑

S

u = z

or ∑
x∈S

u(x) = z,

if for all ε > 0 there is a finite subset F ∈ ℘(S) such
that whenever G ∈ ℘(S) is finite and F ⊆ G we have

q

(
z−

∑
x∈G

u(x)

)
< ε.

There are a few things to note about this definition.
First of all, it is not circular. It defines sums in terms
of sums, but the sums that a sum is defined in terms
of are all finite, and finite sums in a vector space are
already defined as part of the definition of a vector
space. Or at least the sum of two elements is defined,
but we can define finite sums inductively and show
that they have the expected properties.

Second, the definition is consistent, in the sense
that when applied to finite sums, which, as we’ve just
noted, are already defined, the new definition agrees
with the old one, since we can just take F = S.

Third, the definition is not fully consistent with the
existing definition of sums over the natural numbers.
If the sum ∑

n∈N

u(n) = z

in the sense of the definition above then the sum

∞∑
n=0

u(n),

defined as usual as

lim
n→∞

n∑
j=0

u(j),

also exists and
∞∑
n=0

u(n) = z.

The converse, however, is false. There’s a very good
reason for this. It’s well known that changing the or-
der of summation for sums defined in the traditional
manner can change the value of the sum, even in the
case Y = R. In other words, if β : N → N is a bi-
jection then

∑∞
n=0 u(n) and

∑∞
n=0 u(β(n)) can have

different values. Definition 1.19.1 makes no reference
to any order structure on S and so∑

n∈N

u(n) =
∑
n∈N

u(β(n))

and, more generally,∑
x∈S

u(x) =
∑
x∈S

u(x)

for any set S. There is no way to define sums which
has the property above and agrees with the tradi-
tional limit of partial sums definition for sums over
the natural numbers. There is one important case
though where the equation

∞∑
n=0

u(n) =

∞∑
n=0

u(β(n))

is known to hold: that of absolutely convergent series
in the case (Y, q) = (Rm, ‖ ‖). For such series the
sum over the natural numbers in the sense of Def-
inition 1.19.1 exists and is equal to the sum in the
traditional sense.

Sums have many of the same properties as limits.

Theorem 1.19.2. Suppose S is a set and (Y, q) is a
normed vector space.

(a) If u is a function from S to Y then there is at
most one z ∈ Y such that

∑
x∈S u(x) = z.

(b) Suppose Y = R and q = | |. If u and v are
functions from S to Y such that u(x) ≤ v(x) for
all x ∈ S and

∑
x∈S u(x) and

∑
x∈S v(x) exist

then
∑
x∈S u(x) ≤

∑
x∈S v(x).
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(c) Suppose

v =

k∑
j=1

αjuj

where u1, . . .uk are functions from S to Y ,
α1, . . . , αk ∈ R, and∑

x∈S
uj(x) = zj ,

where z1, . . . zk ∈ Y . Then

∑
x∈S

v(x) =

k∑
j=1

αjzj .

Also,

∑
x∈S

(q ◦ v)(x) ≤
k∑
j=1

|αj |
∑
x∈S

(q ◦ uj)(x),

provided all the sums appearing in the inequality
exist.

Proof. We’d like to derive this from Theorem 1.16.3,
but the statement of the theorem doesn’t make the
choice of (D,4), U , ω or f obvious. In fact we take
D to be the set of finite subsets of S and 4 to be ⊆.
(D,4) is a directed set by Proposition 1.14.2g. D is
non-empty because ∅ ∈ D. U is also the set of finite
subsets of S and ω : D → ℘(U) is defined by

ω(F ) = {G ∈ U : F ⊆ G}.

This ω is monotone. ∅ /∈ ω∗(D) because F ∈ ω(F )
for all F ∈ D. To a function u : S → Y we associate
a function f : U → Y by

f(G) =
∑
x∈G

u(x).

By Definition 1.19.1∑
x∈S

u(x) = z

if and only for all ε > 0 there is a finite subset F ∈
℘(S) such that whenever G ∈ ℘(S) is finite and F ⊆
G we have

q

(
z−

∑
x∈G

u(x)

)
< ε.

With the choices introduced above, we can restate
this as ∑

x∈S
u(x)

if and only for all ε > 0 there is an F ∈ D such that
whenever G ∈ ω(F ) we have

f(G) ∈ B(z, ε).

If for all ε > 0 there is an F ∈ D such that whenever
G ∈ ω(F ) we have

f(G) ∈ B(z, ε)

then for all P ∈ O(z) there is there is an F ∈ D such
that whenever G ∈ ω(F ) we have

f(G) ∈ P

because B(z, ε) ∈ O(z). Conversely, if for all P ∈
O(z) there is there is an F ∈ D such that whenever
G ∈ ω(F ) we have

f(G) ∈ P

then for all ε > 0 there is an F ∈ D such that when-
ever G ∈ ω(F ) we have

f(G) ∈ B(z, ε)

because and P ∈ O(z) contains B(z, ε) for some ε >
0. So we can restate the definition of the sum as∑

x∈S
u(x) = z

if and only if for all P ∈ O(z) there is there is an
F ∈ D such that whenever G ∈ ω(F ) we have

f(G) ∈ P.

By Theorem 1.16.2 this is equivalent to

lim
ω

f = z.

So
∑
x∈S u(x) if and only if limω f = z. The state-

ments of this theorem then follow from those of The-
orem 1.16.3.
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It would have been a bit easier to derive this the-
orem from Theorem 1.18.4 rather than from Theo-
rem 1.16.3. Sums in the sense of Definition 1.19.1
aren’t limits of sequences of finite sums but they are
limits of nets of finite sums. I’ve chosen the somewhat
longer route above though because it more closely
parallels what we’ll do with integrals.

1.20 Riemann integrals as limits

Doing this example in detail would require more no-
tation and terminology than I want to introduce here
so I will give only a sketch of the procedure.

Definition 1.20.1. P ∈ ℘(℘(R)) is called a parti-
tion of the interval I if

(a) P is finite,

(b) every element of P is an interval,

(c)
⋃
J∈P = I, and

(d) for every distinct J,K ∈ P, J ∩ K = ∅ unless
J = K.

A more usual way to express this is to give the
intervals in terms of their endpoints and to order the
elements of P. For example, if I = [a, b) then P =
{J1, . . . , Jm} is a partition of I where Jk = [ck, dk)
and c1 = a, dk = b and dk = ck+1 for 1 ≤ k <
m. That’s easier to visualise, but less convenient for
proving theorems.

One minor technical note is that it’s more conve-
nient to allow empty intervals as elements of a parti-
tion than to exclude them. This will require treating
empty intervals as a special case in a few places but
will remove the need to check that intervals are non-
empty in more places.

Every interval I has at least one partition, namely
the trivial partition P = {I}.

A fact which is geometrically obvious but trickier
to prove than one might expect is that the sum of the
lengths of the intervals in a partition of I is equal to
the length of I. For this section I’ll just assume that
fact without proof.

Definition 1.20.2. The partition Q of I is called a
refinement of the partition P of I if for each K ∈ Q
there is a J ∈ P such that J ⊇ K.

Note that the definition only requires that there
exists such a J , but this J is in fact unique if K is
non-empty. The subset of Q consisting of those K
such that J ⊇ K is a partition of J .

Definition 1.20.3. If P and Q are partitions of I
then their common refinement is the set of sets of the
form J ∩K where J ∈ P and K ∈ Q.

The name is justified by the following proposition.

Proposition 1.20.4. The common refinement of
two partitions is a partition and is a refinement of
each of them.

Proof. Suppose R is the common refinement of the
partitions P and Q of the interval I. Define i : P ×
Q → R by i(J,K) = J ∩ K. R was defined as the
image of i, so i is a surjection. The product of finite
sets is finite and the image of a finite set under a
surjection is finite, so R is finite. The intersection of
intervals is an interval, so every element of R is an
interval. ⋃

L∈R
L =

⋃
J∈P,K∈Q

J ∩K

=

(⋃
J∈P

)
∩

( ⋃
K∈Q

)
= I ∩ I = I.

If L1, L2 ∈ R then L1 = J1 ∩K1 and L2 = J2 ∩K2

where J1, J2 ∈ P and K1,K2 ∈ Q. Then

L1∩L2 = (J1∩K1)∩(J2∩K2) = (J1∩J2)∩(K1∩K2)

and the sets J1 ∩ J2 and K1 ∩ K2 are each empty
unless J1 = J2 and K1 = K2, so their intersection
L1 ∩L2 is empty unless L1 = L2. This shows that R
is a partition of I.

R is a refinement of both P andQ because if L ∈ R
then there are J ∈ P and K ∈ R such that L = J∩K.
Then J ⊇ L and K ⊇ L.

Corollary 1.20.5. The set of partitions of an inter-
val together with the relation 4, where P 4 Q if Q is
a refinement of P is a directed set.
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Definition 1.20.6. A system of weights is a finite
subset F ⊆ R together with a function w : F → R
such that w(x) ≥ 0 for each x ∈ F . The weights
are said to be compatible with a partition P of an
interval I if for each J ∈ P the length of J is equal
to
∑
x∈F∩J w(x).

Proposition 1.20.7. If Q is a refinement of P and
(F,w) is a system of weights compatible with Q then
it’s also compatible with P.

Proof. For each J ∈ P we consider the subset QJ
of Q consisting of those K such that J ⊇ K. As
noted previously, QJ is a partition of J . For each
x ∈ J there is exactly one K ∈ QJ such that x ∈ K.
Therefore for each x ∈ F ∩ J there is one K ∈ QJ
such that x ∈ F ∩K. It follows that∑

x∈F∩J
w(x) =

∑
K∈QJ

∑
x∈F∩K

w(x).

The inner sum is the length of K because w is com-
patible with Q so the outer sum is the sum of the
lengths of the intervals in QJ , which is just the length
of J because QJ is a partition of J . So

∑
x∈F∩J w(x)

is the length of J for all J ∈ P, which is the definition
of a compatible system of weights for P.

An immediate consequence of the preceding propo-
sition is the following:

Proposition 1.20.8. Let D be the set of parti-
tions of an interval I. and U the set of systems of
weights. Let ω : D → ℘(U) be the function which
takes each partition to the set of systems of weights
compatible with it. Then ω is monotone when con-
sidered as a function from the directed set (D,4) to
(℘(U),⊇), where 4 is the refinement relation from
Corollary 1.20.5.

Proof. If P 4 Q then Q is a refinement of Q. By the
preceding proposition every system of weights com-
patible with Q is also compatible with P. In other
words, the set of systems of weights compatible with
P is a superset of the set of weights compatible with
Q.

Definition 1.20.9. If u is a function from an interval
I to a normed vector space (Y, q) and (F,w) is a

system of weights then the Riemann sum of u with
respect to (F,w) over the interval I is∑

x∈F∩I
w(x)u(x).

We now have everything we need to define inte-
grals.

Definition 1.20.10. Suppose I is an interval, (Y, q)
is a normed vector space and u : I → Y is a function.
We say that z ∈ Y is the Riemann integral of u over
I, written ∫

x∈I
u(x) dx = z

or just ∫
I

u = z,

if for every ε > 0 there is a partition P of I such
that for any partition Q and any system of weights
(F,w) compatible with Q the Riemann sum of u with
respect to (F,w) over I is an element of B(z, ε).

An alternate characterisation uses limits in the
sense of Definition 1.16.1.

Proposition 1.20.11. If u is a function from an
interval I to a normed vector space (Y, q) then∫

x∈I
u(x) dx = z

if and only if
lim
ω

f = z

where ω is the function from Proposition 1.20.8 and
f : U → Y is the function which takes the system of
weights (F,w) to the Riemann sum of u with respect
to (F,w).

Proof. By Definition 1.20.10∫
x∈I

u(x) dx

if and only for all ε > 0 there is a partition P such
that whenever Q is a refinement of P and (F,w) is
compatible with Q we have∑

x∈F∩I
w(x)u(x) ∈ B(z, ε).
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With notation as in Proposition 1.20.8 we can restate
this as ∫

x∈I
u(x) dx = z

if and only for all ε > 0 there is an P ∈ D such that
whenever P 4 Q (F,w) ∈ ω(Q) we have∑

x∈F∩I
w(x)u(x) ∈ B(z, ε).

If
∫
x∈I u(x) dx = z and P ∈ O(z) then there is an

ε > 0 such that B(z, ε) ⊆ P and hence∑
x∈F∩I

w(x)u(x) ∈ P.

By Theorem 1.16.2 this implies

lim
ω

=z.

So if
∫
x∈I u(x) dx = z then limω =z.

Conversely, if limω f = z then for every P ∈ O(z)
there is a P ∈ D such that whenever P 4 Q (F,w) ∈
ω(Q) we have ∑

x∈F∩I
w(x)u(x) ∈ P,

again by Theorem 1.16.2.

lim
ω

= z.

B(z, ε) ∈ O(z) for every ε > 0. So for every ε > 0
there is a P ∈ D such that whenever P 4 Q (F,w) ∈
ω(Q) we have ∑

x∈F∩I
w(x)u(x) ∈ B(z, ε).

In other words, for all ε > 0 there is a partition P
such that whenever Q is a refinement of P and (F,w)
is compatible with Q we have∑

x∈F∩I
w(x)u(x) ∈ B(z, ε).

So if limω =z then
∫
x∈I u(x) dx = z.

Because this proposition expresses integrals di-
rectly in terms of limits in the sense of Defi-
nition 1.16.1 the following theorem becomes very
straightforward to prove.

Theorem 1.20.12. Suppose I is an interval and
(Y, q) is a normed vector space.

(a) If u is a function from I to Y then there is at
most one z ∈ Y such that

∫
x∈I u(x) dx = z.

(b) Suppose Y = R and q = | |. If u and v are
functions from I to Y such that u(x) ≤ v(x) for
all x ∈ I and

∫
x∈I u(x) dx and

∫
x∈I v(x) dx exist

then
∫
x∈I u(x) dx ≤

∫
x∈I v(x) dx.

(c) Suppose

v =

k∑
j=1

αjuj

where u1, . . .uk are functions from I to Y ,
α1, . . . , αk ∈ R, and∫

x∈I
uj(x) dx = zj ,

where z1, . . . zk ∈ Y . Then∫
x∈I

v(x) dx =

k∑
j=1

αjzj .

Also,∫
x∈I

(q ◦ v)(x) dx ≤
k∑
j=1

|αj |
∫
x∈I

(q ◦ uj)(x) dx,

provided all the integrals appearing in the in-
equality exist.

Proof. At this point there is nothing left to prove.
We just use Proposition 1.20.11 to translate all state-
ments about integrals in the hypotheses of the the-
orem to statements about limits, which gives us
the hypotheses of the corresponding parts of The-
orem 1.16.3. That theorem then gives us conclu-
sions about limits, which then use Proposition 1.20.11
again to translate into statements about integrals,
which are exactly the conclusions of this theorem.
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2 Sets and Cardinality

The usual axioms of set theory are chosen to be min-
imal rather than comprehensible. From those ax-
ioms one then proves a number of elementary proper-
ties, which are often more intuitive than the axioms
they’re derived from. These are the elementary prop-
erties of unions, intersections, relative complements,
power sets, ordered pairs, (finite) Cartesian products,
etc. I’m going to assume those are familiar enough
and will not review them here.

2.1 Injections, surjections, bijections

A function f : X → Y is called an injection if f(x) =
f(y) implies x = y. It’s called a surjection for all
y ∈ Y there is an x ∈ X such that f(x) = y. In terms
of the image f is a surjection if and only if f∗(X) = Y .
It’s called a bijection if it is both an injection and a
surjection. If f is a bijection then it has an inverse,
i.e. a function g : Y → X such that f◦g is the identity
on Y and g◦f is the identity on X. The function g is
defined by saying that g(y) is the unique x ∈ X such
that f(x) = y. There’s at least one such x because
f is a surjection and at most one such x because f
is an injection. A function g which satisfies the first
of these conditions but not necessarily the second is
called a right inverse of f while one which satisfies
the second but not necessarily the first is called a left
inverse.

The composition of two injections is an injection,
the composition of two surjections is a surjection and
the composition of two bijections is a bijection. These
facts follow immediately from the definitions.

The following three propositions relate injections,
surjections and bijections to the various types of in-
verse.

Proposition 2.1.1. If X is non-empty then f : X →
Y is an injection if and only if there is a function
g : X → Y such that g ◦ f is the identity on X.

In other words g is a left inverse to f , although it
won’t be a right inverse unless f is also a surjection.

Proof. The “if” part is proved as follows. Suppose
there is such a g. If f(x) = f(y) then g(f(x)) =

g(f(y)). But g ◦ f is the identity so x = y. So if
f(x) = f(y) then x = y. In other words, f is an
injection.

The “only if” is proved as follows. Suppose that f
is an injection. If z ∈ Y then there is at most one
x ∈ X such that f(x) = z since if f(y) = z then
f(x) = f(y) and so x = y. For any z ∈ Y for which
there is such an x we define g(z) to be this x. By
assumption X is non-empty. In other words there is
a w ∈ X. For any z ∈ Y for which there is no x ∈ X
with f(x) = z we define g(z) = w. Then g(f(x)) = x
for all x ∈ X so g ◦ f is the identity.

Proposition 2.1.2. f : X → Y is a surjection if
there is a g : Y → X such that f ◦g is the identity on
Y and g ◦ f is the identity

Proof. If y ∈ Y then y = f(x) where x = g(y).

Proposition 2.1.3. f : X → Y is a bijection if and
only if there is a g : Y → X such that f ◦ g is the
identity on Y and g ◦ f is the identity on X.

Proof. The “only if” part was proved immediately
after the definition of bijection. For the “if” part
we combine the preceding two propositions. Suppose
that f ◦g is the identity on Y and g ◦f is the identity
on X. By Proposition 2.1.1 f is an injection. By
Proposition 2.1.2 it is a surjection. It is therefore a
bijection.

There’s one small gap in this proof. If X is empty
we cannot apply Proposition 2.1.1. But if X is empty
then there can’t be a function g : Y → X unless Y is
also empty. In this case f is vacuously an injection
and a surjection, and so is a bijection.

You might have noticed something missing in one
of the theorems above. All of these statements were
“if and only if” except for Proposition 2.1.2 which has
merely “if”. Can this be improved to ‘if and only if”?
This is a question we’ll return to in a later section.

2.2 Finite sets

If you already have the natural numbers available
then it’s tempting to define the finite sets to be those
for which there’s a bijection to a set of the form
{1, . . . , n}. This reverses our usual intuition though,
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which is that natural numbers arise from the need to
count things, i.e. that they arise as the cardinalities
of finite sets, and that the arithmetic operations on
them reflect natural operations on sets, with addi-
tion representing disjoint unions and multiplication
representing Cartesian products. If you want to view
the natural numbers this way then you need a pre-
existing notion of finiteness of sets. The standard one
is that a set X is finite if and only if every injection
from X to X is a surjection. A set is called infinite
if and only if it is not finite. The set N is infinite,
for example, because the function f(n) = n+ 1 is an
injection but is not a surjection.

Proposition 2.2.1. If A ⊆ B and B is finite then
A is finite.

Proof. This is equivalent to the statement that if A
is infinite then B is infinite, and it’s that statement
which we’ll prove. Suppose then that A ⊆ B and A is
infinite, i.e. that there there is an injection f : A →
A which is not a surjection. We can then defined
g : B → B by g(x) = f(x) if x ∈ A and g(x) = x if
x ∈ B \A. This g is also then an injection but not a
surjection. So B is infinite.

A corollary of this is that the intersection of any
collection of sets is finite if any one of them is, since
the intersection must be a subset of that one.

Proposition 2.2.2. The union of any finite set of
finite sets is finite.

This is harder prove than one might expect. It’s
painful enough if you’ve defined finiteness in terms of
a bijection with a set of the form {1, . . . , n} and have
the basic properties of the natural numbers available
but it’s particularly unpleasant to prove from the def-
inition given above, i.e. that a set is finite if every
injection is a surjection. Giving a proof here would
take us too far into axiomatic set theory, so we’ll just
take this as given. In fact I already did at several
points in the previous chapter.

Proposition 2.2.3. The union any finite set of finite
sets is finite is that the Cartesian product of two finite
sets is finite.

Proof. Indeed we can write the Cartesian product as

X × Y =
⋃
x∈X
{x} × Y.

There’s an obvious bijection from Y to {x} × Y ,
namely the one which takes y to (x, y), and Y is fi-
nite so each of the sets {x} × Y is finite. So X × Y
is a union of finitely many finite sets and hence is
finite.

Even though I followed the standard practice from
the foundations of mathematics of defining finiteness
independently of the natural numbers we are not in
fact going to prove the existence of the set of natu-
ral numbers but simply assume it, along with all its
familiar properties. Since we have the natural num-
bers available, so we can state and prove the follow-
ing proposition, which gives an alternate criterion for
finiteness.

Proposition 2.2.4. A set X is infinite if and only
if there is an injection f : N→ X.

Proof. We first prove the “if” part and then the “only
if” part.

Suppose X is infinite. By the definition of infinite,
there is an injection h : X → X which is not a sur-
jection. Choose y ∈ X such that there is no x ∈ X
with h(x) = y. Define f : N→ X inductively by

f(0) = y, f(k + 1) = h(f(k)).

We can prove by induction on m the statement that
if i, j ≤ m and f(i) = f(j) then i = j. This is
clearly true for m = 0. For the inductive step we
assume it holds for a given m and prove it with m
replaced by m+1. Assume then that i, j ≤ m+1 and
f(i) = f(j). By the inductive hypothesis if i, j ≤ m
and f(i) = f(j) then i = j. If we have i, j ≤ m + 1
but not i, j ≤ m then at least one of i, j is equal to
m + 1. Suppose that i ≤ m + 1, j = m + 1 and
f(i) = f(j). Then

f(j) = h(f(m)).

We know that i 6= 0 because f(0) = y and there is no
x such that f(x) = y. Therefore i = l + 1 for some
l ≤ m. From f(i) = f(j) we see that

f(l + 1) = f(m+ 1)
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and hence
h(f(l)) = h(f(m)).

h in an injection so f(l) = f(m). But l,m ≤ m so the
inductive hypothesis means that l = m, and therefore
i = j. The argument for the case i = m+1, j ≤ m+1
is similar. So if i, j ≤ m+ 1 and f(i) = f(j) then i =
j, completing the induction. For every i, j ∈ N there
is an m such that i, j ≤ m, namely m = max(i, j).
So we find that for all i, j ∈ N if f(i) = f(j) then
i = j. In other words, f is an injection. So we have
an injection f : N→ X.

Suppose that there is an injection f : N→ X. We
define h : X → X as follows. f is an injection so there
is for each x at most one m such that f(x) = m. If
there is such an m we define

h(x) = f(m+ 1).

If there isn’t then we define h(x) = x. Then h is an
injection. In other words, if h(x) = h(y) then x = y.
This is proved by considering the possible cases for x
and y. If there is no m such that x = f(m) and no
n such that y = f(n) then h(x) = x and h(y) = y
so x = y. If there is no m such that x = f(m) but
there is an n such that y = f(n) then h(x) = x and
h(y) = f(n+1) so x = f(n+1). But this is impossible
because x was not in the image of f . Similarly, the
case where there is an m such that x = f(m) but
there is no n such that y = f(n) does not occur. In
the last case, where x = f(m) and y = f(n), we have

f(m+ 1) = h(x) = h(y) = f(n+ 1).

f is an injection so

m+ 1 = n+ 1.

But then m = n so

x = f(m) = f(n) = y.

In all cases h(x) = h(y) implies x = y so h is an
injection.

Suppose x ∈ X. If there is no m such that x =
f(m) then h(x) = x so there is no m such that h(x) =
f(m). In particular, h(x) 6= f(0). If there is an m
such that x = f(m) then

h(x) = f(m+ 1).

f is an injection and m + 1 6= 0 so h(x) 6= f(0). So
for all x ∈ X we have h(x) 6= f(0). h is therefore not
a surjection.

We’ve now constructed an injection h : X → X
which is not a surjection. Therefore X is infinite.

2.3 Equivalence classes

An equivalence relation on a set X is a relation ∼
with the following three properties.

(a) For all x ∈ X, x ∼ x.

(b) For all x, y ∈ X, if x ∼ y then y ∼ x.

(c) For all x, y, z ∈ X, if x ∼ y and y ∼ z then
x ∼ z.

There are two trivial ways to construct an equivalence
relation on a set. One is to say that x ∼ y for all
x, y ∈ X and the other is to say that x ∼ y if and
only if x = y.

Of course we’re mostly interested in non-trivial
equivalence relations. For example, there’s an equiv-
alence relation on N×N defined by saying that

(a, b) ∼ (c, d)

if and only if
a+ d = b+ c.

We can verify immediately that this satisfies the three
conditions above.

(a, b) ∼ (a, b)

because
a+ b = b+ a.

If
(a, b) ∼ (c, d)

, i.e. if
a+ d = b+ c

then
(c, d) ∼ (a, b),

because
c+ b = d+ a.
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Finally, if
(a, b) ∼ (c, d)

and
(c, d) ∼ (e, f)

then
a+ d = b+ c

and
c+ f = d+ e

so
a+ f + c+ d = b+ e+ c+ d

and hence
a+ f = b+ e.

In other words,

(a, b) ∼ (e, f).

Here we’ve used the fact that addition in N is right
cancelable, i.e. that if x+ z = y + z then x = y.

For each x ∈ X the set

{y ∈ X : x ∼ y}

is called the equivalence class of x under the rela-
tion ∼. If the relation is obvious then it’s just called
the equivalence class of x. We can define a function
X → ℘(X) by saying that it takes each x ∈ X to its
equivalence class. The image of this function is the
set of equivalence classes. In the case of the equiva-
lence relation on the set N×N above the equivalence
class of (a, b) is the set of (c, d) such that a+d = b+c.
We could also write this as d − c = b − a but that
requires Z rather than N so that subtraction is well
defined and in fact the main point of this equivalence
relation is that it can be used to construct Z from N.
The usual construction is to define the integers as the
set of equivalence classes in N × N with respect to
this equivalence relation.

We can describe equivalence relations in terms of
sets. Given an equivalence relation ∼ on a set X the
set

E = {(x, y) ∈ X ×X : x ∼ y}

has the three following properties.

(a) For all x ∈ X, (x, x) ∈ E.

(b) For all x, y ∈ X, if (x, y) ∈ E then (y, x) ∈ E.

(c) For all x, y, z ∈ X, if (x, y) ∈ E and (y, z) ∈ E
then (x, z) ∈ E.

Conversely, if E ∈ ℘(X×X) has the properties above
and a relation ∼ on X is defined by saying that x ∼ y
if and only if (x, y) ∈ E then ∼ is an equivalence
relation. In fact logicians define equivalence relations
as subsets of satisfying these three conditions, much
as they define functions as graphs. Mathematicians
generally prefer to keep these as separate, but closely
related, concepts. The sets corresponding to our two
trivial equivalence relations onX are the productX×
X and the diagonal

∆X = {(x, y) ∈ X ×X : x = y}.

More generally, we can define a set R ∈ ℘(X ×X)
for any relation ` via

R = {(x, y) ∈ X ×X : x ` y}

and we can define a relation ` on X for any R ∈
℘(X ×X) by x ` y if and only if (x, y) ∈ R.

It’s often useful to compare relations.

Definition 2.3.1. We say that a relation ∝ is
stronger than a relation ` if x ∝ y implies x ` y
and that ∝ is weaker than ` if x ` y implies x ∝ y.

These terms are slightly awkward in that any re-
lation is both stronger than and weaker than itself.
It would be more accurate to call them “at least as
strong as” and “at least as weak as” rather than
“stronger” and “weaker” but for reasons of brevity
one uses the shorter but somewhat misleading terms.

If Q is the subset of X × X consisting of those
(x, y) for which x ∝ y and R is the subset of X ×X
consisting of those (x, y) for which x ` y then ∝ is
stronger than ` if and only if Q ⊆ R and ∝ is weaker
than ` if and only if Q ⊇ R.

If we have a set E ∈ ℘(℘(X×X)) with the property
that each E ∈ E satisfies the three conditions

(a) For all x ∈ X, (x, x) ∈ E.

(b) For all x, y ∈ X, if (x, y) ∈ E then (y, x) ∈ E.
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(c) For all x, y, z ∈ X, if (x, y) ∈ E and (y, z) ∈ E
then (x, z) ∈ E.

then so does their intersection.

(a) For all x ∈ X, (x, x) ∈
⋃
E∈E E.

(b) For all x, y ∈ X, if (x, y) ∈
⋃
E∈E E then (y, x) ∈⋃

E∈E E.

(c) For all x, y, z ∈ X, if (x, y) ∈
⋃
E∈E E and

(y, z) ∈
⋃
E∈E E then (x, z) ∈

⋃
E∈E E.

We’ll check this only for the last condition, since the
others are similar but easier. Suppose

(x, y) ∈
⋂
E∈E

E

and
(y, z) ∈

⋂
E∈E

E.

Then for each E ∈ E we have (x, y) ∈ E and (y, z) ∈
E. Our assumption was that the conditions above are
satisfied for each E ∈ E , so (x, z) ∈ E. This holds for
each E ∈ E so

(x, z) ∈
⋂
E∈E

E.

In other words, For all x, y, z ∈ X, if

(x, y) ∈
⋂
E∈E

E

and
(y, z) ∈

⋂
E∈E

E

then
(x, z) ∈

⋂
E∈E

E.

In terms of relations, if we have a set of equivalence
relations then there is an equivalence relation which is
stronger than all of them. We define this equivalence
relation by saying that two elements are equivalent
with respect to this relation if and only if they are
equivalent with respect to all the equivalence rela-
tions in our set.

For any set R ∈ ℘(X×X) we can form the set E of
all E ∈ ℘(X×X) such that R ⊆ E and E satisfies the

three conditions above. There is at least one such E,
namely X ×X. As we’ve just seen, this intersection
also satisfies all three conditions. In addition, it’s a
superset of R. In terms of relations what we’ve just
seen is the following.

Proposition 2.3.2. Given any relation ` on X there
is an equivalence relation ∼ which is weaker than `
but is stronger than any other equivalence relation
weaker than `.

As an example of this construction, consider a set
Z together with an injection h : Z → Z. Define a
relation ` on X by w ` h(w) for all w ∈ Z. Let
∼ be strongest equivalence relation weaker than `,
as above. The equivalence classes with respect to ∼
have two interesting properties. For any w ∈ C we
have h(w) ∈ C. Also, in each class C there is, for
all z ∈ C, with at most one exception, a w ∈ C
such that z = h(w). In other words the restriction
of h to C is an injection from C to C and either is
a surjection or very nearly a surjection. The first of
these properties is an immediate consequence of the
fact that w ` h(w) and h is an injection. The second
is more complicated. Suppose y is an element of C for
which there is no x ∈ C with h(x) = y. There’s then
also no x ∈ X such that h(x) = y because any such
element would satisfy x ` y and hence x ∼ y. In other
words, it would be an element of C. Consider the set
N consisting of y and all the elements obtained from
it by repeated applications of h. All the elements of
N are then elements of C because they are equivalent
to y with respect to ∼. Furthermore, all but y itself
are h(w) for some w ∈ C. We can define a different
equivalence relation ./ on Z by saying that p ./ q if
either both p and q are elements of N or neither is.
Suppose that p ` q, i.e. that q = h(p). If p ∈ N
then q ∈ N so p ./ q. Suppose p /∈ N and q ∈ N .
Since q ∈ N either q = y or there is an w ∈ N such
that h(w) = q. The former is impossible because y is
not h(x) for any x ∈ X while the latter is impossible
since h(p) = q = h(w) implies p = w but p /∈ N while
w ∈ N . This contradiction shows that there are no
p and q such that p ` q with p /∈ N and q ∈ N . In
other words, if p /∈ N then q /∈ N , or, equivalently
p ./ q. So p ` q implies p ./ q in all cases. In other
words, ./ is weaker than `. ∼ was defined to be the
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strongest equivalence relation weaker then ` so it’s
stronger than ./. Therefore if z ∼ y then z ./ y. In
other words, if z ∈ C then either both y and z are
elements of N or neither is. But we know y ∈ N so
z ∈ N . So C ⊆ N . Now y was the only element of
N which was not of the form h(w) for a w ∈ N so
it’s the only element of C which is not of the form
h(w) for some w ∈ N . For any other z ∈ C there
is such a w, and this w is an element of C because
w ∼ h(w) = z ∈ C.

2.4 Cantor’s Theorem

For any set X there is a natural injection from X to
℘(X), namely f(x) = {x}. This f is not a surjection
though. More interestingly, neither is any other func-
tion from X to ℘(X). That is the content of Cantor’s
Theorem:

Theorem 2.4.1. Suppose X is a set and f : X →
℘(X) is a function. Then f is not a surjection.

Proof. Define

A = {y ∈ X : y /∈ f(y)}.

Suppose f(x) = A. Is x ∈ A? If it is then x /∈ f(x)
by the definition of A. But f(x) = A and x ∈ A,
so this is impossible. On the other hand, if x /∈ A
then x ∈ f(x) by the definition of A. But f(x) = A
and x /∈ A, so this is impossible as well. So the
assumption that f(x) = A leads to a contradiction in
either case and therefore there is no such x.

When we discuss cardinality later in this chapter
we’ll see that Cantor’s Theorem implies the existence
of different sizes of infinite sets. There are in fact
more infinite numbers than finite numbers, in a sense
which can be made precise.

2.5 The Schröder-Bernstein Theorem

The Schröder-Bernstein Theorem, below, is required
in order to be able to compare cardinalities in a rea-
sonable way, as we’ll see when we get to that section.

Theorem 2.5.1. Suppose f : X → Y and g : Y → X
are injections. Then there is a bijection h : X → Y .

Proof. There are some technical difficulties related
to the fact that X and Y might have elements in
common. For this reason it’s helpful to introduce the
disjoint union of the two sets, which is roughly a set
which contains a copy of X and a copy of Y , not
overlapping with it, and nothing else. We do this
by introducing an index set I to label which copy an
element belongs to. Since we have a disjoint union
of two sets we need an index set with two elements.
Any set with two elements will do equally well. We
could, for example, take I = {1, 2}. We could also
take I = ℘(℘(∅)). We could take I = {X,Y } if
X 6= Y . More often than not we want to apply the
theorem with X 6= Y and these labels are particularly
convenient in that case, but we have no reason to
exclude the case X = Y and so shouldn’t make that
choice here. In any case, having chosen a set I with
two elements, we choose distinct a, b in I and define

Z = ({a} ×X) ∪ ({b} × Y ) .

This is a subset of I × (X ∪ Y ). Note that

({a} ×X) ∩ ({b} × Y ) = ∅

since a 6= b. So Z is the disjoint union of subsets
{a} ×X and {b} × Y . There is an obvious bijection
from X to {a} ×X, the one which takes x to (a, x),
and an obvious bijection from Y to {b} × Y , the one
which takes y to (b, y). This makes precise the notion
introduced earlier of a set composed of a copy of X
and a copy of Y and nothing else.

Having defined Z we can now define a function
h : Z → Z by

h(a, x) = (b, f(x))

and
h(b, y) = (a, g(y)).

This h is an injection. We can prove this as follows.
If

h(c, s) = h(d, t)

for (c, s), (d, t) ∈ Z then there are four possibilities
for c and d, i.e. c = a and d = a, c = a and d = b,
c = b and d = a, or c = b and d = b. The middle two
possibilities are incompatible with

h(c, s) = h(d, t),
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because of how h was defined. If c = a and d = a
then

h(c, s) = h(d, t)

means
(a, f(s)) = (a, f(t)).

This requires f(s) = f(t) and hence s = t because f
is an injection. But then

(c, s) = (d, t).

If c = b and d = b then

h(c, s) = h(d, t)

means
(b, g(s)) = (b, g(t)).

This requires g(s) = g(t) and hence s = t because g
is an injection. But then (c, s) = (d, t). So for any
(c, s), (d, t) ∈ Z we have that

h(c, s) = h(d, t)

implies (c, s) = (d, t). In other words, h is an injec-
tion.

The next step is to introduce a relation ` on Z such
that w ` z if and only if z = h(w), as in the example
at the end of the section on equivalence relations. In
other words,

(a, x) ` (b, f(x))

and
(b, y) ` (a, g(y)).

As in that section we can define ∼ to be the strongest
relation weaker than `. As we saw in that section, for
each equivalence class C there is at most one z which
is not of the form h(w) for any w ∈ C. In other
words, there are three possibilities for an equivalence
class C:

(I) For every z ∈ C there is a w ∈ Z such that
z = h(w).

(II) There is one z ∈ C for which there is no such w
and it is of the form (a, x) for x ∈ X.

(III) There is one z ∈ C for which there is no such w
and it is of the form (b, y) for y ∈ Y .

The next step is to define a function i : {a}×X →
{b} × Y . We do this within each equivalence class,
and we do it based on the classification of equivalence
classes into the three categories above. For a class C
of type I or of type II we define

i(a, x) = h(a, x)

for all (a, x) ∈ C. For a class C of type III we define
i(a, x) for (a, x) ∈ C to be (b, y) where y ∈ Y is the
unique element such that g(y) = x. There is such an
element because z = (a, x) is not of the form (b, y)
and so z = h(w) for some w ∈ Z, it must be of
the form (b, y) because h interchanges {a} × X and
{b} × Y , and it’s unique because g is an injection.

Whichever type of equivalence class C is, we have
i(a, x) ∈ C for every (a, x) ∈ C. For type I and
type II classes this is true because

(a, x) ` (b, f(x))

and hence
(a, x) ∼ (b, f(x)).

For type III it is true because

(b, y) ` (a, g(y))

and hence
(b, y) ∼ (a, g(y)).

Similarly, we define a function j : {b}×Y → {a}×
X. For a class C of type I or of type II we define
j(b, y) to be (a, x) where x ∈ X is the unique element
such that f(x) = y. There is such an element because
z = (b, y) is not of the form (a, x) and so z = h(w) for
some w ∈ Z and it’s unique because f is an injection.
For a class C of type III we define

j(b, y) = h(b, y).

Just as we had i(a, x) ∈ C for every (a, x) ∈ C, we
have j(b, y) ∈ C for every (b, y) ∈ C.

Now i ◦ j is the identity on {b} × Y and j ◦ i is
the identity on {a} ×X, as can be checked from the
definitions of i and j for each of the three types. It
follows that i is a bijection from {a}×X to {b}×Y .
If we compose this on one side with the bijection from
X to {a}×X which takes x to (a, x) and on the other
side with the bijection from {b}×Y to Y which takes
(b, y) to y then we get a bijection from X to Y .
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2.6 Zorn’s Lemma

We know return the question of whether every surjec-
tion has a right inverse. Informally one might argue
that if f is a surjection then there is for each y ∈ Y
an x ∈ X such that f(x) = y. If f is not an in-
jection then there might be more than one such x,
but if there are then we just choose one. Formally
we need an axiom or theorem which says we can do
that. Historically the original such axiom was called
the Axiom of Choice. There are a number of other
axioms one could adopt which accomplish the same
thing though and the most commonly used is called,
somewhat inaccurately, Zorn’s Lemma. Both words
in its name are, from a modern point of view, inaccu-
rate. The statement is originally due to Kuratowski
and although it was originally a lemma proved using
the Axiom of Choice it is now taken as an axiom and
the former “Axiom of Choice” is no longer an axiom
but rather a consequence of “Zorn’s Lemma”.

To state Zorn’s Lemma cleanly we need some def-
initions.

Definition 2.6.1. Suppose that S is a set. A relation
4 on S is called a partial order if the following three
conditions are satisfied.

(a) If a ∈ S then a 4 a.

(b) If a, b, c ∈ S, a 4 b and b 4 c then a 4 c.

(c) If a, b ∈ S, a 4 b and b 4 a then a = b. A pair
(S,4) is called a partially ordered set .

Note that two of the three conditions match the
definition of a directed set, but the third does not.
Note also that the restriction of a partial order to
any subset is still a partial order, unlike the case of
directed sets, where there was an additional condition
which needed to be satisfied.

Definition 2.6.2. A partial order 4 on a set S is
called a total order if for every a, b ∈ S either a 4 b
or b 4 a.

The “or” here is not an exclusive or. It’s possible
that a 4 b and b 4 a, although 2.6.1c shows that this
happens only if a = b.

Definition 2.6.3. If (S,4) is a partially ordered set
then a ∈ S is called a maximal element if b ∈ S and
a 4 b imply a = b. b ∈ S is called a minimal element
if a ∈ S and a 4 b imply a = b. b ∈ S is called a
greatest element if a 4 b for all a ∈ S. a ∈ S is called
a least element if a 4 b for all b ∈ S.

Definition 2.6.4. If (S,4) is a partially ordered set
and R ⊆ S then b ∈ S is called an upper bound for R
if a 4 b for all a ∈ R. a ∈ S is called a lower bound
for R if a 4 b for all a ∈ R.

Lemma 2.6.5. Suppose (S,4) is a partially ordered
set and that whenever R ∈ ℘(S) is such that the re-
striction of 4 to R is a total order on R the set R
has an upper bound. Then S has a maximal element.

Although I’ve followed traditional practice in call-
ing it a lemma it is in fact an axiom of set theory
and therefore not something we can or should prove.
Zorn’s Lemma is not obviously true. Neither is it
obviously false. In some sense that’s a good thing.
There are now many statements which are known to
be equivalent to Zorn’s Lemma, in the sense that they
can be proved from Zorn’s Lemma if it’s taken as an
axiom but it can be proved from any of them if they
are taken as axioms instead. There is in fact a book
full of them. Some of these equivalent statements
appear to be obviously true, like the statement that
any product of non-empty sets is non-empty, which is
one way of formulating the Axiom of Choice. Some
appear to be obviously false. Since one can’t have
equivalent statements one of which is true and one
of which is false this says more about the perils of
obviousness than it does about set theory.

If 4 is a partial order then so is its opposite order
<, define by a < b if and only if b 4 a. The effect
of replacing a partial order with its opposite is to in-
terchange the notions of minimal and maximal, least
and greatest, and upper and lower bounds. So Zorn’s
Lemma is equivalent to the statement that if (S,4)
is a partially ordered set and whenever R ∈ ℘(S) is
such that the restriction of 4 to R is a total order on
R the set R has a lower bound then S has a minimal
element. This is obtained by applying Zorn’s Lemma
to the partially ordered set (S,<).

48



2.7 Applications of Zorn’s Lemma

Although the statement of Zorn’s Lemma is some-
what opaque it’s well adapted to proving existence
theorems. A good example is the following.

Proposition 2.7.1. Suppose X and Y are sets.
There is an injection f : X → Y or there is an in-
jection g : Y → X.

There might of course be both, in which case the
Schröder-Bernstein Theorem tells us there’s a bijec-
tion.

Proof. Consider the set S consisting of all Z ∈ ℘(X×
Y ) such that for all x ∈ X there is at most one y ∈ Y
such that (x, y) ∈ Z and for all y ∈ Y there is at
most one x ∈ X such that (x, y) ∈ Z. We order S
by inclusion. In other words, we take 4 to be ⊆.
Suppose R ∈ ℘(S) and ⊆ is a total order on R. Let
B =

⋃
Z∈R Z. If x ∈ X and (x, y1) and (x, y2) are in

B then, by the definition of the union, there are Z1

and Z2 in R such that (x, y1) ∈ Z1 and (x, y2) ∈ Z2.
⊆ is, by assumption, a total order on R, so either
Z1 ⊆ Z2 or Z2 ⊆ Z1. In the former case (x, y1) ∈ Z2.
Since (x, y2) ∈ Z2 and Z2 ∈ S there is at most one
y ∈ Y such that (x, y) ∈ Z2. In other words, y1 = y2.
In the latter case (x, y1) ∈ Z1. Because Z1 ∈ S we
must have y1 = y2. So if (x, y1) and (x, y2) are in B
then y1 = y2. In other words, for each x ∈ X there
is at most one y ∈ Y such that (x, y) ∈ B. A similar
argument shows that there is, for each y ∈ Y , at most
one x ∈ X such (x, y) ∈ B. Combining these facts we
see that B ∈ S. B is therefore an upper bound for R
with respect to the total order ⊆. So any R ∈ ℘(S)
on which ⊆ is a total order has an upper bound. The
hypotheses of Zorn’s Lemma are therefore satisfied.
The conclusion must be as well. There is therefore a
maximal M ∈ S, i.e. a M ∈ S such that if Z ∈ S
and M ⊆ Z then M = Z.

Suppose that both of the following statements are
false.

(a) There is for every x ∈ X a q ∈ Y such that
(x, q) ∈M .

(b) There is for every y ∈ Y a p ∈ X such that
(p, y) ∈M .

In other words suppose there is an x ∈ X is such that
there is no q ∈ Y for which (x, q) ∈ M and there is
a y ∈ Y is such that there is no p ∈ X for which
(p, y) ∈M . Define

Z = M ∪ {(x, y)}.

Then Z ∈ S and M ⊆ Z. It follows that M = Z.
But (x, y) /∈ M . So our assumption that (a) and (b)
are both false leads to a contraction. Therefore at
least one of them is true.

In Case (a) we define f(x) to be the unique q ∈ Y
such that (x, q) ∈M . Its uniqueness follows from the
fact that M ∈ S. If

f(x1) = f(x2)

for some x1, x2 ∈ X then let y = f(x1). Then
(x1, y) ∈M and (x2, y) ∈M . But M ∈ S so x1 = x2.
So if

f(x1) = f(x2)

then x1 = x2. In other words, f is an injection. In
Case (b) we define g(y) to be the unique p ∈ X such
that (p, y) ∈M . Its uniqueness follows from the fact
that M ∈ S. If

g(y1) = g(y2)

for some y1, y2 ∈ Y then let x = g(y1). Then (x, y1) ∈
M and (x, y2) ∈M . But M ∈ S so y1 = y2. So if

g(y1) = g(y2)

then y1 = y2. In other words, g is an injection. So
we have an injection f : X → Y in one case and an
injection g : Y → X in the other case.

Another application of Zorn’s Lemma is to resolve
the question, which was left open in an earlier section,
of whether surjections have right inverses.

Proposition 2.7.2. Suppose f : X → Y is a surjec-
tion. Then there is a function g : Y → X such that
f ◦ g is the identity on Y .

Proof. The idea of the proof is the same as for the
preceding proposition. We construct functions by
constructing their graphs and construct the graph by
appealing to Zorn’s Lemma to get a maximal element
in a set of subsets of the Cartesian product.

Let S be the set of Z ∈ ℘(X × Y ) such that
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(a) for each y ∈ Y there is at most one x ∈ X such
that (x, y) ∈ Z, and

(b) if there is such an x then f(x) = y.

Suppose R ∈ ℘(S) is such that for any Z1, Z2 ∈ R
either Z1 ⊆ Z2 or Z2 ⊆ Z1. Let B =

⋃
Z∈R Z. Sup-

pose (x1, y) ∈ B and (x2, y) ∈ B. Then there are
Z1, Z2 ∈ R such that (x1, y) ∈ Z1 and (x2, y) ∈ Z2.
If Z1 ⊆ Z2 then (x1, y) ∈ Z2 and (x2, y) ∈ Z2. Z2 ∈ S
so x1 = x2. There is therefore at most one x ∈ X
such that (x, y) ∈ B. Also, if there is such an x then
f(x) = y because (x, y) ∈ Z for some Z ∈ R. A
similar argument with the 1’s and 2’s reversed shows
that if Z2 ⊆ Z1 then again there is at most one x ∈ X
such that (x, y) ∈ B and that if there is such an x
then f(x) = y. So B ∈ S. For any Z ∈ R we have
Z ⊆ B so B is an upper bound. The hypotheses of
Zorn’s Lemma are therefore satisfied for the partially
ordered set (S,⊆) and therefore S has a maximal el-
ement, which we can call M .

We’d like to know that for all y ∈ Y there is an x
such that (x, y) ∈M . Suppose otherwise and choose
a y for which there is no such x. f is a surjection so
there is an x such that f(x) = y. Let

Z = M ∪ {(x, y)}.

Then M ⊆ Z and Z ∈ S. M is maximal so M = Z.
But (x, y) /∈ M , so our assumption was false. In
other words, for all y ∈ Y there is an x such that
(x, y) ∈ M . Since M ∈ S there is only one such x
and f(x) = y.

Define g(y) for each y ∈ Y to be the unique x ∈ X
such that (x, y) in M . The existence and uniqueness
were just established above. Then

f(g(y)) = f(x) = y,

so f ◦ g is the identity on Y .

Corollary 2.7.3. Suppose X is a set and ∼ is an
equivalence relation on X. Let E be the set of equiva-
lence classes with respect to ∼. There there is a func-
tion g : E → X such that for any equivalence class
C ∈ E

{y ∈ X : y ∼ g(C)} = C.

This function thus chooses a single representative
from each equivalence class.

Proof. Let f : X → E be the function which takes
each element to its equivalence class, i.e.

f(x) = {y ∈ X : y ∼ x}.

f is a surjection because each equivalence class is the
equivalence class of some element. By the proposition
f therefore has a right inverse g. The equation

(f ◦ g)(C) = C

is just
{y ∈ X : y ∼ g(C)} = C.

The following proposition is often used in defining
functions on sets of equivalence classes.

Proposition 2.7.4. Suppose X and Y are sets and
f : X → Y is a function. Suppose ∼ is an equivalence
relation on X, E is the set of equivalence classes with
respect to ∼ and p : X → E is the function which
takes each element of x to its equivalence class with
respect to ∼. Suppose ./ is an equivalence relation
on Y , F is the set of equivalence classes with respect
to ./ and q : Y → F is the function which takes each
element of y to its equivalence class with respect to
./. Suppose that f(s) ./ f(t) whenever s ∼ t. Then
there is a unique function g : E → F such that

q ◦ f = g ◦ p.

Proof. By the corollary above there is an i : E → X
such that p ◦ i is the identity on E . For all x ∈ X we
have

p((i ◦ p)(x)) = p(i(p(x))) = (p ◦ i)(p(x)) = p(x).

In view of the definition of p this means that (i ◦
p)(x) and x belong to the same equivalence class with
respect to ∼, i.e that

(i ◦ p)(x) ∼ x.

Our assumption on f then implies that

f((i ◦ p)(x)) ./ f(x)
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or
(f ◦ (i ◦ p))(x) ./ f(x).

In view of the definition of q this means that

q((f ◦ (i ◦ p)))(x) = q(f(x))

or
(q ◦ (f ◦ (i ◦ p)))(x) = (q ◦ f)(x).

Since composition is associative we can rewrite this
as

((q ◦ f ◦ i) ◦ p)(x) = (q ◦ f)(x).

Let
g = q ◦ f ◦ i.

Then
(g ◦ p)(x) = (q ◦ f)(x).

This holds for all x so

g ◦ p = q ◦ f.

This establishes the existence of the function g from
the statement of the proposition.

To establish the uniqueness of g, suppose that g1
and g2 are such that

g1 ◦ p = q ◦ f

and
g2 ◦ p = q ◦ f.

Composing with i,

g1 ◦ p ◦ i = q ◦ f ◦ i

and
g2 ◦ p ◦ i = q ◦ f ◦ i.

But p ◦ i is the identity, so

g1 = g1 ◦ p ◦ i = q ◦ f ◦ i = g2 ◦ p ◦ i = g2.

As an example, consider the set N ×N with the
relation ∼ considered earlier. This was the relation
where

(a, b) ∼ (c, d)

if and only if
a+ d = b+ c.

The set E of equivalence classes “is” the set of integers
in the standard construction of the integers. One
needs to define all the usual arithmetic functions on
it. The additive inverse function from E to itself, for
example, is defined to be the function g which the
proposition above associates to the function f : N ×
N→ N×N defined by

f(a, b) = (b, a).

In this case Y = X = N ×N and ./ is the same as
∼. The proposition has a hypothesis, f(s) ./ f(t)
whenever s ∼ t, which needs to be checked. In our
context this means

(b, a) ∼ (d, c)

wherever
(a, b) ∼ (c, d),

i.e.
b+ c = a+ d

whenever
a+ d = b+ c,

which is certainly true.

2.8 Cardinality

We now have enough results at our disposal to talk
about cardinality of sets.

Definition 2.8.1. If there is a bijection f : X → Y
then we write

#X = #Y.

If there is an injection f : X → Y then we write

#X ≤ #Y

or
#Y ≥ #X.

The term equinumerous is sometimes used in the
first case. In other words X and Y are said to be
equinumerous if there is a bijection from one to the
other. This term is not widely used however. There
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appears to be no word in common usage to describe
the second situation.

We’ll leave unresolved the question of what sort of
object #X is. We’ll call it a cardinal number , but
the only meaning attached to it will be via equations
or inequalities like the ones above, where we compare
to cardinals. We’ll never have occasion to consider a
single cardinal number in isolation.

The symbols = and ≤ behave as you would expect.

Proposition 2.8.2. For any sets X, Y , W and Z

(a) #X = #X, #X ≤ #X and #X ≥ #X.

(b) #X = #Y if and only if #Y = #X.

(c) #X ≤ #Y if and only if #Y ≥ #X.

(d) If #X = #Y then #X ≤ #Y and #X ≥ #Y .

(e) #X ≤ #Y or #Y ≤ #X.

(f) If #X ≤ #Y and #X ≥ #Y then #X = #Y .

(g) If #X = # Y and #Y = #Z then #X = #Z.

(h) If #X ≤ # Y and #Y ≤ #Z then #X ≤ #Z.

(i) #(X × Y ) = #(Y ×X)

(j) If #W = #X and #Y = #Z then #(W ×Y ) =
#(X × Z).

(k) If #W ≤ #X and #Y ≤ #Z then #(W ×Y ) ≤
#(X × Z).

(l) If X ⊆ Y then #X ≤ #Y .

(m) #(X ∩ Y ) ≤ #X ≤ #(X ∪ Y ) and #(X ∩ Y ) ≤
#Y ≤ #(X ∪ Y ).

(n) X is infinite if and only if #N ≤ #X.

(o) If X is finite then #X ≤ #N but #X 6= #N.

(p) If X is finite and Y is infinite then #X ≤ #Y
but #X 6= #Y .

(q) If f : X → Y is a surjection then #X ≥ #Y .

(r) #X ≤ #℘(X) but #X 6= #℘(X).

Proof. All of these are proved by converting them to
statements about bijections and injections. I’ll just
list those statements and, where they are not obvious,
prove them.

(a) The identity function is a bijection and an injec-
tion.

(b) Any bijection has an inverse, which is also a bi-
jection.

(c) Both statements were defined to mean that there
is an injection from X to Y .

(d) Every bijection is an injection.

(e) This is Proposition 2.7.1

(f) This is the Schröder-Bernstein Theorem.

(g) The composition of bijections is a bijection.

(h) The composition of injections is an injection.

(i) The function f(x, y) = (y, x) is a bijection.

(j) If f : W → X and g : Y → Z are bijections then
so is

h : W × Y → X × Z,

defined by

h(w, y) = (f(w), g(y)).

(k) If f : W → X and g : Y → Z are injections then
so is

h : W × Y → X × Z,

defined by

h(w, y) = (f(w), g(y)).

(l) The function i : X → Y defined by i(x) = x is
an injection.

(m)
X ∩ Y ⊆ X ⊆ X ∪ Y

and
X ∩ Y ⊆ Y ⊆ X ∪ Y

so we can apply the preceding part.
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(n) This is Proposition 2.2.4.

(o) By 2.8.2e we have #N ≤ #X or #X ≤ #N.
We just saw that the former happens if and only
if X is infinite and our X is finite so #X ≤ #N.
If there were a bijection g : X → N then the
function h : X → X defined by

h(x) = f(g(x) + 1),

where f is the inverse of g would be an injection
which is not a surjection, so X would be infinite.
So there is not such bijection. It follows that
#X 6= #N.

(p) #X ≤ #Y follows from 2.8.2h, 2.8.2n and
2.8.2o. If #X = #Y then by 2.8.2b, 2.8.2d we
would have #Y ≤ #X. Y is infinite so by 2.8.2h
and 2.8.2n we would have #N ≤ #X. But then
X would also be infinite by 2.8.2n. It’s not, so
#X 6= #Y

(q) If f : X → Y is a surjection then there is, by
Proposition 2.7.2, a g such that f ◦ g is the iden-
tity on Y . This g is, by Proposition 2.1.1, an
injection.

(r) f(x) = {x} is an injection from X to ℘(X) so
#X ≤ #℘(X). The fact that #X 6= #℘(X) is
Cantor’s Theorem.

2.9 Countable sets

After the finite sets the next nicest class are the
countable sets. There is an unfortunate divergence
of terminology regarding countable sets. The most
common convention appears to be that X is said to
be countable if and only if #X = #N and is said to
be at most countable if #X ≤ #N. A less commonly
used convention is that X is said to be countable if
and only if #X ≤ #N and is said to be countably
infinite if #X = #N. Everyone agrees that X is un-
countable when #X ≥ #N but #X 6= #N. One ad-
vantage of the less commonly used convention is that
all sets are either countable or uncountable, as one
would expect. With the other convention finite sets

are neither countable nor uncountable. Another ad-
vantage of the less commonly used convention is that
#X ≤ #N appears more commonly in the hypothe-
ses and conclusions of theorems than #X = #N and
it’s convenient for the more commonly used condition
to have the shorter name. For those reasons I’m go-
ing to use the less commonly used convention in these
notes, but when communicating with other people
you should be aware that most of them use the other
convention. The safest, although most awkward, op-
tion when communicating with someone whose con-
ventions you don’t know is to say “countably infi-
nite” for #X = #N, to say “at most countable” for
#X ≤ #N, and not to say “countable” at all.

Definition 2.9.1. A set X is said to be countable if
#X ≤ #N and countably infinite if #X = #N. It
is said to be uncountable if it is not countable.

The phrase countably infinite is justified by the
following proposition.

Proposition 2.9.2. X is countably infinite if and
only if it is countable and infinite.

Proof. Suppose X is countably infinite, i.e. that
#X = #N. Then #X ≤ #N by 2.8.2d and so is
countable. #X ≥ #N, also by 2.8.2d, which means
#N ≤ #X, by 2.8.2c, and therefore X is infinite, by
2.8.2n.

Suppose X is countable, i.e. #X ≤ #N, and X is
infinite. Then #N ≤ #X by 2.8.2n and #X ≥ #N
by 2.8.2c. It then follows from 2.8.2f that #X = #N,
i.e. that X is countably infinite.

The following facts are useful when you want to
use the fact that one sets is known to be countable
to prove that another set is countable.

Proposition 2.9.3. (a) If f : X → Y is an injec-
tion and Y is countable then X is countable.

(b) If X ⊆ Y and Y is countable then X is count-
able.

(c) If g : Y → X is a surjection and Y is countable
then X is countable.

(d) If X and Y are countable then so is X × Y .
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(e) Suppose A is a countable set and then each X ∈
A is a countable set. Then ∪X∈AX is countable.

(f) If X and Y are countable then so is X ∪ Y .

Proof. (a) Because there’s an injection f : X →
Y we have #X ≤ #Y . Y is countable so
#Y ≤ #N. Therefore #X ≤ #N by propo-
sition 2.8.2h. So X is countable.

(b) This is the previous part applied to the inclusion
function f : X → Y defined by f(x) = x.

(c) By 2.8.2q #Y ≥ #X. By 2.8.2c #X ≤ #Y . Y is
countable so #Y ≤ #N. By 2.8.2h #X ≤ #N.
Therefore X is countable.

(d) Since X and Y are countable there are injections
f : X → N and g : Y → N. Define i : N ×N →
N by

i(m,n) =
(m+ n)(m+ n+ 1)

2
+ n.

Note that i(m,n) is an integer, despite the 2 in
the denominator, because from any two succes-
sive integers one of them must be even. Define
j : N→ N×N as by

j(p) =

(
q(q + 3)

2
− p, p− q(q + 1)

2

)
where q is the smallest natural number such that

p ≤ q(q + 3)

2
.

There is at least one natural number q satisfying
this inequality, namely p itself, and so there is a
least such natural number. Because it’s the least
such number

(q − 1)(q + 2)

2
< p

and hence

q(q + 1)

2
=

(q − 1)(q + 2)

2
+ 1 ≤ p

So j(p) ∈ N ×N. It’s straightforward to check
that j ◦ i is the identity on N, i.e. that

j(i(m,n)) = (m,n)

since the smallest q such that

(m+ n)(m+ n+ 1)

2
+ n ≤ q(q + 3)

2

or, equivalently,

(m+ n)(m+ n+ 1)

2
+ n <

(q + 1)(q + 2)

2

is q = m+n. i ◦ j is also the identity on N since
if

(m,n) = j(p)

then

m+ n =
q(q + 3)

2
− p+ p− q(q + 1)

2
= q

and

n = p− q(q + 1)

2
so

i(m,n) =
q(q + 1)

2
+ p− q(q + 1)

2
= p.

So i and j are bijections.

We can now define h : X × Y → N by

h(x, y) = i(f(x), g(y)).

If
h(x1, y1) = h(x2, y2)

then

i(f(x1), g(y2)) = i(f(x1), g(y2))

and, since i is an injection,

(f(x1), g(y2)) = (f(x1), g(y2)),

which is possible only if

f(x1) = f(x2)

and
g(y1) = g(y2).

Since f and g are injections it follows that x1 =
x2 and y1 = y2, and therefore

(x1, y1) = (x2, y2).

h is therefore an injection and so X×Y is count-
able.
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(e) The hypotheses mean that there is an injection
f : A → N and that there is, for each X ∈ A, an
injection gX : X → N. Define

i :
⋃
X∈A

X → N

by saying that i(x) is the least natural number
n for which there’s an X ∈ A with x ∈ X and
f(X) = n. There is at least one such n because
x ∈ X for some X ∈ A by the definition of the
union and therefore there is a least such n. If
i(x) = n then there is an x ∈ X such that x ∈ X
and f(X) = n, by definition. There is in fact
only one such X. If there were two, X1 and X2

then we would have

f(X1) = f(X2),

but f is an injection so then

X1 = X2.

It therefore makes sense to define

j :
⋃
X∈A

X → X

by saying that j(x) = X where X ∈ A is the
unique element such that x ∈ X and

f(X) = i(x).

So
f(j(x)) = i(x).

Now define

h :
⋃
X∈A

X → N×N

by
h(x) = (i(x), gj(x)(x)).

This is an injection. Indeed if

h(x1) = h(x2)

then
i(x1) = i(x2).

Also

f(j(x1)) = i(x1) = i(x2) = f(j(x2))

and f is an injection so

j(x1) = j(x2).

Let X be their common value. Then

h(x1) = (i(x1), gX(x1))

and
h(x2) = (i(x2), gX(x2)

so
gX(x1) = gX(x2).

But gX is an injection,

x1 = x2.

(f) This is just the previous part applied to the spe-
cial case A = {X,Y }.

We can use the previous proposition to prove that
various familiar sets are countable.

Proposition 2.9.4. Every finite set is countable.
The set N of natural numbers, the set Z of ratio-
nal numbers and the set Q of rational numbers are
countable. So is the set of algebraic numbers, i.e so-
lutions of polynomial equations of positive degree with
rational coefficients.

Proof. N is infinite so by 2.8.2p # ≤ #N if X is
finite.

#N ≤ #N by 2.8.2a so N is countable.
N×N is countable by 2.9.3d. The function g : N×

N→ Z defined by g(m,n) = m−n is a surjection so
Z is countable by 2.9.3c

Z \ {0} ⊆ Z

so Z \ {0} is countable by 2.9.3b. Z × (Z \ {0}) is
countable by 2.9.3d. The function

g : Z× (Z \ {0})→ Q
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defined by
g(p, q) = p/q

is a surjection so Q is countable by 2.9.3c.
Qn is countable by induction on n, using 2.9.3d

and the fact that

Qn+1 = Qn ×Q.

Q\{0} is countable by 2.9.3b (Q \ {0})×Qn is count-
able by 2.9.3b. There’s a natural surjection from this
set to the set of polynomials of degree n with rational
coefficients, which just takes an n+ 1-tuple of ratio-
nal numbers to the polynomial with those numbers
as coefficients, so the set of polynomials of degree
n is countable by 2.9.3c. The set of polynomials of
positive degree with rational coefficients is therefore
countable by 2.9.3e. There are at most n solutions
to a polynomial of degree n so the set of solutions to
any polynomial of positive degree is finite and hence
countable. Applying 2.9.3e again shows that the set
of all numbers which are a solution to some such poly-
nomial is again countable.

2.10 The Cantor Set

Definition 2.10.1. Let f : ℘(N)→ R be defined by

f(A) =
2

3

∑
j∈A

3−j .

The Cantor Set is f∗(℘(N)).

This set will be a recurring example, and counter-
example, in these notes. It has a number of interest-
ing topological and measure-theoretic properties but
in this section we are only concerned with its set-
theoretic properties.

Proposition 2.10.2. The function f : ℘(N) → R
defined by

f(A) =
2

3

∑
j∈A

3−j

is an injection.

Proof. Suppose A 6= B. Let m be the least element
in A4B. Either m ∈ A and m /∈ B or vice versa.

We’ll assume the former. The argument that follows
will apply in the other case if A and B are swapped
everywhere.

3

2
f(A) =

∑
j∈A

3−j =
∑
j∈A
j<m

3−j + 3−m +
∑
j∈A
j>m

3−j

and

3

2
f(B) =

∑
j∈B

3−j =
∑
j∈B
j<m

3−j +
∑
j∈B
j>m

3−j .

∑
j∈A
j>m

3−j ≥ 0

because it’s a sum of non-negative terms. So

3

2
f(A) ≥

∑
j∈A
j<m

3−j + 3−m.

∑
j∈B
j>m

3−j +
∑
j /∈B
j>m

3−j =
∑
j>m

3−j =
1

2
3−m.

∑
j /∈B
j>m

3−j ≥ 0

because it’s a sum of non-negative terms, so∑
j∈B
j>m

3−j ≤ 1

2
3−m

and
3

2
f(B) ≤

∑
j∈B
j<m

3−j +
1

2
3−m

If j < m then j ∈ A if and only if j ∈ B because m
was the least element of A4B. So∑

j∈A
j<m

3−j =
∑
j∈B

3−j .

It follows that

3

2
f(A) ≥ 3

2
f(B) +

1

2
3−m

and hence

f(A) ≥ f(B) + 3−m−1 > f(B).

So f(A) 6= f(B). Therefore f is an injection.
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Corollary 2.10.3. The Cantor set is uncountable.

Proof. Let C be the Cantor Set and let g : ℘(N)→ C
be defined by g(A) = f(A) for all A ∈ ℘(N). This
is well defined because if A ∈ ℘(N) then f(A) ∈ C,
by the definition of f . Also, every element of C is
f(A) for some A, again by the definition of C, so g
is a surjection g is an injection because f is. So g is
a bijection from ℘(N) to C. Therefore

#℘(N) = #C.

By 2.8.2r

#N ≤ #℘(N)

but

#N 6= #℘(N).

It follows that

#N ≤ #C

but

#N 6= #C.

If #C ≤ #N then we have a contradiction to 2.8.2f,
so #C ≤ #N is not true. In other words, C is not
countable.

Are f and g the same function? They appear to
be because they have the same domain and g was
defined by g(A) = f(A) for all A in this domain, but
they aren’t. g is a surjection but f is not.

The Cantor Set will appear again in later chapters
but for the purposes of this chapter it is solely a step
in the proof of the following theorem.

Theorem 2.10.4. The set R of real numbers is un-
countable. So is the set R \Q of irrational numbers.

Proof. If C is the Cantor Set then C ⊆ R. If R were
countable then by 2.9.3b C would also be countable,
and we’ve just seen that it isn’t.

Q is countable by Proposition 2.9.4. If R \Q were
also countable then

R = Q ∪ (R \Q)

would also be countable, by Proposition 2.9.3f, but
we’ve just seen that it isn’t.

2.11 Disjoint unions, products

The construction of the disjoint union of two sets
which was needed for the proof of the Schröder-
Bernstein Theorem can be generalised to an arbitrary
collection. There’s also a similar construction of the
product of an arbitrary collection of sets.

As before, we use a set of labels to distinguish the
various copies. The sets themselves are unsuitable as
labels because we could require more than one copy
of the same set. The natural numbers are unsuit-
able because we could have an uncountable number
of sets. The solution is to let the set of labels be an
arbitrary set. One then needs a function to associate
the correct set to each label. That’s the purpose of
the following definition.

Definition 2.11.1. An indexed collection of sets is
a function j : L → A, where A is a set of sets, i.e.
such that if S ∈ A then S is a set.

From a logician’s point of view the condition that
each S ∈ A is a set is redundant. Everything is a set.
From a mathematician’s point of view though some
of these sets are really sets, in the sense that expect to
apply the usual operations on sets to them, and some
are only accidentally sets, because we happened to
construct them that way but don’t intend to operate
on them as sets once they’ve been constructed. We
routinely write things like X ⊆ R, for example, but
never write X ⊆

√
2 even though technically both

R and
√

2 are defined as sets and therefore can have
subsets. From a logician’s point of view then the
definition above is pointless, since indexed collection
of sets is merely another word for function. From a
mathematician’s point of view though the use of the
term indexed collection of sets serves as a statement
of intent. If we say j : L→ A is an indexed collection
of sets then we mean that j(λ) for each λ ∈ L is
not just a set in some accidental sense but rather is
something which we want to think of and act on as a
set. In other words, that it’s something like R rather
than

√
2.

Definition 2.11.2. The disjoint union of an indexed
collection of sets j : L → A is the set of all ordered
pairs of the form (λ, x), where λ ∈ L and x ∈ j(λ).
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In other words, the disjoint union is{
(λ, x) ∈ L×

⋃
S∈A

S : x ∈ j(λ)

}
.

If L = {a, b} and j is defined by j(a) = X and j(b) =
Y then we get exactly the disjoint union of X and Y
constructed earlier.

If j : L→ A is an indexed collection of sets and λ ∈
L then there is a natural injection from j(λ) to the
disjoint union of j, given by iλ(x) = (λ, x). We met
this injection several times in the case of the disjoint
union of X and Y , where it was the function ia(x) =
(a, x) or ib(y) = (b, y). In general the injection above
is referred to as the inclusion at λ. If j is injective
then we can safely refer to it as the inclusion of the set
j(λ) in the disjoint union but if j is not injective then
there are λ, µ ∈ L such that j(λ) = j(µ) and referring
to the inclusion of this set in the disjoint union is
ambiguous, since it could refer to the inclusion at λ
or the inclusion at µ.

Two other notions related to indexed collections of
sets are those of choice functions and products.

Definition 2.11.3. If j : L → A is an indexed col-
lection of sets then a choice function for j is a func-
tion f : L →

⋃
S∈A S such that f(λ) ∈ j(λ) for each

λ ∈ L.

Definition 2.11.4. The product of an indexed col-
lection of sets j : L→ A is the set of all choice func-
tions for it.

For example, consider the indexed collection con-
sidered earlier, where L = {a, b} and j is defined by
j(a) = X and j(b) = Y . A choice function for j is a
function f on {a, b} such that f(a) ∈ X and f(b) ∈ Y .
To any such choice function we can associate the el-
ement (f(a), f(b)) in X × Y . Conversely, given any
(x, y) ∈ X × Y we can define a choice function f by
f(a) = x and f(b) = y. So while it’s not quite correct
to say that the product in the sense of the definition
is the Cartesian product X × Y , there is a natural
bijection between the product of j and X × Y . For
simplicity we generally treat these two as the same
object. This is similar to the way we generally treat
the sets (X×Y )×Z and X× (Y ×Z) as if they were

the same set when in reality they are two different
sets related by the bijection which takes ((x, y), z) to
(x, (y, z)).

As another example, suppose L = {1, . . . , n} and
j(k) = R for each k ∈ L. The choice functions for
j are precisely the functions f such that f(k) ∈ R
for all k ∈ {1, . . . , n}. In other words, they are the
functions from {1, . . . , n} to R. We can associate to
such a function an element (f(j), . . . , f(n)) ∈ Rn.
Conversely, to every element (x1, . . . , xn) we can as-
sociate the choice function f such that f(k) = xk for
each k. Again, we generally treat the product as if
it were Rn rather than just being connected to it by
the bijection above.

Other than familiarity there’s nothing special
about the sets {1, . . . , n} and R. More generally if
X and Y are any sets then we can define the indexed
collection of sets L = X and j(x) = Y . A choice
function for j is then just a function from X to Y .

If j : L → A is an indexed collection of sets and
λ ∈ L then there is a natural surjection πλ from the
product of j to j(λ), given by πλ(f) = f(λ). In other
words, it takes the choice function f to its value at
λ. In the case L = {a, b} considered above if we
identify the product with the Cartesian product then
this function is πa(x, y) = x and πb(x, y) = y. In
other words, πa and πb are the usual projection func-
tions. More generally, for any indexed collection of
sets we refer to πλ as the projection at λ. If the func-
tion j is an injection then it’s permissible to speak
of the projection onto j(λ) but if there are distinct
λ, µ ∈ L such that j(λ) = j(µ) then this terminol-
ogy is ambiguous since the projection onto this set
could refer to the projection at λ or the projection at
µ. An extreme example is the case L = {1, . . . , n},
j(k) = R considered above, where we saw that the
product could be identified with Rn. Referring to
the projection of Rn onto R is ambiguous while the
projection at k refers unambiguously to the function
πk((x1, . . . , xn)) = xk, more commonly called the
k’th projection or the projection onto the k’th fac-
tor.

If j(λ) = ∅ for some λ ∈ L then the product is
empty. Indeed there are no choice functions because
there is no function f with f(λ) ∈ ∅. The converse
of this statement is the Axiom of Choice. The name
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is historical but for us it’s a theorem rather than an
axiom.

Theorem 2.11.5. If j : L→ A is an indexed collec-
tion of sets and j(λ) 6= ∅ for each λ ∈ L then the
product of j is non-empty.

Proof. In view of the definition of the product, to say
that the product is non-empty is the same as saying
that there is a choice function. We show this using
Zorn’s Lemma.

A pair (D, f) will be called a partial choice func-
tion for j if D ⊆ L, and f is a function on D such
that f(λ) ∈ j(λ) for all λ ∈ D. Let S be the set
of all partial choice functions for j. We order it by
(D1, f1) 4 (D2, f2) if D1 ⊆ D2 and f1 is the restric-
tion of f2 to D1. If R ∈ ℘(S) is totally ordered with
respect to 4 then there is an upper bound for R.
This upper bound is (D̂, f̂) where D̂ is the is the set
of λ ∈ L such that λ ∈ D for some (D, f) ∈ R and

f̂(λ) = f(λ). Some work is required to establish that

f̂ is well defined, since there could be more than one
(D, f) ∈ R with λ ∈ D. However if (D1, f1) ∈ R
and (D2, f2) ∈ R are such that λ ∈ D1 and λ ∈ D2

then either (D1, f1) 4 (D2, f2) or (D2, f2) 4 (D1, f1).
In the former case f1 is the restriction to D1 of f2
so f1(λ) = f2(λ). In the latter case f2 is the re-
striction to D2 of f1 so f2(λ) = f1(λ). So in either
case f1(λ) = f2(λ) and it doesn’t matter which we

use in defining f̂(λ). From the definitions it’s clear

that (D, f) 4 (D̂, f̂) for all (D, f) ∈ R. So (D̂, f̂)
is indeed an upper bound. Zorn’s Lemma there-
fore applies and we have a maximal element in S.
If (D, f) is this maximal element and D 6= L then
we would be able be to find a larger element (D̃, f̃)
by picking a λ ∈ L \ D and an x ∈ j(λ) and set-
ting D̃ = D ∪ {λ} and defining f̃ by f̃(λ) = x and
f̃(µ) = f(µ) for µ ∈ L.

The theorem could have been proved by construct-
ing an appropriate set and then defining the choice
function in such a way that that set is its graph, as
was done for Propositions 2.7.1 and 2.7.2. In more
detail, we could have defined S to be the set of subsets
Z of L×

⋃
λ∈L i(λ) such that for every λ ∈ L there is

at most one x ∈
⋃
λ∈L j(λ) such that (λ, x) ∈ Z and

such that x ∈ j(λ) for all (λ, x) ∈ Z. This S then has

a maximal element M by Zorn’s Lemma and the fact
that it is maximal implies that for all λ ∈ L there is
a unique x ∈ j(λ) such that (λ, x) ∈ M . If we then
define f(λ) to be this x then f is a choice function.

One could also prove Proposition 2.7.2 in a manner
more similar to the proof of this theorem, with the
elements of the set S being pairs consisting of a subset
V of Y and a function k from V to X such that f ◦ k
is the identity on V .

The situation for Proposition 2.7.1 is more com-
plicated because we don’t know when defining S
whether we’re constructing a function f from X to
Y or a function g from Y to X. It’s still possible to
give an argument like the one for the theorem, but
the definition of S is more complicated. Elements of
S are of the form (U, V, j, k) where U ⊆ X, V ⊆ Y , j
is a bijection from U to V and k is its inverse.

3 Topological spaces

3.1 Definitions

As already stated in Definition 1.11.1, a topology on
a set X is a T ∈ ℘(℘(X)) such that

(a) ∅ ∈ T and X ∈ T ,

(b) If V ∈ T and W ∈ T then V ∩W ∈ T .

(c) If E ⊆ T then
⋃
V ∈E V ∈ T .

A pair (X, T ) consisting of a set X and a topology T
on X is called a topological space.

The set of topologies on X will be denoted T(X).
A number of examples of topologies were given in

Section 1.11 and we will see more examples later. A
subset U ∈ ℘(X) is called open if U ∈ T and closed
if X \ U ∈ T .

Two results we will need later are the following.

Lemma 3.1.1. Suppose X and Y are sets and
f : X → Y is a function. Then

T(X) ⊆ f∗∗∗(T(Y )).

Proof. Suppose TX ∈ T(X). Define TY by

TY = f∗∗(TX).
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Then TY is a topology on Y , i.e. TY ∈ T(Y ). To see
this, first observe that A ∈ TY if and only if f∗(A) ∈
TX , by the definition of TY and of the preimage under
f∗.

f∗(∅) = ∅ ∈ TX
so ∅ ∈ TY .

f∗(Y ) = X ∈ TX
so X ∈ TY . If V,W ∈ TY then

f∗(V ∩W ) = f∗(V ) ∩ f∗(W )

and f∗(V ), f∗(W ) ∈ TX , so f∗(V ∩ W ) ∈ TX and
hence V ∩W ∈ TY . If E ⊆ TY then

f∗

(⋃
V ∈E

V

)
=
⋃
V ∈E

f∗ (V )

and f∗(V ) ∈ TX for all V ∈ E so

f∗

(⋃
V ∈E

V

)
∈ TX

and hence ⋃
V ∈E

V ∈ TY .

So TY satisfies all the conditions to be a topology on
Y .

So if TX ∈ T(X) then f∗∗(TX) ∈ T(Y ). In other
words, TX ∈ f∗∗∗(T(Y )). Since this holds for all
TX ∈ T(X) we have T(X) ⊆ f∗∗∗(T(Y )).

Lemma 3.1.2. Suppose X and Y are sets and
f : X → Y is a function. Then

T(Y ) ⊆ ((f∗)∗)
∗(T(X)).

Proof. Suppose TY ∈ T(Y ). Define TX by

TX = (f∗)∗(TY ).

TX is the set of subsets U of X for which there is a
V ∈ TY with U = f∗(V ). ∅ ∈ TY because TY is a
topology on Y and ∅ = f∗(∅) so ∅ ∈ TX . Y ∈ TY
because TY is a topology on Y and X = f∗(Y ) so
X ∈ TX . If U1, U2 ∈ TX then there are V1 ∩ V2 ∈ TX
such that U1 = f∗(V1) and U2 = f∗(V2). But

U1 ∩ U2 = f∗(V1) ∩ f∗(V2) = f∗(V1 ∩ V2).

TY is a topology on Y and V1, V2 ∈ TY so V1∩V2 ∈ TY
and U1 ∩ U2 ∈ TX . Suppose E ⊆ TX⋃

U∈E
U =

⋃
U∈E,V ∈TY ,U=f∗(V )

U = f∗(W )

where
W =

⋃
U∈E,V ∈TX ,U=f∗(V )

V.

TY is a topology on Y and W is a union of elements
in TY and so W ∈ TY . Therefore⋃

U∈E
U ∈ TX .

We’ve just seen that ∅ ∈ TX , X ∈ TX , the inter-
section of any two elements of TX is an element of TX
is an element of TX and the union of any set of ele-
ments of TX is an element of TX . So TX is a topology
on X.

We’ve now established that if TY ∈ T(Y ) then
(f∗)∗(TY ) ∈ T(X) or, equivalently,

TY ∈ (((f∗)∗)
∗)(T(X)).

This holds for every TY ∈ T(Y ) so

T(Y ) ⊆ (((f∗)∗)
∗)(T(X)).

Another definition which we’ve already seen is that
of a Hausdorff topology from Definition 1.11.2. A
topology T on X is said to be Hausdorff if for every
x, y ∈ X such that x 6= y there are V,W ∈ T such
that x ∈ V , y ∈W and V ∩W = ∅.

A simple consequence of the definition is the fol-
lowing.

Proposition 3.1.3. If T is a Hausdorff topology on
X and x ∈ X then {x} is closed.

Proof. Let

U =
⋃

W∈T ,x/∈W

W.

Suppose y ∈ X \ {x}. There are then V,W ∈ T
such that x ∈ V , y ∈ W and V ∩ W = ∅. From
x ∈ V and V ∩W = ∅ it follows that x /∈ W . So W
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belongs to the union which defines U . From y ∈ W
it then follows that y ∈ U . We’ve just seen that if
y ∈ X \ {x} then y ∈ U , so

X \ {x} ⊆ U.

But each W in the union which defines U is a subset
of X \ {x} because of the condition x /∈W . So

U ⊆ X \ {x}

and therefore

X \ {x} = U.

U is union of elements of T and hence is an element
of T , so X \ {x} ∈ T . Therefore {x} is closed.

If T is not Hausdorff then sets of the form {x}
needn’t be closed. In the trivial topology on a set
with more than one element, for example, sets of the
form {x} are never closed. There are however exam-
ples of non-Hausdorff topologies in which all sets of
the form {x} are closed. The Zariski topology fur-
nishes an example.

3.2 Interior, closure and boundary

Given a topology on a set we can define the interior,
closure and boundary of any subset.

Definition 3.2.1. Suppose (X, T ) is a topological
space and A ∈ ℘(X). The interior of A, denoted A◦,
is the union of all open sets contained in A:

A◦ =
⋃

U∈T ,U⊆A

U.

The closure of A, denoted A, is the intersection of all
closed sets containing A.

A =
⋂

X\V ∈T ,A⊆V

V.

The boundary of A, denoted ∂A, is the relative com-
plement of the interior of A in the closure of A:

∂A = A \A◦.

As an example, the interior of [0, 1) is (0, 1), its
closure is [0, 1] and its boundary is {0, 1}.

The following proposition summarises some ele-
mentary properties of the interior, closure and bound-
ary.

Proposition 3.2.2. Suppose (X, T ) is a topological
space, x ∈ X and A,B ∈ ℘(X).

(a) A◦ is open and A is closed.

(b) A◦ ⊆ A ⊆ A ⊆ X

(c) If A ⊆ B then A◦ ⊆ B◦ and A ⊆ B.

(d) If A ⊆ B and A is open then A ⊆ B◦.

(e) If A ⊆ B and B is closed then A ⊆ B.

(f) A is open if and only if A = A◦.

(g) B is closed if and only if B = B.

(h) (A◦)
◦

= A◦ and
(
A
)

= A.

(i) (X \A)
◦

= X \A and X \A = X \A◦.

(j) ∂ (X \A) = ∂A.

(k) The following three statements are equivalent:

(i) x ∈ A◦.
(ii) There is a W ∈ O(x) such that W ⊆ A.

(iii) There is a W ∈ N (x) such that W ⊆ A.

(l) The following three statements are equivalent:

(i) x ∈ A.

(ii) For every W ∈ O(x), W ∩A 6= ∅.

(iii) For every W ∈ N (x), W ∩A 6= ∅.

(m) The following three statements are equivalent:

(i) x ∈ ∂A.

(ii) For every W ∈ O(x), W ∩A 6= ∅ and W ∩
(X \A) 6= ∅.

(iii) For every W ∈ N (x), W ∩ A 6= ∅ and
W ∩ (X \A) 6= ∅.

Proof. We prove these in turn.
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(a) A◦ is a union of open sets and so is open. A is an
intersection of closed sets and so is closed. X\A∗
is closed because A◦ is open. ∂A = A∩ (X \A◦)
is the intersection of two closed sets and hence
is closed.

(b) Any union of subsets of A is a subset of A and
any intersection of supersets of A is a superset of
A. Any intersection of subsets of X is a subset
of X.

(c) Suppose A ⊆ B. Then U ∈ T and U ⊆ A imply
U ∈ T and U ⊆ B, so

A◦ =
⋃

U∈T ,U⊆A

U ⊆
⋃

U∈T ,U⊆B

U = B◦.

Also, if X \ V ∈ T and B ⊆ V then X \ V ∈ T
and A ⊆ V , so

A =
⋂

X\V ∈T ,A⊆V

V ⊆
⋂

X\V ∈T ,B⊆V

V = B.

(d) If A is open and A ⊆ B then A is one of the sets
whose union defines B◦, so A ⊆ B◦.

(e) If B is closed and A ⊆ B then B is one of the
sets whose intersection defines A, so A ⊆ B.

(f) Suppose A is open. Let B = A. Then A ⊆ B so
A ⊆ B◦ by (d). In other words, A ⊆ A◦. But
A◦ ⊆ A by (b), so A = A◦.

Suppose, conversely, that A = A◦. A◦ is open
by (a), so A is open.

(g) Suppose B is closed. Let A = B. Then A ⊆ B
so A ⊆ B by (e). In other words B ⊆ B. But
B ⊆ B by (b), so B = B.

Suppose, conversely, that B = B. B is closed by
(a), so B is closed.

(h) By definition

A◦ =
⋃
U∈P

U

where

P = {U ∈ T : U ⊆ A} .

If U ∈ P then U ⊆ A and hence U◦ ⊆ A◦ by (c).
But U = U◦ by (f), so U ⊆ A◦. On the other
hand, A◦ ⊆ A by (b) so if U ∈ T and U ⊆ A◦

then U ⊆ A and therefore U ∈ P. So

P = {U ∈ T : U ⊆ A◦}

and hence

A◦ =
⋃

U∈T ,U⊆A◦
U = (A◦)

◦

By definition

A =
⋃
V ∈Q

V

where

Q = {V ∈ ℘(X) : X \ V ∈ T , A ⊆ V } .

If V ∈ Q then A ⊆ V and hence A ⊆ V by (c).
Also, X \ V ∈ T and V is closed, so V = V
by (g). It follows that A ⊆ V . Conversely, if
X \ V ∈ T and A ⊆ V then A ⊆ V because
A ⊆ A by (b). Therefore

Q =
{
V ∈ ℘(X) : X \ V ∈ T , A ⊆ V

}
and hence

A =
⋂

X\V ∈T ,A⊆V

V =
(
A
)
.

(i) By definition

(X \A)
◦

=
⋃

U∈T ,U⊆X\A

U

and

X \A = X \

 ⋂
X\V ∈T ,A⊆V

V

 .

The latter is equivalent to

X \A
⋃

X\V ∈T ,A⊆V

(X \ V ).
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If we reparameterise the union using U = X \ V
then

X \A
⋃

U∈T ,A⊆X\U

U.

But A ⊆ X \ U if and only if U ⊆ X \A so this
is the same as (X \A)

◦
. So

(X \A)
◦

= X \A.

This holds for any A ∈ ℘(X) so it also holds
with A replaced by X \A.

(X \ (A \X))
◦

= X \ (X \A),

or, more simply,

A◦ = X \ (X \A).

From this it follows that

X \A◦ = (X \A).

(j)

∂(X \A) = (X \A) \ (X \A)
◦

= (X \A◦) \
(
X \A

)
= A \A◦ = ∂A.

(k) If x ∈ A◦ then there is, by the definition of A◦

as a union, a U ∈ T such x ∈ U and U ⊆ A.
Take W to be this U . Then W ∈ O(x) and
W ⊆ A. O(x) ⊆ N (x) to this W is also in N (x).
Suppose, conversely, that there is a W ∈ N (x)
such that W ⊆ A. By the definition of N (x)
there is a U ∈ T such that x ∈ U and U ⊆ W .
It follows that U ⊆ A. Thus U is one of the
sets appearing in the union which defines A◦, so
U ⊆ A◦ and hence x ∈ A◦.

(l) Suppose W ∈ O(x). If W ∩ A = ∅ then A ⊆
X \W . X \W is closed so it is one of the sets
V whose intersection defines A. So A ⊆ X \W .
But W ∈ O(x) so x ∈W and hence x /∈ X \W .
Therefore x /∈ A. So if W ∩ A = ∅ then x /∈ A.
Therefore if x ∈ A then W ∩A 6= ∅. So for every
W ∈ O(x), W ∩A 6= ∅.

Next, suppose that for every W ∈ O(x), W∩A 6=
∅. If W ∈ N (x) then there is a U ∈ T such
that x ∈ U and U ⊆ W . Then U ∈ O(x). So
U ∩ A 6= ∅. U ∩ A ⊆ W ∩ A so W ∩ A 6= ∅. So
for every W ∈ N (x), W ∩A 6= ∅.

Suppose finally that for every W ∈ N (x), W ∩
A 6= ∅. Set W = X \ A. A ⊆ A by (b) so
W ∩A ⊆W ∩A = ∅ so W /∈ N (x). A is closed
by (a) so then W ∈ T . The only way we can
have W ∈ T but W /∈ N (x) is if x /∈ W , i.e. if
x ∈ A.

(m)

∂A = A \A◦ = A ∩ (X \A◦) = A ∩X \A

by (i). So x ∈ ∂A if and only if x ∈ A and
x ∈ X \A. By (l) this happens if and only if
for every W ∈ O(x) we have W ∩ A 6= ∅ and
W∩(X\A) 6= ∅. Or if and only for allW ∈ N (x)
we have W ∩A 6= ∅ and W ∩ (X \A) 6= ∅.

The behaviour of balls in a metric space with re-
spect to interior, closure and boundary is not ex-
actly as one might expect. B(x, r) ⊆ B̄(x, r)◦ and
B(x, r) ⊆ B̄(x, r) as consequences of Propositions
3.2.2d and3.2.2e respectively. In Rn with the usual
metric one can replace these inclusions with equa-
tions, but this is not possible in general. If d is
the discrete metric on a set X and x ∈ X then
B(x, 1) = {x} while B̄(x, r)◦ = X and B(x, 1) = {x}
while B̄(x, 1) = X. In this case also the sphere of ra-
dius 1 about x is not equal to the boundary of either
the open ball of radius 1 or the closed ball of radius 1
about x.

3.3 Closure and limits

Recall Definition 1.18.3: A net is a function whose
domain is a directed set. If (D,4) is directed set and
f is a function, i.e. a net, from D to a topological
space (Y, T ) then we say that z ∈ Y is the limit of
the net f , written

lim f = z
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if for all Z ∈ O(z) there is an a ∈ D such that if
b ∈ D and a 4 b then f(b) ∈ Z.

The following proposition relates nets to closures.

Proposition 3.3.1. Suppose f is a net from a di-
rected set (D,4) to a topological space (Y, T ), A ⊆ Y ,
f(a) ∈ A for all a ∈ D, and lim f = z. Then z ∈ A.

Proof. For every Z ∈ O(z) there is an a ∈ D such
that if b ∈ D and a 4 b then f(b) ∈ Z. In particular
f(a) ∈ Z. By hypothesis f(a) ∈ A. So f(a) ∈ Z ∩ A
and Z∩A 6= ∅. We’ve just seen that every Z ∈ O(z),
Z ∩A 6= ∅. By Proposition 3.2.2l then z ∈ A.

This proposition has a sort of converse.

Proposition 3.3.2. Suppose (Y, T ) is a topological
space, A ⊆ Y and z ∈ A. Then there is a directed set
(D,4) and a function f : D → Y such that f(a) ∈ A
for all a ∈ D and lim f = z.

Proof. We can take (D,4) to be (O(z),⊆). This is a
directed set by Proposition 1.14.2j. Define

X = {(W, y) ∈ O(z)× Y : y ∈W ∩A}

and define g : X → O(z) by g(W, y) = W . and
h : X → Y by h(W, y) = y. z ∈ A so W ∩ A 6= ∅ by
Proposition 3.2.2l. In other words, there is a y ∈ Y
such that g(W, y) = W . g is therefore a surjection.
By Proposition 2.7.2 it has a right inverse. In other
words, there is a function i : O(z) → X such that
g ◦ i is the identity on O(z). Define f : O(z)→ Y by
f = h ◦ i. For any W ∈ O(z) then let (V, y) = i(W ).
V = h(i(W )) = W so i(W ) = (W, y) and f(W ) =
h(i(W )) = y. (W, y) ∈ X so y ∈ W ∩ A. Therefore
f(W ) ∈W ∩A. In particular

f(W ) ∈ A

for all W ∈ O(z). Also, if V,W ∈ O(z) and V ⊆ W
then f(V ) ∈ V ⊆ W . So for all W ∈ O(z) if W ⊆ V
then f(V ) ∈W . Therefore

lim f = z.

Every sequence is a net with domain (D,4) =
(N,≤). so we obtain the following proposition as
a corollary to Proposition 3.3.1.

Proposition 3.3.3. Suppose α : N → Y is a se-
quence with values in a topological space (Y, T ), A ⊆
Y , αn ∈ A for all n ∈ N, and limn→∞ αn = z. Then
z ∈ A.

Can we also replace nets with sequences in Propo-
sition 3.3.2? Not without further restrictions on the
topological space (Y, T ). There are many special
cases where we can, though, including the case where
the topology T is metrisable, as we will see in a later
section.

3.4 Dense subsets

Definition 3.4.1. Suppose (X, T ) is a topological
space. A subset A ∈ ℘(X) is called dense if A = X.

Proposition 3.2.2 gives the following properties of
dense subsets.

Proposition 3.4.2. Suppose (X, T ) is a topological
space and A,B ∈ ℘(X).

(a) If A ⊆ B and A is dense then so is B.

(b) The only dense closed set is X.

(c) A is dense if any only if the interior of X \A is
empty.

(d) The following three statements are equivalent:

(i) A is dense.

(ii) For every x ∈ X and W ∈ O(x), W ∩ A 6=
∅.

(iii) For every x ∈ X and W ∈ N (x), W ∩A 6=
∅.

Proof. Each of these follows from one of the parts of
Proposition 3.2.2.

(a) By Proposition 3.2.2c, if A ⊆ B then A ⊆ B. If
A is dense then A = X, so X ⊆ B. But B ⊆ X
so B = X. In other words, B is dense.

(b) If A is dense then A = X. By Proposition 3.2.2g
A is closed if and only if A = A, i.e. if and only
if A = X.
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(c) A is dense if and only if A = A, i.e. if and only
if X \ A = ∅. By Proposition 3.2.2i (X \ A)◦ =
X \A.

(d) A is dense if and only if A = X, i.e. if and only
if x ∈ A for every x ∈ X. We can rewrite the
condition x ∈ A in two alternate forms using
Proposition 3.2.2l.

As an example Q is a dense subset of R. This is
most easily seen from the last part of the Proposition.
For every x ∈ R every neighbourhood of x contains
an open ball about x. Balls in R are non-empty open
intervals and every non-empty open interval contains
a rational number.

Propositions 3.3.1 and 3.3.2 gives a characterisa-
tion of dense subsets in terms of nets.

Proposition 3.4.3. Suppose (Y, T ) is a topological
space and A ⊆ Y . A is dense if and only if for every
z ∈ Y there is a directed set (D,4) and a net f : D →
Y such that f(a) ∈ A for all a ∈ D and lim f = z.

Proof. Suppose A is dense. Then X = A. If z ∈ Y
then z ∈ A so by Proposition 3.3.2 there is a directed
set (D,4) and a net f : D → Y such that f(a) ∈ A
for all a ∈ D and lim f = z.

Suppose, conversely that for every z ∈ Y there
is a directed set (D,4) and a net f : D → Y such
that f(a) ∈ A for all a ∈ D and lim f = z. By
Proposition 3.3.1 then z ∈ A. So for every z ∈ Y we
have z ∈ A and hence Y ⊆ A. But A ⊆ Y so A = Y
and hence A is dense.

If we replace nets by sequences then we still have
the “if” part of the proposition but don’t have the
“only if” part, because we have Proposition 3.3.3 but
don’t have a converse for it without further restric-
tions on (Y, T ).

3.5 Comparison of topologies

Definition 3.5.1. If T1 and T2 are topologies on X
then T1 is a said to be stronger than T2 if T1 ⊇ T2
and weaker if T1 ⊆ T2

As with relations, the terms stronger and weaker
are used in a non-strict sense. Each topology is
both stronger and weaker than itself. Also, it’s
entirely possible to have two topologies neither of
which is stronger than the other. For example nei-
ther of the topologies T1 = {∅, {1}, {1, 2}} or T2 =
{∅, {2}, {1, 2}} on {1, 2} is stronger than the other.
There is a strongest topology on any set, the discrete
topology, and a weakest topology, the trivial topol-
ogy. Of course we are usually interested in topologies
in between these two.

As a non-trivial example of the notions of stronger
and weaker topologies we have the following.

Proposition 3.5.2. The Zariski topology on Rn is
weaker than the metric topology. It is strictly weaker
in the sense that the Zariski topology is a proper sub-
set of the metric topology.

Proof. The metric topology is the set of open sets in
the sense of Definition 1.10.1. In other words U is
open if and only if for all x ∈ U there’s an r > 0 such
that B(x, r) ⊆ U . The balls here are with respect to
the metric coming from the Euclidean norm. In other
words B(x, r) is the set of y such that ‖y − x‖ < r.

The Zariski topology on Rn was defined in Sec-
tion 1.11 to be the set of subsets of Rn whose rela-
tive complements were the zero sets of finite sets of
polynomials. In other words, U is an element of the
Zariski topology if there are p1, . . . , pm such that

Rn \ U = {x ∈ Rn : p1(x) = · · · = pm(x) = 0}.

This is equivalent to

U = {x ∈ Rn : p1(x) 6= 0 or · · · or pm(x) 6= 0 }.

If x ∈ U then there is some j such that pj(x) 6=
0. Let ε = |pj(x)|. Then ε > 0. Polynomials are
continuous so there is therefore a δ > 0 such that
|pj(y)− pj(x)| < ε whenever ‖y− x‖ < δ, and hence
pj(y) 6= 0. So B(x, δ) ⊆ U . There is therefore an
open ball about each point in U which is contained in
U . In other words, U belongs to the metric topology
on Rn.

An example of set in the metric topology but not
the Zariski topology is B(0, 1). There is no finite set
of polynomials whose set of common zeroes is Rn \
B(0, 1).
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Proposition 3.5.3. If A ∈ ℘(T(X)) is a set of
topologies on X and M =

⋂
T ∈A T then M is a

topology on X.

Because M ⊆ T for all T ∈ A the topology M is
weaker than every topology in A.

Proof. To show that M is a topology it suffices to
check the conditions 1.11.1a, 1.11.1b and 1.11.1c.

(a) ∅ ∈ T for all T ∈ A so ∅ ∈ M. Similarly,
X ∈ T for all T ∈ A so X ∈M.

(b) If V,W ∈ M then V,W ∈ T for all T ∈ A.
Each T is a topology, so V ∩W ∈ T . Since this
holds for all T ∈ A and W =

⋂
T ∈A T we have

V ∩W ∈M.

(c) Suppose E ⊆ M. Then E ⊆ T for all T ∈ A.
Each T is a topology, so

⋃
V ∈E V ∈ T . Since

this holds for all T ∈ A and W =
⋂
T ∈A T we

have
⋃
V ∈E V ∈M.

The main purpose of the proposition above is to
prove the following.

Proposition 3.5.4. For any A ∈ ℘(℘(X)) there is
a unique topology M such that

(a) A ⊆M, and

(b) if T is a topology on X and A ⊆ T thenM⊆ T .

Proof. Let A be the set of all topologies T on X such
that A ⊆ T . There is at least one T ∈ A, namely
the discrete topology T = ℘(X). By the proposition
above M =

⋂
T ∈A T is a topology on X. If T is a

topology on X and A ⊆ T then T ∈ A by the defi-
nition of A and M ⊆ T by the definition of the in-
tersection. This establishes the existence of topology
M as promised by the statement of the proposition.

To establish the uniqueness, assume that M1 and
M2 are topologies on X such that

(a) A ⊆Mj , and

(b) if T is a topology on X and A ⊆ T thenMj ⊆ T

for j = 1 and j = 2. By (a) with j = 1 we know
that A ⊆ M1. By (b) with j = 2 we know that if
T is a topology on X and A ⊆ T then M2 ⊆ T .
Applying that to T = M1 gives M2 ⊆ M1. The
same argument with the 1’s and 2’s swapped gives
M1 ⊆ M2. Combining those inclusions gives M1 =
M2.

We call the topology M of the proposition the
topology generated by the set A and we say that the
set A is a subbase for the topology M.

The meaning of the theorem is that for any set A
of subsets of X there is a topology in which all the
sets in A are open and that among all such topologies
there is a weakest one. We will often use this to define
topologies. There’s also a strongest one, but that’s
not very interesting: it’s just the discrete topology.

A simple but useful consequence of the definitions
is the following.

Proposition 3.5.5. Suppose A1,A2 ∈ ℘(℘(X)), T1
is the topology generated by A1 and T2 is the topology
generated by A2. If A1 ⊆ A2 then T1 ⊆ T2.

Proof. A1 ⊆ A2 by hypothesis and A2 ⊆ T2 by the
definition of the topology generated by a set of sets.
So A1 ⊆ T2. T2 is a topology containing A1 and T1 is
the weakest topology containing A1 so T1 is weaker
than T2. In other words, T1 ⊆ T2.

Under very weak hypotheses we can describe the
topology generated by a subbase more explicitly.

Proposition 3.5.6. Suppose X is a set and A ∈
℘(℘(X))). If X is a union of elements of A then
the elements of the topology generated by A are the
unions of intersections of finitely many elements of
A.

Proof. Let M be the set whose elements are the
unions of intersections of finitely many elements of
A. If U ∈ A then U is an intersection of finitely
many elements of A, since we can just take an in-
tersection of only the one set U . Similarly, U ∈ M
because we can form a union with only the set U . So
A ⊆M.
∅ ∈M as an empty union. X ∈M because X was

assumed to be a union of elements of A. If V,W ∈M
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then
V =

⋃
P∈E

P

and
W =

⋃
Q∈M

Q

where E andM are sets intersections of finitely many
elements of A. Then

V ∩W =
⋃

P∈E,Q∈M
P ∩Q.

Each P ∩ Q is an intersection of finitely many ele-
ments of A, so V ∩W ∈ M. Any union of unions
of intersections of finitely many elements of A is a
union of intersections of finitely many elements of A,
so any union of elements of M is an element of M.
So M is a topology on X.

Proposition 3.5.4 shows that there is only one
topology M on X which contains A and is weaker
than any other topology containing A, and this was
defined to be the topology generated by A.

As a corollary we have the following result for
unions of topologies. This might seem like a very
special case, but it is one we will need in a later sec-
tion.

Corollary 3.5.7. Suppose X is a set and S ⊆ T(X)
is non-empty. Suppose A =

⋃
T ∈S T and M is the

topology generated by A. Then the elements ofM are
the unions of intersections of finitely many elements
of A.

Proof. Since S is non-empty it contains some topol-
ogy and that topology contains X, so X ∈ A.

If we already have intersections then we don’t need
to add them. That’s the purpose of the following
definition and proposition.

Definition 3.5.8. A set B ∈ ℘(℘(X)) is called a
base for a topology on X if the following conditions
are satisfied.

(a) For all x ∈ X there is a B ∈ B such that x ∈ B.

(b) For all A,B ∈ B and all x ∈ A∩B there is C ∈ B
such that x ∈ C and C ⊆ A ∩B.

Proposition 3.5.9. If B is a base then the topology
T which it generates is the set of unions of elements
of B.

Proof. Condition 3.5.8a and Proposition 3.5.4 show
that every element of T is a union of intersections
of finitely many elements of B. Condition 3.5.8b was
stated for the intersection of two elements of B but as
usual we can prove a version for intersections finitely
many sets by induction. Suppose B1, . . . , Bk ∈ B.
Then for all x ∈

⋂k
j=1Bk there is a C ∈ B such that

x ∈ C and C ⊆
⋂k
j=1Bk. Let

U =
⋃

C∈B,C⊆
⋂k

j=1 Bk

C.

Each x ∈
⋂k
j=1Bk belongs to such a C so

k⋂
j=1

Bk ⊆ U.

On the other hand each of the sets C in the union
which defines U is a subset of

⋂k
j=1Bk so

U ⊆
k⋂
j=1

Bk

So
k⋂
j=1

Bk = U =
⋃

C∈B,C⊆
⋂k

j=1 Bk

C.

So any intersection of finitely many elements of B is a
union of elements of B. Therefore any union of such
intersections is a union of unions of elements of B,
and hence a union of elements of B.

The following proposition illustrates the concept of
the topology generated by a set.

Proposition 3.5.10. Let B be the set of open balls in
a metric space (X, d). Let T be the usual topology on
X, i.e. the one consisting of open sets in the sense of
Definition 1.10.1. The topology generated by B is T .
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Proof. Suppose that U ∈ T . Let

V =
⋃

B(x,r)⊆U

B(x, r).

Then V ⊆ U because it’s a union of subsets of U .
On the other hand if x ∈ U then there is an r > 0
such that B(x, r) ⊆ U because U is open in the sense
of Definition 1.10.1. x ∈ B(x, r) and B(x, r) ⊆ V so
x ∈ V . Since x ∈ U implies x ∈ V we have U ⊆ V .
Since V ⊆ U and U ⊆ V we have U = V and hence

U =
⋃

B(x,r)⊆U

B(x, r).

Each B(x, r) is in B by definition. B ⊆ M so
B(x, r) ∈ M. M is a topology so any union ele-
ments of M is an element of M. Therefore U ∈ M.
This holds for any U ∈ T , so T ⊆ M. B ⊆ T and T
is a topology so by (b) from the propositionM⊆ T .
From T ⊆M and M⊆ T we get M = T .

In some sense this isn’t a new example. This
mirrors how the metric topology was originally con-
structed. In the case of Rn this proposition tells us
that the balls B(x, r) with x ∈ Rn and r > 0 gener-
ate the topology. It turns out that we don’t need all
the balls however. There is a countable collection of
balls which suffices to generate the topology.

Proposition 3.5.11. Let C be the set of balls B(x, r)
in Rn with x ∈ Qn and r ∈ Q+. Then C generates
the usual topology T .

Here Q+ denotes the positive rational numbers.

Proof. The beginning and end of the proof follows
that of the previous proposition, but the middle is
more complicated and uses the fact that every non-
empty open interval in R contains a rational number.
Suppose that U ∈ T . Let

V =
⋃

B(x,r)⊆U,x∈Qn,r∈Q+

B(x, r).

Then V ⊆ U because it’s a union of subsets of U .
Suppose y ∈ U . U is open so there is some s > 0

such that B(y, s) ⊆ U . Choose a rational number r
such that

0 < r < s/2.

Choose x1, . . . , xn in Q such that

yj − r/n < xj < yj + r/n

Then
‖x− y‖ < r

and hence

B(x, r) ⊆ B(y, 2r) ⊆ B(y, s) ⊆ U.

Also, y ∈ B(x, r). Since x ∈ Qn and r ∈ Q+ we have
y ∈ V . So U ⊆ V . Since V ⊆ U and U ⊆ V we have
U = V and hence

U =
⋃

B(x,r)⊆U,x∈Qn,r∈Q+

B(x, r).

Each B(x, r) is in C by definition. C ⊆ M so
B(x, r) ∈ M. M is a topology so any union ele-
ments of M is an element of M. Therefore U ∈ M.
This holds for any U ∈ T , so T ⊆ T . C ⊆ T and T
is a topology so by (b) from the propositionM⊆ T .
From T ⊆M and M⊆ T we get M = T .

Suppose T is a topology on X such that A ⊆ T .
Then every union of intersections of finitely many
elements of A is a union of intersections of finitely
many elements of T . T is a topology so any union
of intersections of finitely many elements of T is an
element of M. So F ⊆ T .

3.6 Continuous functions

Definition 3.6.1. Suppose (X, TX) and (Y, TY ) are
topological spaces and f : X → Y is a function. f
is said to be continuous at x ∈ X if the preimage of
every neighbourhood of f(x) is a neighbourhood of
x. f is said to be continuous if the preimage of every
open subset of Y is an open subset of X.

These are expressed at the level of sets but we could
also express them at the level of sets of sets.

Proposition 3.6.2. Suppose (X, TX) and (Y, TY )
are topological spaces and f : X → Y is a func-
tion. f is continuous at x if and only if N (f(x)) ⊆
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f∗∗(N (x)). f is continuous if and only if TY ⊆
f∗∗(TX).

Proof. By definition f is continuous at x ∈ X if
and only if the preimage of every neighbourhood of
f(x) is a neighbourhood of x, i.e. if and only if for
all Z ∈ N (f(x)) we have f∗(Z) ∈ N (x). By the
definition of the preimage, applied to the function
f∗ : ℘(Y )→ ℘(X), the last condition is equivalent to
Z ∈ f∗∗(N (x)). So f is continuous at x if and only
if for all Z ∈ N (f(x)) we have Z ∈ f∗∗(N (x)), i.e. if
and only if N (f(x)) ⊆ f∗∗(N (x)).

By definition f is continuous if and only if the
preimage of every open subset of Y is an open subset
of X, i.e. if and only if for every W ∈ TY we have
f∗(W ) ∈ TX . Using the definition of the preimage,
applied to f∗ again, this last condition is equivalent
to W ∈ f∗∗(TX). So f is continuous if and only if for
every W ∈ TY we have W ∈ f∗∗(TX), i.e. if and only
if TY ⊆ f∗∗(TX).

The terminology suggests the the following should
be true.

Proposition 3.6.3. Suppose (X, TX) and (Y, TY )
are topological spaces and f : X → Y is a function.
f is continuous if and only if f is continuous at each
x ∈ X.

Proof. Suppose f is continuous, x ∈ X and Z ∈
N (f(x)). By the definition of neighbourhood there is
a W ∈ TY such that f(x) ∈W and W ⊆ Z. f is con-
tinuous so f∗(W ) ∈ TX . x ∈ f∗(W ) because f(x) ∈
W . From W ⊆ Z is follows that f∗(W ) ⊆ f∗(Z). So
there is a U ∈ TX such that x ∈ U and U ⊆ f∗(Z),
namely U = f∗(W ). Therefore f∗(Z) ∈ N (x). We’ve
just seen that for every x ∈ X and every Z ∈ N (f(x))
we have f∗(Z) ∈ N (x). In other words, for every
x ∈ X the function f is continuous at x.

Suppose, conversely, that f is continuous at x for
every x ∈ X, and that W ∈ TY . Let U = f∗(W ).
If x ∈ U then f(x) ∈ W . Since W ∈ TY it follows
that W ∈ O(f(x)) and hence W ∈ N (f(x)). f is
continuous at x and U = f∗(W ) so U ∈ N (x). In
other words there is V ∈ T such that x ∈ V and
V ⊆ U . Then

U =
⋃

V ∈T ,V⊆U

V

because every x ∈ U is in at least one such V and
each V is contained in U . U is therefore a union
of elements of TX . Any such union is an element of
TX because TX is a topology, so f∗(W ) = U ∈ TX .
We’ve now shown that for every W ∈ TY we have
f∗(W ) ∈ TX , so f is continuous.

Continuity of compositions is described by the fol-
lowing proposition.

Proposition 3.6.4. Suppose (X, TX), (Y, TY ) and
(Z, TZ) are topological spaces and f : X → Y and
g : Y → Z are functions. If f is continuous at x and
g is continuous at f(x) then g ◦ f is continuous at x.
If f and g are continuous then g ◦ f is continuous.

Proof. Suppose f is continuous at x and g is contin-
uous at f(x). By Proposition 3.6.2 then

N (f(x)) ⊆ f∗∗(N (x))

and
N (g(f(x))) ⊆ g∗∗(N (f(x))).

Preimages preserve inclusions so the first of these im-
plies

g∗∗(N (f(x))) ⊆ g∗∗(f∗∗(N (x))).

Combining the previous two inclusions,

N (g(f(x))) ⊆ g∗∗(f∗∗(N (x))).

By the definition of composition then

N ((g ◦ f)(x)) ⊆ (g∗∗ ◦ f∗∗)(N (x)).

Taking preimages reverses the order in a composition
so taking preimages twice leaves the order unchanged,
i.e.

g∗∗ ◦ f∗∗ = (g ◦ f)∗∗.

So
N ((g ◦ f)(x)) ⊆ (g ◦ f)∗∗(N (x)).

By Proposition 3.6.2 this means that g ◦ f is contin-
uous at x.

If f and g are continuous then f is continuous at x
for all x ∈ X and g is continuous at y for all y ∈ Y ,
and hence at f(x) for all x ∈ X, by Proposition 3.6.3.
So by what we’ve just proved g ◦ f is continuous at x
for all x ∈ X. Using Proposition 3.6.3 again, g ◦ f is
therefore continuous.
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There is a criterion for continuity in terms of sub-
bases.

Proposition 3.6.5. Suppose that (X, TX) and
(Y, TY ) are topological spaces and f : X → Y is a
function. Suppose further that A is subbase for TY .
Then f is continuous if and only if

A ⊆ f∗∗(TX).

Proof. Suppose f is continuous. Then TY ⊆ f∗∗(TX)
by Proposition 3.6.2. A is a subbase for TY soA ⊆ TY
and hence A ⊆ f∗∗(TX).

Suppose, conversely, that A ⊆ f∗∗(TX). f∗∗(TX)
is a topology on Y by Lemma 3.1.1. TY is the weak-
est topology on Y containing A so it is weaker than
f∗∗(TX). In other words, TY ⊆ f∗∗(TX). Therefore
f is continuous by Proposition 3.6.2.

We can also describe continuity in terms of nets.

Proposition 3.6.6. Suppose (D,4) is a directed set
and (X, TX) and (Y, TY ) are topological spaces. Sup-
pose g : D → X is a net and f : X → Y is a func-
tion. If lim g = z and f is continuous at z then
lim f ◦ g = f(z).

Proof. Suppose that W ∈ O(f(z)). Then W ∈
N (f(z)). By the definition of continuity at x we
then have f∗(W ) ∈ N (z). By the definition of neigh-
bourhoods there is a Z ∈ TX such that z ∈ Z and
Z ⊆ f∗(W ). Then Z ∈ O(z). By the definition
of limits of nets there is then an a ∈ D such that
if a 4 b then g(b) ∈ Z, and hence g(b) ∈ f∗(W ).
The last statement is equivalent to f(g(b)) ∈ W or
(f ◦ g)(b) ∈ W . So for every W ∈ O(f(z)) there is
an a ∈ D such that if a 4 b then (f ◦ g)(b) ∈W . Us-
ing the definition of limits of nets again, this means
lim f ◦ g = f(z).

This proposition has a sort of converse.

Proposition 3.6.7. Suppose and (X, TX) and
(Y, TY ) are topological spaces and f : X → Y is a
function. If f is not continuous at z then there is a
directed set (D,4) and a net g : D → X such that
lim g = z but lim f ◦ g 6= f(z).

Proof. If f is not continuous at z then there is a V ∈
N (f(x)) such that f∗(V ) /∈ N (x). In other words,
there is no U ∈ O(x) such that U ∈ O(x) and U ⊆
f∗(V ). Therefore for each U ∈ O(x) there is an x ∈ U
such that x /∈ f∗(V ). By the Axiom of Choice we
can find a function g : O(z)→ X such that g(U) ∈ U
and g(U) /∈ f∗(V ). In other words, g(U) ∈ U and
(f◦g)(U) /∈ V . LetD beO(z), with the order relation
⊇. This is directed set by Proposition 1.14.2m. f and
f ◦ g are nets. lim f = z but lim f ◦ g 6= f(z).

3.7 Continuity and comparison

Next we examine the behaviour of continuity when we
replace the topologies on the two spaces with stronger
or weaker ones.

Proposition 3.7.1. SupposeWX and SX are topolo-
gies on X and WX is weaker than SX . Suppose WY

and SY are topologies on Y and WY is weaker than
SY . Suppose that f : X → Y is continuous with re-
spect to the topologies WX and SY . Then it’s also
continuous with respect to the topologies SX andWY .

Proof. The conditions that WX is weaker than SX
and WY is weaker than SY mean that

WX ⊆ SX

and

WY ⊆ SY .

The former implies

f∗∗(WX) ⊆ f∗∗(SX).

By Proposition 3.6.2 the condition that f is continu-
ous with respect to the topologiesWX and SY implies

SY ⊆ f∗∗(WX)

Combining the last three inclusions gives

WY ⊆ f∗∗(SX).

Another application of Proposition 3.6.2 then shows
that f is continuous with respect to the topologies
SX and WY .
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Most of the time we only want to change the topol-
ogy on one space or the other, but the proposition
includes as special cases WX = SX or WY = SY
since every topology is stronger or weaker than it-
self. Since the trivial topology is the weakest topol-
ogy on any space and the discrete topology is the
strongest the proposition implies that any function
from a space equipped with the discrete topology or
to a space equipped with the trivial topology is con-
tinuous. Both of these statements can of course also
be proved directly, without using the proposition.

So far we’ve fixed the topologies TX and TY on X
and Y and examined which functions f : X → Y are
continuous. It’s also possible though to fix f and one
of the two topologies and ask which topologies on the
remaining space make f continuous. This question is
answered by the following propositions.

Proposition 3.7.2. Suppose f : X → Y is a func-
tion and TY is a topology on Y . There is a weakest
topology TX on X with the property that f is contin-
uous with respect to the topologies TX and TY . This
topology is TX = (f∗)∗ (TY ).

Proof. f is continuous with respect to the topology
T on X and TY on Y if and only if

TY ⊆ f∗∗(T ).

Let A be the set of such topologies. In other words,

A = {T ∈ T(X) : TY ⊆ f∗∗(T )}.

By Proposition 3.5.3 the intersection of all the ele-
ments of T is a topology. Call this intersection TX :

TX =
⋂
T ∈A

T .

Preimages preserve intersections, so

f∗∗(TX) = f∗∗

( ⋂
T ∈A

T

)
=
⋂
T ∈A

f∗∗(T ).

Since TY ⊆ f∗∗(T ) for each T ∈ A we have

TY ⊆ f∗∗(TX),

so f is continuous with respect to the topologies TX
and TY . If f is continuous with respect to T and TY
then T ∈ A so TX ⊆ T . In other words, TX is weaker
than T . So TX is the weakest topology with respect
to which f is continuous.

Suppose U ∈ (f∗)∗ (TY ). Then U = f∗(W )
for some W ∈ TY f is continuous with respect to
the topologies TX and TY . so f∗(W ) ∈ TX . So
U ∈ (f∗)∗ (TY ) implies U ∈ TX . In other words,
(f∗)∗ (TY ) ⊆ TX . Suppose T is a topology on X such
that (f∗)∗ (TY ) ⊆ T . In other words, if U = f∗(W )
for some W ∈ TY then U ∈ T . So f∗(W ) ∈ T when-
ever W ∈ TY . Therefore f is continuous with respect
to the topologies T and TY . TX is the weakest topol-
ogy with this property, so TX contains (f∗)∗ (TY )
and is the weakest topology which does so. It was
shown in Lemma 3.1.2 that (f∗)∗ (TY ) is a topology,
so TX = (f∗)∗ (TY ).

Proposition 3.7.3. Suppose f : X → Y is a func-
tion and TX is a topology on X. There is a strongest
topology TY on Y with the property that f is contin-
uous with respect to the topologies TX and TY . This
topology is TY = f∗∗(TX).

Proof. Define TY by

TY = f∗∗(TX).

Then TY is a topology on Y by Lemma 3.1.1. f is
continuous with respect to the topology TX on X and
T on Y if and only if

T ⊆ f∗∗(TX),

or, equivalently, if and only if

T ⊆ TY

i.e. if and only if TY is stronger than T . So TY
is the strongest topology with respect to which f is
continuous.

It’s possible, and useful, to replace the single func-
tion f in the propositions above with a collection of
functions to or from an indexed collection of sets.
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Proposition 3.7.4. Suppose X is a set and j : L→
Y is an indexed collection of sets. Suppose for each
λ ∈ L that Tλ is a topology on j(λ) and fλ is a func-
tion from X to j(λ). Then there is a weakest topology
TX on X with the property that fλ is continuous with
respect to the topologies TX and Tλ for each λ ∈ L.⋃
λ∈L (f∗λ)∗ (Tλ) is a subbase for this topology.

Proof. f is continuous with respect to the topology
T on X and Tλ on j(λ) if and only if

Tλ ⊆ f∗∗λ (T ).

Let A be the set of such topologies. In other words,

A = {T ∈ T(X) : ∀λ ∈ L : Tλ ⊆ f∗∗λ (T )}.

By Proposition 3.5.3 the intersection of all the ele-
ments of T is a topology. Call this intersection TX :

TX =
⋂
T ∈A

T .

Preimages preserve intersections, so

f∗∗λ (TX) = f∗∗λ

( ⋂
T ∈A

T

)
=
⋂
T ∈A

f∗∗λ (T ).

Since Tλ ⊆ f∗∗λ (T ) for each T ∈ A we have

Tλ ⊆ f∗∗λ (TX),

so fλ is continuous with respect to the topologies TX
and Tλ. If fλ is continuous with respect to T and Tλ
for each λ ∈ L then T ∈ A so TX ⊆ T . In other
words, TX is weaker than T . So TX is the weakest
topology with respect to which each fλ is continuous.

Suppose

U ∈
⋃
λ∈L

(f∗)∗ (TY ) .

Then U = f∗λ(W ) for some λ ∈ L and W ∈ Tλ. fλ is
continuous with respect to the topologies TX and Tλ
so f∗λ(W ) ∈ TX . So

U ∈
⋃
λ∈L

(f∗λ)∗ (Tλ)

implies U ∈ TX . In other words,⋃
λ∈L

(f∗)∗ (TY ) ⊆ TX .

Suppose T is a topology on X such that

(f∗)∗ (TY ) ⊆ T .

In other words, if U = f∗λ(W ) for some λ ∈ L and
W ∈ TY then U ∈ T . So f∗λ(W ) ∈ T whenever
W ∈ Tλ. Therefore fλ is continuous with respect to
the topologies T and Tλ for each λ ∈ L. TX is the
weakest topology with this property, so TX is contains⋃

(f∗λ)∗ (Tλ) and is the weakest topology which does
so. In other words, it is the topology generated by⋃
λ∈L (f∗λ)∗ (Tλ), or equivalently,

⋃
λ∈L (f∗λ)∗ (Tλ) is a

subbase for TX .

Proposition 3.7.5. Suppose Y is a set and i : K →
X is an indexed collection of sets. Suppose for each
κ ∈ K that Tκ is a topology on i(κ) and fκ is a func-
tion from i(κ) to Y . Then there is a strongest topol-
ogy TY on Y with the property that fκ is continuous
for each κ ∈ K. This TY is

⋂
κ∈K f

∗∗
κ (Tκ).

Proof. Define TY by

TY =
⋂
κ∈K

f∗∗κ (Tκ).

Then TY is a topology on Y . To see this, note that
for each κ ∈ K f∗∗κ (Tκ) is a topology by Lemma 3.1.1.
and that the intersection of all of them is a topology
by Proposition 3.5.3. fκ is continuous with respect
to the topology Tκ on i(κ) and T on Y if and only if

T ⊆ f∗∗κ (Tκ).

So fκ is continuous for all κ ∈ K if and only if

T ⊆ TY

i.e. if and only if TY is stronger than T . So TY is the
strongest topology with respect to which every fκ is
continuous.
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3.8 Subspace topology

We can use Propositions 3.7.2 and 3.7.4 to define
topologies on subsets and products. We’ll consider
subspaces in this section and products in the next.

Definition 3.8.1. Suppose (X, T ) is a topological
space and A ⊆ X. The subspace topology on A is
the weakest topology on A such that the inclusion
function i : A→ X is continuous.

The existence of such a weakest topology follows
from Proposition 3.7.2.

It’s possible to describe this topology more directly.

Proposition 3.8.2. Suppose (X, TX) is a topological
space, A ⊆ X and TA is the subspace topology on A.
Then U ∈ TA if and only if there is a V ∈ TX such
that U = A ∩ V .

Proof. From Proposition 3.7.2 we know that is

TA = (i∗)∗ (TX) .

U ∈ (i∗)∗ (TX) if and only if there is a V ∈ TX such
that i∗(V ) = U . x ∈ U if and only if x ∈ A and
i(x) = V , i.e. if and only if x ∈ A and x ∈ V , i.e. if
and only if x ∈ A ∩ V . So i∗(V ) = A ∩ V . Therefore
U ∈ TA if and only if U = A∩V for some V ∈ TX .

As an example, the subspace topology on Z, con-
sidered as a subspace of R is the discrete topol-
ogy. To see this, note that if n ∈ N then {n} =
Z∩ (n− 1, n+ 1) and (n− 1, n+ 1) is an open set in
R so {n} is an open set in Z. Since every subset of
Z is a union of such sets it follows that every subset
is open, so the topology is the discrete topology.

Note that if A ⊆ X and U ∈ TA then U is an open
subset of A and U is a subset of X but U needn’t be
an open subset of X. Indeed, in the example above
every non-empty subset of Z is an open subset of Z
but none of them are open subsets of R.

The subspace topology on Q, on the other hand, is
not the discrete topology. There is no open subset V
of R such that Q∩V = {0}, so {0} is not open in the
subspace topology. Since there are subsets which are
not open the topology is not the discrete topology.

Here again the non-empty open subsets of Q are
subsets of R but are not open subsets of R since

every non-empty subset of R contains an irrational
number.

Proposition 3.8.3. Suppose (X, TX) and (Y, TY )
are topological spaces and A ∈ ℘(Y ). Then f : X →
A is continuous if and only if i ◦ f is continuous,
where i : X → A is the inclusion function.

Proof. Suppose f is continuous. The inclusion i is
continuous because of Definition 3.8.1. i ◦ f is then
continuous by Proposition 3.6.4.

Suppose, conversely, that i ◦ f is continuous. In
other words, if W ∈ TY then (i ◦ f)∗(W ) ∈ TX .

(i ◦ f)∗(W ) = (f∗ ◦ i∗)(W ) = f∗(i∗(W )).

But i∗(W ) = A∩W as we saw in the proof of Propo-
sition 3.8.2. So if W ∈ TY then f∗(A ∩W ) ∈ TX for
all W ∈ TY . By Proposition 3.8.2 every element of
TA is of the form A ∩W for some W ∈ TY , so f is
continuous.

One more useful observation is the following.

Proposition 3.8.4. Suppose (X, TX) is a topological
space, A ⊆ X and TA is the subspace topology on A.
If TX is Hausdorff then so is TA.

Proof. Suppose x, y ∈ A are distinct. X is Hausdorff
so there are V,W ∈ T such that x ∈ V , y ∈ W and
V ∩W = ∅. x, y ∈ A so x ∈ A ∩ V and y ∈ A ∩W .
By Proposition 3.8.2 A ∩ V ∈ TA and A ∩W ∈ TA.
Also

(A ∩ V ) ∩ (A ∩W ) = A ∩ (V ∩W ) = A ∩∅ = ∅.

3.9 Quotient topology

Definition 3.9.1. Suppose (X, TX) is a topological
space, Y is a set and f : X → Y is a function. The
quotient topology on Y is the strongest topology on
Y such that f is continuous.

Note that there is such a topology by Proposi-
tion 3.7.3.

As with the subspace topology, it’s possible to de-
scribe the quotient topology more directly.
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Proposition 3.9.2. Suppose (X, TX) is a topological
space, Y is a set and f : X → Y is a function. Let
TY be the quotient topology on Y . Then U ∈ TY if
and only if f∗(U) ∈ TX .

Proof. By Proposition 3.7.3 TY = f∗∗(TX). U ∈
f∗∗(TX) if and only if f∗(U) ∈ TX .

Proposition 3.9.3. Suppose (X, TX) is a topological
space, Y is a set, f : X → Y is a function and TY
is the quotient topology on Y . If (Z, TZ) is a topo-
logical space and g : Y → Z is a function then g is
continuous if and only if g ◦ f is continuous.

Proof. TY was chosen so that f is continuous. If g
is continuous then g ◦ f is continuous by Proposi-
tion 3.6.4.

Suppose, conversely, that g◦f is continuous. In the
course of the proof of Proposition 3.7.3 we saw that
the quotient topology TY on Y is f∗∗(TX). So if V ∈
f∗∗(TX) then V ∈ TY . In other words, if f∗(V ) ∈ TX
then V ∈ TY . We apply this to V = g∗(W ) where
W ∈ TZ . We can do this since

f∗(V ) = f∗(g∗(W )) = (g ◦ f)∗(W ) ∈ TX

and g ◦ f is continuous. Therefore V ∈ TY . In other
words, g∗(W ) ∈ TY . We’ve just seen that if W ∈ TZ
then g∗(W ) ∈ TY . In other words, g is continuous.

The quotient topology can be rather badly be-
haved. For example, it needn’t be Hausdorff even
we start from a Hausdorff space, as the following ex-
ample shows.

Proposition 3.9.4. Define an equivalence relation
∼ on R by x ∼ y if and only if x − y ∈ Q. Let
E be the set of equivalence classes and f : R → E
the function which assigns to each real number its
equivalence class. Then the quotient topology on E is
the trivial topology.

Proof. Suppose V is a non-empty open set in the quo-
tient topology. Then f∗(V ) is an open subset of R
because f is continuous. f∗(V ) is non-empty because
f is a surjection. We can therefore find an x ∈ f∗(V ).
By the definition of the topology on R there is an

r > 0 such that B(x, r) ⊆ f∗(V ). Suppose z ∈ E . f
is a surjection so there is a y ∈ R such that f(y) = z.
Every real number is a limit of rationals. y−x ∈ R so
there is a rational number q such that q ∈ B(y−x, r).
Then

d(y − q, x) = d(y − x, q) < r

so y− q ∈ B(x, r) and hence y− q ∈ f∗(V ). In other
words, f(y−q) ∈ V . But y ∼ y−q so f(y) = f(y−q).
Therefore z = f(y) ∈ V . We’ve just seen that for all
z ∈ E we have z ∈ V , and therefore V = E . V was an
arbitrary non-empty open set so the only non-empty
open set is E . In other words, the topology on E is
the trivial topology.

3.10 Product topology

Definition 3.10.1. Suppose j : L→ A is an indexed
collection of sets and P is its product. Suppose that
for each λ ∈ L Tλ is a topology on j(λ). The product
topology on P is the weakest topology on P such that
the projection πλ : P → j(λ) is continuous for each
λ ∈ L.

The existence of such a topology was shown in
Proposition 3.7.4.

Proposition 3.10.2. Suppose (X, TX) is a topolog-
ical space, j : L→ A is an indexed collection of sets,
P is its product and TP is the product topology. Sup-
pose further that for each λ ∈ L Tλ is a topology on
j(λ) and gλ : X → j(λ) is a continuous function with
respect to the topologies TX and Tλ. Then there is a
unique function h : X → P such that πλ ◦ h = gλ for
each λ ∈ L and this function is continuous.

Proof. If πλ ◦ h = gλ and h(x) = f then

f(λ) = πλ(f) = (πλ ◦ h)(x) = gλ(x).

There is only one f which satisfies this equation.
Conversely, if we define h by h(x) = f where f is
the function f(λ) = gλ(x) then

(πλ ◦ h)(x) = πλ(f) = f(λ) = gλ(x)

for all x ∈ X so πλ ◦ h = gλ. We’ve now shown that
there exists a unique h : X → P such that πλ ◦ h =
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gλ for all λ ∈ L. It remains to show that this h is
continuous.

If

U ∈
⋃
λ∈L

(π∗λ)∗ (Tλ)

then there is a λ ∈ L and a W ∈ Tλ such that U =
π∗λ(W ). Then

h∗(U) = h∗(π∗λ(W )) = (h∗ ◦ π∗λ)(W )

= (πλ ◦ h)∗(W ) = g∗λ(W ).

g∗λ(W ) ∈ TX because W ∈ Tλ and gλ was assumed to
be continuous with respect to the topologies TX and
Tλ. So h∗(U) ∈ TX . Proposition 3.7.4 shows that⋃
λ∈L (π∗λ)∗ (Tλ) is a subbase for TP . h is therefore

continuous by Proposition 3.6.5.

As with the subspace topology, we can describe the
product topology more directly.

Proposition 3.10.3. The elements of the product
topology are the unions of sets of the for UF,t where
F is a finite subset of L, t : F →

⋃
λ∈L Tλ is such

that t(λ) ∈ Tλ for all λ ∈ F and

UF,t = {f ∈ P : ∀λ ∈ F : f(λ) ∈ t(λ)}.

Proof. We begin by noting that the intersection of
any two sets of this form is also of this form, since

UE,s ∩ UF,t = UG,u

where G = E ∪ F and

u(λ) =


s(λ) ∩ t(λ) if λ ∈ E ∩ F,
s(λ) if λ ∈ E \ F,
t(λ) if λ ∈ F \ E.

By induction the union of finitely many such sets is
also such a set.

Also, if W ∈ Tλ then

π∗λ(W ) = UF,t

where F = {λ} and t(λ) = W . The intersection of
finitely many sets of the form π∗λ(W ) is therefore a

set of the form UF,t. Conversely any set of the form
UF,t is such a finite intersection since

UF,t =
⋂
λ∈F

π∗λ(t(λ)).

In other words, the set of sets of the form UF,t
is the set of intersections finitely many elements of⋃
λ∈L (π∗λ)∗ (Tλ).
By Proposition 3.7.4 TP is generated by⋃
λ∈L (π∗λ)∗ (Tλ). Each (π∗λ)∗ (Tλ) is a topology

by Proposition 3.1.2. So by Corollary 3.5.7 TP
consists of unions of intersections of intersections of
finitely many elements of

⋃
λ∈L (π∗λ)∗ (Tλ). Therefore

TP consists of unions of sets of sets of the form
UF,t.

We can be even more explicit in the case of the
Cartesian product of two spaces.

Proposition 3.10.4. Suppose (X, TX) and (Y, TY )
are topological spaces. Making the usual identification
of X × Y with the product of j : {1, 2} → {X,Y },
j(1) = X, j(2) = Y , the product topology on X × Y
consists of the unions of sets of the form V ×W where
V ∈ TX and W ∈ TY .

Proof. The usual identification identifies the ordered
pair (x, y) in X × Y with the function f : {1, 2} →
X ∪ Y defined by f(1) = x, f(2) = y. If F = {1, 2},
t(1) = V and t(2) = W then UF,t is the set of func-
tions f such that f(1) ∈ V and f(2) ∈ W . This is
identified with the set of ordered pairs (x, y) such that
x ∈ V and y ∈ W . In other words, (x, y) ∈ V ×W .
If F = {1} we just get V × Y , while if F = {2} we
get X×W and if F = ∅ we get X×Y . So the set of
all UF,t is identified with the set of all V ×W where
V ∈ TX and W ∈ TW . The product topology is the
union of these.

The projections from a product are continuous, i.e.
the preimages of open sets are open, but they have
the additional property that this images of open sets
are open.

Definition 3.10.5. If (X, TX) and (Y, TY ) are topo-
logical spaces then a function f : X → Y is called
open if f∗(U) ∈ TY whenever U ∈ TX .
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We could state this more compactly as TX ⊆
(f∗)

∗
(TY ).

Proposition 3.10.6. Suppose j : L → A is an in-
dexed collection of sets with Tλ being the topology on
j(λ), (P, TP ) is its product and πλ : P → j(λ) is the
projection at λ ∈ L. Then each πλ is open.

Proof.

πλ(UF,t) =

{
t(λ) if λ ∈ F,
j(λ) if λ /∈ F,

so πλ(UF,t) ∈ Tλ. The image of a union is the union
of the images and Tλ is a topology so any union of
elements of Tλ is an element of Tλ so the image of any
element of TP is an element of Tλ. In other words,
πλ is open.

Definition 3.10.7. Suppose j : L→ A is an indexed
collection of sets andX is a set such that j(λ) = X for
all λ ∈ L. Let P be the product of j. The diagonal
function is the function h : X → P defined for any
x ∈ X by h(x) = f where f(λ) = x.

We’re mostly interested in the case of the product
of two copies of the same set. If we make the usual
identification of P with the Cartesian product X×X
then h(x) = (x, x). The image

∆X = h∗(X) = {(x, y) ∈ X ×X : x = y}

is called the diagonal subset of X ×X.

Proposition 3.10.8. The diagonal function is con-
tinuous.

Proof. For each λ ∈ L we have πλ ◦ h = gλ where
gλ : X → X is the identity function gλ(x) = x.
These are all continuous. h is therefore continuous
by Proposition 3.10.2.

There are a number of important relations between
the product construction and the Hausdorff property.

Proposition 3.10.9. A topological space (X, T ) is
Hausdorff if and only if ∆X is closed.

Proof. The product topology on the Cartesian prod-
uct X ×X is described by Proposition 3.10.4.

Suppose X is Hausdorff. If (x, y) ∈ X × X \ ∆X

then x 6= y so there are V,W ∈ T such that x ∈ V ,
y ∈W and V ∩W = ∅. Then (x, y) ∈ V ∩W . From
V ∩W = ∅ it follows that V ×W ∈ X ×X \∆X . So
we’ve shown that for any (x, y) ∈ X ×X \∆X there
is a Z ∈ TP , namely Z = V ×W , such that (x, y) ∈ Z
and Z ⊆ X×X \∆X . Therefore X×X \∆X is open
and ∆X is closed.

Suppose, conversely, that ∆X is closed, i.e. that
X×X\∆X is open. If x 6= y then (x, y) ∈ X×X\∆X .
By Proposition 3.10.4 X ×X \∆X is a union of sets
of the form V ×W with V,W ∈ TX . (x, y) ∈ V ×W
for some such V and W . Then x ∈ V and y ∈W .

V ∩W = {z ∈ X : z ∈ V, z ∈W}
= {z ∈ X : (z, z) ∈ V ×W} = ∅

since (z, z) ∈ ∆X . So T is a Hausdorff topology.

Proposition 3.10.10. Suppose j : L → A is an in-
dexed collection of sets and P is its product. Suppose
that for each λ ∈ L Tλ is a Hausdorff topology on
j(λ). Then the product topology is Hausdorff.

Proof. Let TP be the product topology. Suppose f, g
are elements of the product and f 6= g. Then there
is a λ ∈ L such that f(λ) 6= g(λ). Tλ is Hausdorff so
there are U, V ∈ Tλ such that f(λ) ∈ U , g(λ) ∈ V
and U ∩ V ∈ Tλ. πλ(f) = f(λ) and πλ(g) = g(λ)
so πλ(f) ∈ U and πλ(g) ∈ V , or, equivalently, f ∈
π∗λ(U) and g ∈ π∗λ(V ). π∗λ(U) ∈ TP and π∗λ(V ) ∈ TP
since πλ is continuous. Also,

π∗λ(U) ∩ π∗λ(V ) = π∗λ(U ∩ V ) = π∗λ(∅) = ∅.

So TP is Hausdorff.

The following is a sort of converse.

Proposition 3.10.11. Suppose j : L → A is an in-
dexed collection of non-empty sets and P is its prod-
uct. Suppose that for each λ ∈ L Tλ is a topology on
j(λ) and TP is the product topology on P . If TP is a
Hausdorff topology then each Tµ is Hausdorff.

Proof. By Proposition 2.11.5 there is an f ∈ P . De-
fine a function i : j(µ)→ P by

i(x)(λ) =

{
x if λ = µ,

f(λ) if λ 6= µ,
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Then πλ ◦ i is the identity function on j(µ) if λ =
µ and is the constant function f(λ) if λ 6= µ. In
either case πλ ◦ i is continuous, so i is continuous by
Proposition 3.10.2.

Suppose x, y ∈ j(µ) and x 6= y. Then i(x) 6= i(y)
because i(x)(µ) 6= i(y)(µ). By assumption (P, TP ) is
Hausdorff, so there are U, V ∈ TP such that i(x) ∈
U , i(y) ∈ V and U ∩ V = ∅. Define Ũ = i∗(U),
Ṽ = i∗(V ). Then Ũ , Ṽ ∈ Tλ because i is continuous.
x ∈ Ũ and y ∈ Ṽ since i(x) ∈ U and i(y) ∈ V . Also

Ũ ∩ Ṽ = i∗(U) ∩ i∗(V ) = i∗(U ∩ V ) = i∗(∅) = ∅.

So for any x, y in j(µ) such that x 6= y there are sets
Ũ , Ṽ ∈ Tµ, such that x ∈ Ũ , y ∈ Ṽ and Ũ ∩ Ṽ = ∅.
In other words, Tµ is Hausdorff.

3.11 Connectedness

Definition 3.11.1. A topological space (X, T ) is
called connected if there are no non-empty U, V ∈ T
such that U ∩ V = ∅ and U ∪ V = X. It is called
disconnected if it is not connected. We say that a sub-
set is connected or disconnected if it is connected or
disconnected when considered as a topological space
with the subspace topology.

The following propositions give simple examples of
connected and disconnected sets.

Proposition 3.11.2. Suppose A ⊆ R is an interval.
Then A is connected.

Proof. Let TR be the usual topology on R and let
TA be the subspace topology on A. Suppose A is
disconnected, i.e. that there are U, V ∈ TA such that
U ∩V = ∅ and U ∪V = A. Choose x ∈ U and y ∈ V .
U ∩ V = ∅ so x 6= y. For now we suppose x < y.

Define sequences u and v inductively as follows.
u0 = x and v0 = y. If uk+vk

2 ∈ U then set uk+1 =
uk+vk

2 and vk+1 = vk. If uk+vk
2 ∈ V we set uk+1 = uk

and vk+1 = uk+vk
2 . Then, by induction on k, uk ∈ U

for all k and vk ∈ V for all k. Also by induction on
k,

vk = uk +
y − x

2k

for all k,

uk ≤ uk+1 ≤ uk +
y − x
2k+1

,

and

vk+1 ≤ vk ≤ vk+1 +
y − x
2k+1

.

It follows the lemma below that limk→∞ uk and
limk→∞ vk exist and are equal. Let z be their limit.
uk ∈ U for all k so z ∈ U by Proposition 3.3.3. Sim-
ilarly, vk ∈ V for all k so z ∈ V . U = A \ V and
V = A \ U are closed, so U = U and V = V . So
s ∈ U ∩ V . But U ∩ V = ∅, so we have a con-
tradiction. The argument for the case y < x is the
same, except with x and y and U and V swapped
everywhere. The assumption that A is disconnected
therefore leads to a contradiction.

Lemma 3.11.3. Suppose u, v : N → R are se-
quences such that u is increasing, v is decreasing
and limk→∞(vk − uk) = 0. Then limk→∞ uk and
limk→∞ vk exist and are equal.

Proof. Choose an ε > 0 and an N such that if k ≥ N
then

|vk − uk| < ε.

If k ≥ N then

uk < vk + ε ≤ vN + ε.

The second inequality holds because v is decreasing.
If k ≤ N then

uk ≤ uN < vN + ε.

The first inequality holds because u is increasing and
the second is a special case of the inequality above.
So

uk < vN + ε

for all k. In other words, u is bounded from above.
Every bounded increasing sequence has a limit.

Similarly, if k ≥ N then

uN − ε ≤ uk − ε < vk

while if k ≤ N then

uN − ε < vN ≤ vk.

In each case
uN − ε < vk
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for all k. In other words, v is bounded from below.
Every bounded decreasing sequence has a limit.

Then

lim
k→∞

vk = lim
k→∞

uk + lim
k→∞

(vk − uk) = lim
k→∞

uk.

Proposition 3.11.4. If A ⊆ Q has more than one
element then A is disconnected.

Proof. Suppose x, y ∈ A and x 6= y. Then I =
(min(x, y),max(x, y)) is an interval of positive length.
Every interval of positive length contains an irra-
tional number so choose a s ∈ I such that s /∈ Q.

min(x, y) < s < max(x, y)

and s /∈ A. Let U = (−∞, s) and V = (s,+∞)
Then U, V ∈ TR, hence Q ∩ U,Q ∩ V ∈ TQ and
A ∩ U,A ∩ V ∈ TA. A ∩ U and A ∩ V are non-empty
since min(x, y) ∈ A∩U and max(x, y) ∈ A∩V . Also
(A ∩ U) ∩ (A ∩ V ) = ∅ and (A ∩ U) ∪ (A ∩ V ) = A.
So A is disconnected.

One of the most useful properties of connected
spaces is also one of the easiest to prove.

Proposition 3.11.5. Suppose (X, TY ) and (Y, TY )
are topological spaces and f : X → Y is a continuous
surjection. If X is connected than so is Y .

Proof. An equivalent statement is that if Y is discon-
nected then so is X. It’s this equivalent statement
that we’ll prove. If Y is disconnected then there are
non-empty U, V ∈ TY such that U ∩ V = ∅ and
U ∪ V = Y . U and V are non-empty and f is a
surjection so f∗(U) and f∗(V ) are non-empty. f is
continuous so f∗(U), f∗(V ) ∈ TX .

f∗(U) ∩ f∗(V ) = f∗(U ∩ V ) = f∗(∅) = ∅

and

f∗(U) ∪ f∗(V ) = f∗(U ∪ V ) = f∗(Y ) = X.

So X is disconnected.

Proposition 3.11.2 gives us an important sufficient
condition for a set to be connected.

Definition 3.11.6. A topological space (X, TX) is
called path connected if for every x, y ∈ X there is a
continuous function p : [0, 1]→ X such that p(0) = x
and p(1) = y.

Proposition 3.11.7. If (X, TX) is path connected
then it is connected.

Proof. We prove the equivalent statement that if
(X, TX) then it is not path connected. Suppose
(X, TX) is disconnected, i.e there are non-empty
U, V ∈ TX such that U ∩ V = ∅ and U ∪ V = X.
U and V are non-empty so there is an x ∈ U and
a y ∈ V . If X were path connected then there
would be a continuous function p : [0, 1] → X such
that p(0) = x and p(1) = y. Set Ũ = p∗(U) and
Ṽ = p∗(V ). These are non-empty because 0 ∈ Ũ and
1 ∈ Ṽ . They are open subsets of [0, 1] because p is
continuous. Also

Ũ ∩ Ṽ = p∗(U) ∩ p∗(V ) = p∗(U ∩ V ) = p∗(∅) = ∅

and

Ũ ∪ Ṽ = p∗(U)∪p∗(V ) = p∗(U ∪V ) = p∗(X) = [0, 1].

But this would imply that [0, 1] is disconnected, con-
trary to Proposition 3.11.2. So X is not path con-
nected.

Proposition 3.11.8. Suppose (X, TX) is a topolog-
ical space, A,B ∈ ℘(X), A∩B 6= ∅ and A∪B = X.
If A and B are connected then so is X.

Proof. By assumption A ∩ B 6= ∅ so there is an x ∈
A ∩ B. Suppose there are V,W ∈ TX such that V ∩
W = ∅ and V ∪W = X. x ∈ X so either x ∈ V
or x ∈ W . Suppose x ∈ V . By Proposition 3.8.2
A ∩ V ∈ TA and A ∩W ∈ TA.

(A ∩ V ) ∩ (A ∩W ) = A ∩ (V ∩W ) = A ∩∅ = ∅

and

(A ∩ V ) ∪ (A ∩W ) = A ∩ (V ∪W ) = A ∩X = A.

x ∈ A ∩ V so A ∩ V is non-empty. A is connected so
A ∩W must be empty. Similarly, B is connected so
B ∩W must be empty. Then

W = X∩W = (A∪B)∩W = (A ∩W )∪(B∩W ) = ∅.
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Similarly, if x ∈W then V is empty. In other words,
if V,W ∈ TX are such that V ∩W = ∅ and V ∪W =
X then either V is empty or W is empty. Therefore
X is connected.

Proposition 3.11.9. Suppose j : L → A is an in-
dexed collection of sets, Tλ is a topology on j(λ) for
each λ ∈ L, P is its product, and TP is the product
topology on P . Then (P, TP ) is connected if and only
if (j(λ), Tλ) is connected for each λ ∈ L.

Proof. The projections πλ are continuous surjections
so if (P, TP ) is connected then (j(λ), Tλ) is connected
for each λ ∈ L by Proposition 3.11.5. This is es-
tablishes the “only if” part of the statement of the
proposition.

For the “if” part we begin by assuming that there
are V,W ∈ TP , with V non-empty, such that V ∪W =
P and V ∩W = ∅ and choose f ∈ V and g ∈ P . By
Proposition 3.10.3 there is a UF,t such that f ∈ UF,t
and UF,s ⊆ V . F is finite, i.e.

F = {λ1, . . . , λm}

for some λ1, . . . , λm ∈ L. For 1 ≤ k ≤ m define
sk : j(λk)→ P by

sk(x)(λ) =


f(λ) if λ = λj , j < k,

x if λ = λk,

g(λ) if λ = λj , j > k,

g(λ) if λ /∈ F.

Note that

sk(g(λk)) = sk+1f(λk+1).

Also s1(f(λ1))(λ) = f(λ) for all λ ∈ F and f(λ) ∈
t(λ) for all λ ∈ F so s1(f(λ1))(λ) ∈ t(λ) for all
λ ∈ F . In other words, s1(f(λ1)) ∈ UF,t. There-

fore s1(f(λ1)) ∈ V . Let Ṽk = s∗k(V ) and Let

W̃k = s∗k(W ). Vk,Wk ∈ Tλk
because sk is contin-

uous by Proposition 3.10.2. Also,

Ṽk ∩ W̃k = s∗k(V ) ∩ s∗k(W ) = s∗k(V ∩W ) = ∅

and

Ṽk ∪ W̃k = s∗k(V ) ∪ s∗k(W ) = s∗k(V ∪W )

= s∗k(P ) = j(λk).

(j(λk), Tλk
) is connected by hypothesis, so if

sk(f(λk)) ∈ V then f(λk) ∈ Ṽk, so Ṽk is non-empty
and therefore W̃k is empty, i.e. Ṽk = j(λk). It follows
that g(λk) ∈ Ṽk and hence sk(g(λk)) ∈ V . So if

sk(f(λk)) ∈ V

then

sk(g(λk)) ∈ V.

We’ve already seen that

s1(f(λ1)) ∈ V

and

sk(g(λk)) = sk+1f(λk+1).

So

sm(g(λk)) ∈ V.

But

sm(g(λk)) = g,

so g ∈ V . g was an arbitrary element of P though so
V = P and W = ∅. So if V,W ∈ TP , with V non-
empty, are such that V ∪W = P and V ∩W = ∅ then
W is empty. In other words, P is connected.

Proposition 3.11.10. Suppose that (X, TX) is a
topological space and A ⊆ X. If A is connected then
so is its closure A.

Proof. As usual, we prove the corresponding state-
ment for disconnected spaces: If A is disconnected
then A is disconnected. Let TA and TA be the sub-
space topologies on A and A respectively. By Propo-
sition 3.8.2 the open sets in TA are the sets of the
form A ∩ U where U ∈ TX . The assumption that
(A, TA) is disconnected therefore means that there
are U, V ∈ TX such that A ∩ U and A ∩ V are non-
empty, (

A ∩ U
)
∩
(
A ∩ V

)
= ∅

and (
A ∩ U

)
∪
(
A ∩ V

)
= A.

But A ∩ U ⊆ A ∩ U and A ∩ V ⊆ A ∩ V so

(A ∩ U) ∩ (A ∩ V ) ⊆
(
A ∩ U

)
∩
(
A ∩ V

)
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and hence
(A ∩ U) ∩ (A ∩ V ) = ∅

since ∅ is the only subset of ∅. Also

(A ∩ U) ∪ (A ∩ V ) = A ∩ (U ∪ V )

= (A ∩A) ∩ (U ∪ V )

= A ∩ (A ∩ (U ∪ V ))

= A ∩
((
A ∩ U

)
∪
(
A ∩ V

))
= A ∩A = A.

To show that (A, TA) is disconnected it therefore suf-
fices to show that A ∩ U and A ∩ V are non-empty.
A ∩ U and A ∩ V are non-empty. There is then
x ∈ A ∩ U . x ∈ A, x ∈ U and U ∈ TX . In other
words, x ∈ A and U ∈ O(x). By Proposition 3.2.2l
then A ∩ U 6= ∅. Similarly the fact that A ∩ V is
non-empty implies A ∩ V 6= ∅.

Note that the corresponding statements for interi-
ors is false, as the following example shows. Let

C = {(x, y) ∈ R2 : xy ≥ 0}.

C is connected. We can see this in either of two ways.
We can write C = A∪B where A = [0,+∞)×[0,+∞)
and B = (−∞, 0] × (−∞, 0]. [0,+∞) and (−∞, 0]
are intervals and hence are connected by Proposi-
tion 3.11.2. A and B then connected by Proposi-
tion 3.11.9. A ∩ B = {(0, 0)} is non-empty so C is
connected by Proposition 3.11.8.

Alternatively we can observe that if
(x1, y1), (x2, y2) ∈ R then p, defined by

p(t) =

{
((1− 2t)x1, (1− 2t)y1) if 0 ≤ t ≤ 1/2,

((2t− 1)x2, (2t− 1)y2) if 1/2 < t ≤ 1,

is a continuous function from [0, 1] to C, so C is
path connected and therefore, by Proposition 3.11.7,
is connected.

The interior

C◦ = {(x, y) ∈ R2 : xy > 0}

of C is disconnected, since it can be written as the
union of the disjoint non-empty open sets

U = {(x, y) ∈ R2 : x > 0, y > 0}

and
V = {(x, y) ∈ R2 : x < 0, y < 0}.

3.12 Compactness

Definition 3.12.1. An open cover of a topological
space (X, TX) is a set G ⊆ T such that

X = ∪U∈GU.

An open cover of a subset A ∈ ℘(X) with respect to
(X, TX) is a set G ⊆ TX such that

A ⊆ ∪U∈GU.

F is said to be a subcover of G if F ⊆ G and F is
an open cover. (X, TX) is said to be compact if every
open cover of (X, TX) has a finite subcover. A subset
is called compact if it is compact when considered
as a topological space with the subspace topology.
A subset is called relatively compact if its closure is
compact when considered as a topological space with
the subspace topology. A topological space is called
σ-compact if it is a union of countably many compact
subsets. A topological space is called locally compact
if every point has a compact neighbourhood.

The following propositions give some examples of
compact sets.

Proposition 3.12.2. Suppose (X, T ) is a topological
space. If X is finite then (X, T ) is compact. If (X, T )
is compact and T is the discrete topology then then
X is finite.

Proof. If X is finite then so is ℘(X). T is a subset
of ℘(X) and so is also finite. Every open cover is a
subset of T and so is finite. Therefore every open
cover has a finite subcover, namely itself. So if X is
finite then (X, T ) is compact.

Suppose T is the discrete topology on X. The set
of sets of the form {x} for x ∈ X is an open cover of
(X, T ). No proper subset of it is an open cover so the
only way it can have a finite subcover is if it is finite,
which means X is finite. So if (X, T ) is finite.

Proposition 3.12.3. An interval I ⊆ R is compact
if and only if it is either empty or of the form [a, b]
for some a ≤ b.

Proof. The empty interval is compact because any
open cover of it has an empty subcover.
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We prove that [a, b] is compact by contradiction.
Suppose then that [a, b] is not compact, i.e. that
there is an open cover G of [a, b] which has no finite
subcover, and let

αj,k = a+ (j− 1)(b− a)/2k, βj,k = a+ j(b− a)/2k,

for 1 ≤ j ≤ 2k. Then

[a, b] =

2k⋃
j=1

[αj,k, βj,k].

G is an open cover of [αj,k, βj,k] for each j and k. Let
Sk be the set of j for which this cover has a finite

subcover Fj,k. If Sk = {1, . . . , 2k} then
⋃2k

j=1 Fj,k is
an open cover of [a, b], and is in fact a finite subcover,
but there is no such finite subcover. So for each k
there is at least one j such that G, considered as
an open cover of [αj,k, βj,k], has no finite subcover.
Let ik be the first element of {1, . . . , 2k} which is
not in Sk. αik,k is an increasing sequence because
any subinterval of an interval with a finite subcover
also has a finite subcover and βik,k is a decreasing
sequence for the same reason.

lim
k→∞

(βik,k − αk,ik) = lim
k→∞

b− a
2k

= 0

so limk→∞ αik,k and limk→∞ βik,k exist and are equal
by Lemma 3.11.3. Let

x = lim
k→∞

αk.

Then x ∈ [a, b] so there is a U ∈ G such that x ∈ U .
This U is open so there is an δ > 0 such that

[a, b] ∩ (x− δ, x+ δ) ⊆ U.

If k is chosen large enough that (b − a)/2k < δ then
[αik,k, βik,k] ⊆ U . So {U} is a finite subcover of G.
But ik was chosen such that there is no finite sub-
cover. So our assumption that [a, b] is not compact
leads to a contradiction.

If I is of any of the forms (−∞,+∞), (a,+∞),
[a,+∞), (−∞, b) or (−∞, b]) then let G be the set
of sets of the form I ∩ (−r, r) for r > 0. This
is an open cover of I. It has no finite subcover

{(−r1, r1), . . . , (−rm, rm)} because I contains ele-
ments of absolute value at least max1≤j≤m rj . So I is
not compact. Similarly [a, b) and (a, b) are not com-
pact because the set of sets of the form I ∩ (−∞, x)
for x < b are an open cover without a finite subcover
and (a, b] is not compact because the sets of the form
(y,+∞) for y > a form an open cover with no finite
subcover.

There’s an alternate characterisation of compact
spaces in terms of closed sets.

Proposition 3.12.4. The following two conditions
are equivalent:

(a) (X, T ) is compact

(b) For every set C of closed subsets of X with the
property that ⋂

V ∈E
V 6= ∅

for all finite E ⊆ C we have⋂
V ∈C

V 6= ∅.

Proof. Suppose (X, T ) is compact and C is a set of
closed subsets of X with the property that⋂

V ∈E
V 6= ∅

for all finite E ⊆ C. Define G to be the set of subsets
of X of the form X \V for some V ∈ G. The elements
of G are open subsets. Suppose E ⊆ C is finite and
define F to be the set of subsets of X of the form
X \ V for some V ∈ E . Then F ⊆ G.

⋃
U∈F

U =
⋃
V ∈E

(X \ V ) = X \

(⋂
V ∈E

V

)
6= X

because
⋂
V ∈E V 6= ∅. If G were an open cover of

(X, T ) then it would have no finite subcover by what
we’ve just proved. So G is not an open cover of X.
Its elements are open sets so⋃

U∈G
U 6= X.
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Therefore⋂
V ∈C

V =
⋂
U∈G

(X \ U) = X \

(⋂
U∈G

U

)
6= ∅.

C was an arbitrary set of closed subsets of X with the
property that ⋂

V ∈F
V 6= ∅

for all finite E ⊆ C and we’ve shown that⋂
V ∈C

V 6= ∅.

So the first of the conditions in the statement of the
proposition implies the second.

Suppose, conversely, that for every set C of closed
subsets of X with the property that⋂

V ∈F
V 6= ∅

for all finite E ⊆ C we have⋂
V ∈C

V 6= ∅.

Suppose G is an open cover of (X, T ). Define C to be
the set of subsets of X of the form X \ U for some
U ∈ G. The elements of C are closed subsets of X.
Also,⋂
V ∈C

V =
⋂
U∈G

(X \ U) = X \

(⋂
U∈G

U

)
= X \X = ∅

since G is an open cover of (X, T ). So there must be
a finite E ⊆ C such that⋂

V ∈E
V = ∅.

Define F to be the set of subsets of X of the form
X \ V for some V ∈ E . Then F ⊆ G and⋃
U∈F

U =
⋃
V ∈E

(X \ V ) = X \

(⋃
V ∈E

V

)
= X \∅ = X.

So F is an open cover and hence a subcover of G.
We’ve found a finite subcover for the arbitrary open
cover G of (X, T ), so (X, T ) is compact. This shows
that the first condition in the statement of the propo-
sition follows from the second.

The proposition is most often applied to C =
{K1,K2, . . .} where the K’s are a nested sequence of
non-empty compact subsets, i.e. K1 ⊇ K2 ⊇ · · · .

The following lemma is often useful for proving the
compactness of subsets.

Lemma 3.12.5. Suppose (X, TX) is a topological
space and (A, TA) is a subspace. Then (A, TA) is com-
pact if and only if every A ⊆ X. Then A is compact
if and only if every open cover of A with respect to
(X, TX) has a finite subcover.

Proof. Suppose A is compact and G is an open cover
of A with respect to (X, TX). Let

H = (i∗)∗ (G).

We note that G ⊆ TX so

H = (i∗)∗ (G) ⊆ (i∗)∗ (TX) = TA.

Also, ⋃
V ∈H

V =
⋃

V ∈(i∗)∗(G)

V =
⋃

U∈G,V=i∗(U)

V

=
⋃
U∈G

i∗(U) = i∗

(⋃
U∈G

U

)

and G is a subset of A ⊆
⋃
U∈G U so

A = i∗(A) ⊆ i∗
(⋃
U∈G

U

)
=
⋃
V ∈H

V.

On the other hand, V ⊆ A for all V ∈ H so⋃
V ∈H

V ⊆ A

and hence

A =
⋃
V ∈H

V.

So H is an open cover of (A, TA). It therefore has a
finite subcover, which we call E . The restriction of i∗

to G is a surjection from G toH. By Proposition 2.7.2
there is a function s : H → G such that i∗ ◦ s is the
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identity on H. Let F = s∗(E). Then F is the image
of a finite set and hence is finite. Note that

A ∩

( ⋃
U∈F

U

)
= i∗

( ⋃
U∈F

U

)
= i∗

(⋃
V ∈E

s(V )

)
=
⋃
V ∈E

i∗(s(V )) =
⋃
V ∈E

V = A

so
A ⊆

⋃
U∈F

U.

So F is a cover of A with respect to (X, TX). Also
F ⊆ G, so it is finite subcover. This shows that if
A is compact then every open cover with respect to
(X, TX) has a finite subcover.

Suppose now that every open cover with respect
to (X, TX) has a finite subcover and that H is an
open cover of (A, TA). Using Proposition 2.7.2 again
there is a function s : TA → TX such that i∗ ◦ s is the
identity on TA. Let

G = s∗(H).

Then

A ∩

(⋃
U∈G

U

)
= i∗

(⋃
U∈G

U

)
= i∗

( ⋃
V ∈H

s(V )

)
=
⋃
V ∈H

i∗(s(V )) =
⋃
V ∈H

V = A

so
A ⊆

⋃
U∈G

U.

So G is an open cover of A with respect to (X, TX).
By assumption it has a finite subcover, which we’ll
call F . Let

E = (i∗)∗ (F).

E is the image of a finite set and so is finite.

E ⊆ (i∗)∗ (G) = (i∗)∗ (s∗(H)) = (i∗ ◦ s)∗H = H.

Also, ⋃
V ∈E

V =
⋃
U∈F

i∗(V ) = i∗

( ⋃
U∈F

V

)

= A ∩

( ⋃
U∈F

V

)
= A.

So E is a finite subcover of H.

Compact sets have many interesting and useful
properties.

Proposition 3.12.6. If (X, T ) is compact and K ∈
℘(X) is closed then K is compact.

Proof. We use Lemma 3.12.5, which says that K is
compact if and only if every open cover of K with
respect to (X, T ) has a finite subcover.

Suppose G is an open cover of K with respect to
(X, T ). In other words

K ⊆
⋃
U∈G

U.

Let
H = G ∪ {X \K}.

X \K is open and

X = K ∪ (X \K) ⊆

(⋃
U∈G

U

)
∪ (X \K) =

⋃
U∈H

U

so H is an open cover of X. (X, T ) is compact so H
has a finite subcover. This finite subcover is also an
open cover of K with respect to (X, T ). This cover
may or may not include X \K but if it does we can
remove X \K and the result will still be a cover of
K. This new open cover is a finite subcover of G. So
every open cover of K with respect to (X, T ) has a
finite subcover. In other words, K is compact.

Proposition 3.12.7. Suppose that (X, T ) is a topo-
logical space and K1, . . . ,Km ∈ ℘(X) are compact.
Then so is

⋃m
j=1Kj.

Proof. Again we use Lemma 3.12.5. Suppose G is an
open cover of

⋃m
j=1Kj with respect to (X, T ). Then

it’s also an open cover of each Kj with respect to
(X, T ). Kj is compact so there’s a finite subcover
Fj . Then

⋃m
j=1 Fj is an open cover of

⋃m
j=1Kj . As

a finite union of finite sets it’s finite and so is a finite
subcover of G.

Proposition 3.12.8. Suppose (X, TX) and (Y, TY )
are topological spaces and f : X → Y is a continuous
function. If K ∈ ℘(X) is compact then so is f∗(K).
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Proof. As usual we use Lemma 3.12.5. Suppose G is
an open cover of f∗(K) with respect to (Y, TY ). Let

H = (f∗)∗ (G).

Then H ⊆ TX by Lemma 3.1.2. If x ∈ K then f(x) ∈
f∗(K) so f(x) ∈ V for some V ∈ G. But then x ∈
f∗(V ) and f∗(V ) ∈ H. So H is an open cover of
K. By assumption K is compact so there’s a finite
subcover E of H. Each element U ∈ E is f∗(V ) for
some V ∈ G. There might be more than one such V
for a given U but choose one and let F be the set of
those V . There are then at most as many elements
of F as of E so F is a finite subset of G. If y ∈ f∗(K)
then y = f(x) for some x ∈ K. Then x ∈ U for
some U ∈ E and this U is f∗(V ) for some V ∈ F .
Then x ∈ f∗(V ) so f(x) ∈ V , i.e. y ∈ V . So every
y ∈ f∗(K) is an element of some V ∈ F . So F is a
finite subcover of G.

Lemma 3.12.9. Suppose (X, T ) is a Hausdorff space
A ∈ ℘(X) is compact and y /∈ A. Then there are
V,W ∈ T such that A ⊆ V , y ∈W and V ∩W = ∅.

Proof. For each x ∈ A we have x 6= y so by the
definition of Hausdorff there are Vx,Wx ∈ T such
that x ∈ Vx, y ∈Wx and Vx ∩Wx = ∅. Then

A =
⋃
x∈A
{x} ⊆

⋃
x∈A

Vx

so this is an open cover of A. A is compact so there
is a finite subcover. In other words, there is a finite
F ∈ ℘(A) such that

A ⊆
⋃
x∈F

Vx.

Let
V =

⋃
x∈F

Vx

and
W =

⋂
x∈F

Wx.

Then A ⊆ V . Finite unions or intersections of open
sets are open so V ∈ T and W ∈ T . Also, y ∈ Wx

for each x so y ∈ W . If z ∈ V ∩ W then z ∈ Vx

for some x ∈ F . But Wx ⊆ W so z ∈ Wx as well.
Vx ∩Wx = ∅, so there is no z ∈ V ∩W . In other
words, V ∩W = ∅.

Proposition 3.12.10. If (X, T ) is a Hausdorff topo-
logical space and A ∈ ℘(X) is compact then A is
closed.

Proof. The lemma implies that for each y ∈ X \ A
there is a Vy ∈ O(y) such that Vy ⊆ X \A. But then

A =
⋃

y∈X\A

{y} ⊆
⋃

y∈X\A

Vy

and ⋃
y∈X\A

Vy ⊆ X \A

so
X \A =

⋃
y∈X\A

Vy

is a union of open sets and hence open. A is therefore
closed.

Proposition 3.12.11. Suppose (X, T ) is a Haus-
dorff topological space and K is a set of compact sub-
sets of X. Then

⋂
K∈KK is compact.

Proof. Each K ∈ K is closed by Proposition 3.12.10.
Any intersection of closed sets is closed so

⋂
K∈KK is

closed. It is a closed subset of any particular K ∈ K
and closed subsets of a compact space are compact
by Proposition 3.12.6, so

⋂
K∈KK is compact.

Proposition 3.12.12. Suppose that (X, TX) and
(Y, TY ) are compact spaces. Then (P, TP ) is compact,
where P = X × Y and TP is the product topology.

Proof. Suppose G is an open cover of P . For each x ∈
X and y ∈ Y there is a Z ∈ TP such that (x, y) ∈ Z
and Z ∈ G. By Proposition 3.10.4 there are V ∈ TX
and W ∈ TY such that x ∈ V , y ∈W and V ×W ⊆ Z.
Let Zx,y, Vx,y and Wx,y be such Z, V and W . For
given x ∈ X the sets Wx,y are an open cover of Y .
Y is compact so there’s a finite subcover. In other
words, there is a finite subset Fx of Y such that the
set of Wx,y with y ∈ Fx cover Y , i.e.,

Y =
⋃
y∈Fx

Wx,y.
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Define

Ux =
⋂
y∈Fx

Vx,y.

Then x ∈ Ux and Ux ∈ TX , since it’s a finite intersec-
tion of open sets. These sets therefore form an open
cover of X. X is compact so there’s a finite subcover.
In other words, there’s a finite subset E of X such
that the set of Ux with x ∈ E cover X, i.e.

X =
⋃
x∈E

Ux.

Suppose (s, t) ∈ P . Then s ∈ X so s ∈ Ux for some
x ∈ E. Then t ∈ Wx,y for some y ∈ Fx. Also,
s ∈ Vx,y, since Ux ⊆ Vx,y for all y ∈ Fx. So (s, t) ∈
Vx,y ×Wx,y and therefore (s, t) ∈ Zx,y. So the sets
Zx,y where x ∈ E and y ∈ Fx cover P . This is a
finite union of finite sets and so is finite, so it is a
finite subcover of G.

The proposition was stated for the product of two
sets but can easily be extended to the product of
finitely many sets by induction. Tychonoff’s Theo-
rem is the corresponding statement for all products.
This is considerably more difficult to prove, so we will
skip it for now.

Proposition 3.12.13. Suppose (X, T ) is a compact
Hausdorff space and A,B ∈ ℘(X) are closed subsets
such that A∩B = ∅. Then there are V,W ∈ T such
that A ⊆ V , B ⊆W and V ∩W = ∅.

Proof. A and B are closed subsets of a compact
Hausdorff space and so are compact by Proposi-
tion 3.12.10. By Lemma 3.12.9 there are, for each
y ∈ B, open Vy and Wy such that A ⊆ Vy, y ∈ Wy

and Vy ∩Wy = ∅.

B =
⋃
y∈B
{y} ⊆

⋃
y∈B

Wy

so these form an open cover of B. B is compact so
there is a finite subcover. In other words, there’s a
finite F ∈ ℘(Y ) such that

B ⊆
⋃
y∈F

Wy.

Let

V =
⋂
y∈F

Vy

and

W =
⋃
y∈F

Wy.

Finite intersections or unions of open sets are open
so V and W are open. A ⊆ Vy for each Y so A ⊆ V .
We’ve already seen that B ⊆Wy. If z ∈ V ∩W then
z ∈ Wy for some y ∈ F . But V ⊆ Vy so z ∈ Vy. But
Vy∩Wy = ∅, so there is not z ∈ V ∩W and therefore
V ∩W = ∅.

The next two theorems are particularly important.
The following theorem is known as the Heine-Borel
Theorem.

Theorem 3.12.14. A subset S ∈ ℘(Rn) is compact
if and only if it is closed and bounded.

Proof. Suppose S is compact. Rn is Hausdorff so S
must be closed by Proposition 3.12.10. The open sets
B(0, r) for r > 0 cover S and therefore must have a
finite subcover {B(0, r1), . . . , B(0, rm)}. So

S ⊆
m⋃
j=1

B(0, rj) = B

(
0, max

1≤j≤m
rj

)

and S is therefore bounded.

Suppose conversely that S is closed and bounded.
There is then an r > 0 such that S ⊆ B(0, r). S is
then a subset of the product of n copies of the interval
[−r, r]. This interval is compact by Proposition 3.12.3
and the product is compact by Proposition 3.12.12.
S is thus a closed subset of a compact set. By Propo-
sition 3.12.6 it is compact.

The following theorem is known as the Extreme
Value Theorem.

Theorem 3.12.15. Suppose (X, T ) is a compact
topological space and f : X → R is a continuous
function. Then f attains a maximum and minimum
value. In other words, there are w, z ∈ X such that
f(w) ≤ f(x) ≤ f(z) for all x ∈ X.
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Proof. f∗(X) is compact by Proposition 3.12.8 and
therefore is closed and bounded by the Heine-Borel
Theorem. The fact that it’s bounded implies that it
has an upper bound and hence a supremum. Call this
supremum b. Then y ≤ b for all y ∈ f∗(X). If b were
not in f∗(X) then there would be a δ > 0 such that
B(b, δ) ⊆ R \ f∗(X), since f∗(X) is closed. But then
b − δ/2 would be an upper bound for f∗(X) lower
than the supremum. This is impossible so b ∈ f∗(X).
In other words, there is a z ∈ X such that f(z) = b.
So y ≤ f(z) for all y ∈ f∗(X) or, equivalently, f(x) ≤
f(z) for all x ∈ X. The proof that there is a w ∈ X
such that f(w) ≤ f(x) for all x ∈ X is similar.

The following theorem is known as the Bolzano-
Weierstrass Theorem.

Theorem 3.12.16. Suppose K ⊆ Rn is compact.
α : N→ X is a sequence such that αn ∈ K for all n.
Then α has a convergent subsequence.

Proof. For m ∈ N set

Tm = {n ∈ N : m ≤ n}

and
Cm = α∗(Tm).

Let C be the set of all Cm from m ∈ N . Then
C satisfies the hypotheses of Proposition 3.12.4 be-
cause for any finite subset E = {Cm1

, . . . , Cmk
} we

have αn ∈
⋂
V ∈E V where n = max(m1, . . . ,mk), so⋂

V ∈E V 6= ∅. It then follows from Proposition 3.12.4
that ⋂

V ∈C
V =

⋂
m∈N

Cm 6= ∅.

There is therefore a z ∈
⋂
m∈N Cm. Suppose Z ∈

O(z). By Proposition 3.2.2l α∗(Tm) ∩ Z 6= ∅. In
other words, there is an n ≥ m such that αn ∈ Z.
This holds in particular for Z = B(z, 1/2k) for k ∈ N.
So for each k ∈ N there is an nk ∈ N such that

αnk
∈ B(z, 1/2k).

Then
lim
k→∞

αnk
= z.

3.13 Normal spaces

Proposition 3.12.13 motivates the following defini-
tion.

Definition 3.13.1. A topological space (X, T ) is
called normal if for any closed A,B ∈ ℘(X) that
A ∩ B = ∅ there are V,W ∈ T such that A ⊆ V ,
B ⊆W and V ∩W = ∅.

Proposition 3.12.13 shows that compact Hausdorff
spaces are normal. We’ll see later that metric spaces
are also normal.

For an example of a topological space which is not
normal, consider an infinite set X with the cofinite
topology T . If a, b ∈ X and a 6= b then A = {a} and
B = {b} are closed sets and A∩B = ∅. If V and W
are open and A ⊆ V and B ⊆ W then V and W are
non-empty so X \ V and X \W are finite. But then

X \ (V ∩W ) = (X \ V ) ∪ (X \W )

is finite. Therefore X \(V ∩W ) 6= X and so V ∩W 6=
∅.

The following result is known as Urysohn’s Lemma:

Lemma 3.13.2. Suppose (X, T ) is a normal topo-
logical space and A and B are closed subsets of X
such that A ∩ B = ∅. Then there is a continuous
function f : X → [0, 1] such that f(x) = 0 for all
x ∈ A and f(x) = 1 for all x ∈ B.

Proof. Note that the following three statements are
equivalent for and P,Q ∈ ℘(X):

• P ∩Q = ∅.

• P ⊆ X \Q.

• Q ⊆ X \ P .

Also, the following three are equivalent:

• P ∪Q = X.

• X \ P ⊆ Q.

• X \Q ⊆ P .
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We’ll need these facts repeatedly below with various
choices of P and Q.

We begin the proof by constructing some set valued
functions. Let Dk be the set of rational numbers of
the form j/2k where j and k are integers such that
0 < j < 2k. By induction on k we show that there are
functions V : Dk ∪ {1} → ℘(X) and W : Dk ∪ {0} →
℘(X) with the following properties:

(a) V (y),W (y) ∈ T ,

(b) A ⊆ V (y) and B ⊆W (y),

(c) If y1 ≤ y2 then V (y1) ∩W (y2) = ∅, and

(d) If y1 < y2 then W (y1) ∪ V (y2) = X.

These are to hold for any y, y1 and y2 for which the
functions are defined.

We start from k = 0, W (0) = X \ A and V (1) =
X \ B. (a) is satisfied because A and B are closed.
(b) is satisfied because A∩B = ∅, so A ⊆ X \B and
B ⊆ X \ A. (c) is vacuously true for k = 0 because
there are no y1 ≤ y2 for which V (y1) and W (y2) are
both defined. (d) is satisfied because

W (1) ∪ V (0) = (X \A) ∪ (X \B) = X \ (A ∩B)

= X \∅ = X.

For the inductive step we assume V and W have
been defined on Dk ∪ {1} and Dk ∪ {0} respectively
in a way which satisfies all the conditions above and
then define them on Dk+1 ∪ {1} and Dk+1 ∪ {0} in
such a way that the conditions are still satisfied. If
y ∈ Dk ∪ {1} or y ∈ Dk ∪ {0} we leave V (y) and
W (y) unchanged. We therefore only need to define
it at the points j/2k+1 where 0 < j < 2k+1 is an
odd integer. We can write this as j = 2i + 1, where
0 ≤ i < 2k. By (a) from the previous stage of the
induction. W (i/2k) and V ((i+ 1)/2k) are open, and
hence their complements are closed.(

X \W
(
i

2k

))
∩
(
X \ V

(
i+ 1

2k

))
= X \

(
W

(
i

2k

)
∪ V

(
i+ 1

2k

))
= X \X = ∅

by (d) of the previous stage. (X, T ) is normal so
there are V,W ∈ T such that

X \W
(
i

2k

)
⊆ V,

X \ V
(
i+ 1

2k

)
⊆W,

and
V ∩W = ∅.

We defined V (j/2k+1) and W (j/2k+1) to be these V
and W . In other words,

V

(
j

2k+1

)
,W

(
j

2k+1

)
∈ T ,

X \W
(
i

2k

)
⊆ V

(
j

2k+1

)
,

X \ V
(
i+ 1

2k

)
⊆W

(
j

2k+1

)
,

and

V

(
j

2k+1

)
∩W

(
j

2k+1

)
= ∅.

The first of these statements is (a). To show (b) we
note that

A ⊆ V
(
i

2k

)
⊆ X \W

(
i

2k

)
⊆ V

(
j

2k+1

)
.

The first of these inclusions was (b) from the previous
stage of the induction while the second one follows
from (c) of the previous stage and the third inclusion
was already established above. Similarly,

B ⊆W
(
i+ 1

2k

)
⊆ X \ V

(
i

2k

)
⊆W

(
j

2k+1

)
.

This establishes (c). Suppose j1 ≤ j2. If they are
even then we already have

V

(
j1

2k+1

)
∩W

(
j2

2k+1

)
= ∅

from the previous stage of the induction. If they are
odd and equal then it was proved above. If they are
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odd and unequal then j1 = 2i1 + 1 and j2 = 2i2 + 1
where i1 + 1 ≤ i2.

V

(
j1

2k+1

)
⊆ X \W

(
j1

2k+1

)
⊆ V

(
i1 + 1

2k

)
⊆ X \W

(
i2
2k

)
⊆ V

(
j2

2k+1

)
⊆ X \W

(
j2

2k+1

)
The first of these and fifth of these inclusions follow
from the statement

V

(
j

2k+1

)
∩W

(
j

2k+1

)
= ∅

proved above, applied to j = j1 and j = j2. Similarly,
the second and fourth inclusions follow from

X \ V
(
i+ 1

2k

)
⊆W

(
j

2k+1

)
and

X \W
(
i

2k

)
⊆ V

(
j

2k+1

)
with j = j1 and j = j2 respectively. The third inclu-
sion follows from (c) from the previous stage of the
induction. So we have

V

(
j1

2k+1

)
⊆ X \W

(
j2

2k+1

)
,

which is equivalent to

V

(
j1

2k+1

)
∩W

(
j2

2k+1

)
= ∅,

i.e. (c). The cases where one of j1 or j2 is odd and the
other is even are similar, but we only need three in-
clusions instead of five. Suppose now j1 < j2. Again
we already have

W

(
j1

2k+1

)
∪ V

(
j2

2k+1

)
= X

if j1 and j2 are both even. If they are both odd then
we proceed as follows.

X \W
(

j1
2k+1

)
⊆ V

(
i1 + 1

2k

)
⊆ X \W

(
i2
2k

)
⊆ V

(
j1

2k+1

)

and hence

W

(
j1

2k+1

)
∪ V

(
j1

2k+1

)
= X.

Again, the cases where one j is even and one is odd
are simpler and will be skipped. This establishes (d)
and completes the induction.

Having defined V on Dk ∪{1} and W on Dk ∪{0}
for all k we can regard them as defined on the D∪{1}
and D ∪ {0} respectively, where

D =

∞⋃
k=0

Dk.

These V and W still satisfy the four properties (a)
through (d) because for any y, y1 and y2 in D there
is a k such that they are all in Dk.

We now define

S(x) = {y ∈ D : x ∈ V (y)}

and

T (x) = {y ∈ D : x ∈W (y)}

From the properties (b) through (d) it follows that

(i) If x ∈ A then S(x) = D ∪ {1}.

(ii) If x ∈ B then T (x) = D ∪ {0}.

(iii) For all x ∈ X if y1 ∈ T (x) and y2 ∈ S(x) then
y1 < y2.

(iv) For all x ∈ X if y1 /∈ S(x) and y2 /∈ T (x) then
y1 ≤ y2.

If both S(x) and T (x) are non-empty then it follows
from (iii) that

inf S(x) ≥ supT (x)

while it follows from (iv) that

inf S(x) ≤ supT (x).

It therefore makes sense to define

f(x) = inf S(x) = supT (x)
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for such x. We define f(x) = 0 if T (x) = ∅ and
f(x) = 1 if S(x) = ∅. We then have y ∈ T (x) if
y < f(x) and y ∈ S(x) if y > f(x). f(x) = 0 if x ∈ A
by (i), while f(x) = 1 if x ∈ B by (ii).

The only thing remaining to be proved is that f
is continuous. If f(x) > a then a < supT (x) so a is
not an upper bound for T (x) and there is a q ∈ T (x)
with q > a. Therefore x ∈ W (q) for some q > a. In
other words,

x ∈
⋃
q>a

Wq.

Conversely, if x ∈
⋃
q>aWq then q ∈ T (x) for some

q > a so a is not an upper bound for T (x) and there-
fore a < supT (x). Then f(x) > a. So f(x) > a if
and only if x ∈

⋃
q>aWq. In other words,

f∗((a,+∞)) =
⋃
q>a

Wq.

Similarly, if f(x) < b then b > inf S(x) so b is not a
lower bound for S(x) and there is a q ∈ S(x) with
q < b. Therefore x ∈ V (q) for some q < b. In other
words,

x ∈
⋃
q<b

Vq.

Conversely, if x ∈
⋃
q<b Vq then q ∈ S(x) for some q <

b so b is not an upper bound for S(x) and therefore
b > inf S(x). Then f(x) < b. So f(x) < b if and only
if x ∈

⋃
q<b Vq. In other words,

f∗((−∞, b)) =
⋃
q<b

Vq.

Since the preimage of an intersection is the intersec-
tion of the preimages we have that

f∗((a, b)) =

 ⋃
q∈D,q>a

W (q)

 ∩
 ⋃
q∈D,q<b

V (q)

 ,

which is an open subset of X. Every open set in R is
a union of open intervals and the preimage of a union
is the union of the preimages so the preimage of any
open set in R is an open set in X. Therefore f is
continuous.

The following theorem is known as the Tietze Ex-
tension Theorem.

Theorem 3.13.3. Suppose (X, T ) is a normal topo-
logical space, A ∈ ℘(X) is closed and f : A→ [a, b] is
continuous. Then there is a continuous g : X → [a, b]
such that g(x) = f(x) for all x ∈ A.

Proof. It’s easier to work with the midpoint m = a+b
2

and length l = b − a of the interval than with its
endpoints a and b.

We prove by induction that there is a sequence h
of continuous functions such that

(a)

|f(x)− hk(x)| ≤ 2k−1

3k
l

for all x ∈ A.

(b)

|hk(x)− hj(x)| ≤
(

2j−1

3j
− 2k−1

3k

)
l

for all x ∈ X and j ≤ k.

The base case is easy since

h0(x) = m

satisfies both conditions. Assume therefore that hk
has been constructed in such a way that both condi-
tions are satisfied. Let

Pk =

{
x ∈ A : f(x)− hk(x) ≤ −2k−1

3k+1
l

}
and

Qk =

{
x ∈ A : f(x)− hk(x) ≥ 2k−1

3k+1
l

}
.

These are closed sets because f − hk is continuous.
By the Tietze Extension theorem there is therefore a
continuous function ek : X → [0, 1] such that ek(x) =
0 for x ∈ Pk and ek(x) = 1 for x ∈ Qk. We then
define hk+1 by

hk+1(x) = hk(x) +
2k−1

3k+1
l(2ek(x)− 1).
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If x ∈ Pk then

−2k−1

3k
l ≤ f(x)− hk(x) ≤ −2k−1

3k+1
l.

The inequality on the left is the part of the inductive
hypothesis while the one on the right is the definition
of Pk. We also have

hk+1(x)− hk(x) = −2k−1

3k+1
l

by the definition of hk+1 so

2k

3k+1
l ≤ f(x)− hk+1(x) ≤ 0.

If x ∈ Qk then

2k−1

3k+1
l ≤ f(x)− hk(x) ≤ 2k−1

3k
l.

The inequality on the left is the definition of Qk while
the one on the right is part of the inductive hypoth-
esis. We also have

hk+1(x)− hk(x) =
2k−1

3k+1
l

by the definition of hk+1 so

0 ≤ f(x)− hk+1(x) ≤ 2k

3k+1
l.

If x ∈ A \ (Pk ∪Qk) then

−2k−1

3k+1
l < f(x)− hk(x) <

2k−1

3k+1
l

by the definitions of Pk and Qk while

−2k−1

3k+1
l < hk+1(x)− hk(x) <

2k−1

3k+1
l

by the definition of hk+1 so

− 2k

3k+1
l < f(x)− hk+1(x) <

2k

3k+1
l.

So if x ∈ A then

− 2k

3k+1
l ≤ f(x)− hk+1(x) ≤ 2k

3k+1
l.

In other words,

|f(x)− hk+1(x)| ≤ 2k

3k+1
l.

This is (a) with k replaced by k + 1. We have

|hk+1(x)− hj(x)| ≤
(

2j−1

3j
− 2k

3k+1

)
l

trivially if j = k + 1. Otherwise we can use the in-
ductive hypothesis

|hk(x)− hj(x)| ≤
(

2j−1

3j
− 2k−1

3k

)
l

together with

|hk+1(x)− hk(x)| ≤ 2k−1

3k+1
l =

2k−1

3k
l − 2k

3k+1
l,

which follows from the definition of hk+1 to get

|hk+1(x)− hj(x)| ≤
(

2j−1

3j
− 2k

3k+1

)
l

This is (b) with k replaced by k + 1. This completes
the inductive construction of the sequence h.

For any ε > 0 there is an m such that

2m−1

3m
l < ε

and hence if n ≥ m then

2n−1

3n
l < ε

and therefore

|hk(x)− f(x)| < ε

for all x ∈ A. Therefore

lim
k→∞

hk(x) = f(x)

for all x ∈ A. We can also define

g(x) = lim
k→∞

hk(x)
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for all x ∈ X. The convergence follows from Cauchy’s
criterion and the inequality

|hk(x)− hj(x)| ≤
(

2j−1

3j
− 2k−1

3k

)
l

If we take m large enough that

2m−1

3m
< ε

then for all x ∈ X and j, k ≥ m we have

|hk(x)− hj(x)| < ε.

The fact that this m is independent of x means the
Cauchy criterion is satisfied uniformly, so the se-
quence converges uniformly. Since each hk is contin-
uous the limiting g is also continuous. It clearly sat-
isfies g(x) = f(x) for x ∈ A. It satisfies g(x) ∈ [a, b]
because applying

|hk(x)− hj(x)| ≤
(

2j−1

3j
− 2k−1

3k

)
l

with j = 0 gives

|hk(x)−m| ≤
(

1

2
− 2k−1

3k

)
l ≤ 1

2
l

and taking the limit as k tends to infinity gives

|g(x)−m| ≤ 1

2
l.

The following proposition will be useful when we
define integrals.

Proposition 3.13.4. Suppose (X, T ) is a normal
topological space and let C be the set of closed subsets
of X. that K : L → C and U : L → T are indexed
collections of sets with the following properties.

(a) X =
⋃
λ∈LKλ.

(b) K(λ) ⊆ U(λ) for all λ ∈ L.

(c) For all x ∈ X there is V ∈ O(x) such that the
set {λ ∈ L : V ∩ U(λ) 6= ∅} is finite.

Then there is a function g : L × X → [0, 1], contin-
uous in its second argument, satisfying the following
conditions.

(i) For each λ ∈ L the set {x : g(λ, x) > 0} is a
subset of U(λ).

(ii) For each x ∈ X we have
∑
λ∈L g(λ, x) = 1.

Note that the Condition 3.13.4i ensures that the
sum in Condition 3.13.4ii has only finitely many non-
zero terms. A function g satisfying the conditions
above is called a partition of unity .

Proof. Urysohn’s Lemma, applied to X \ U(λ) and
K(λ) gives a continuous function f : X → [0, 1] such
that f(x) = 0 for x /∈ U(λ) and f(x) = 1 for x ∈
K(λ). This function depends on λ, so we write it as
f(λ, x).

Let h(x) =
∑
λ∈L f(λ, x). For each x ∈ X there is,

by Condition 3.13.4c, a V ∈ T and a finite F ∈ ℘(L)
such that V ∩ U(λ) = ∅ if λ /∈ F . f(λ, y) = 0 if
y ∈ V and V ∩ U(λ) = ∅ so

h(y) =
∑
λ∈F

f(λ, y)

for y ∈ V . A finite sum of continuous functions is
continuous so h is continuous in V . By the lemma
below h is therefore continuous in X. If x ∈ X
then x ∈ K(λ) for some λ ∈ L by Condition 3.13.4a.
f(λ, x) = 1 for this x and all the other summands are
non-negative so h(x) ≥ 1. In particular, the function
h has no zeroes so the quotient

g(λ, x) =
f(λ, x)

h(x)

is a continuous function of its second argument. It
follows from f(λ, x) ∈ [0, 1] and h(x) ≥ 1 that
g(λ, x) ∈ [0, 1]. Also,∑
λ∈L

g(λ, x) =
∑
λ∈L

f(λ, x)/h(x) = h(x)/h(x) = 1.

Lemma 3.13.5. Suppose (X, TX) and (Y, TY ) are
topological spaces, G is an open cover of X and
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f : X → Y is a function such that for all V ∈ G the
restriction of f to V is a continuous function from
V , with the subspace topology, to Y . Then f is con-
tinuous.

Proof. Suppose W ∈ TY . Then

f∗(W ) = X ∩ f∗(W ) =

( ⋃
V ∈G

V

)
∩ f∗(W )

=
⋃
V ∈G

(V ∩ f∗(W )) .

V ∩f∗(W ) is the preimage of W under the restriction
of f to V and so, by the continuity hypothesis, is an
open subset of V in the subspace topology. In other
words,

V ∩ f∗(W ) = V ∩ U

for some U ∈ TX . Finite intersections of open sets
are open so V ∩U ∈ TX and hence V ∩ f∗(W ) ∈ TX .
Unions of open sets are open so⋃

V ∈G
(V ∩ f∗(W )) ∈ TX

and hence f∗(W ) ∈ TX . So f is continuous.

4 Metric spaces

4.1 Review and elementary properties

Metrics were given in defined in Definition 1.6.1 and
their elementary properties were given in the sections
that followed. One of the most important is Propo-
sition 1.10.3, which tells us that metric spaces are
Hausdorff topological spaces, with the topology being
that of open sets, defined in Definition 1.8.1. Unless
otherwise specified, when talk about metric spaces
we always consider them with this topology. All the
notions from the last chapter therefore apply to met-
ric spaces. In some cases though general definitions
which apply to all topological spaces can be replaced
by simpler criteria in the case of metric spaces.

Proposition 4.1.1. Suppose (X, d) is a metric space
and A ∈ ℘(X).

(a) x ∈ A◦ if and only if there is an r > 0 such that
B(x, r) ⊆ A.

(b) x ∈ A if and only if for all r > 0 we have
B(x, r) ∩A 6= ∅.

(c) x ∈ ∂A if and only if for all r > 0 we have
B(x, r) ∩A 6= ∅ and B(x, r) ∩ (X \A) 6= ∅.

Proof. We use the criteria from the last three parts
of Proposition 3.2.2.

If x ∈ A◦ then there is a W ∈ O(x) such that
W ⊆ A. W is open and x ∈ W by the definition
of O(x). By Definition 1.8.1 this means there is an
r > 0 such that B(x, r) ⊆W . But then B(x, r) ⊆ A.
If, conversely, there is an r > 0 such that B(x, r) ⊆ A
then there is a W ∈ O(x) such that W ⊆ A, namely
W = B(x, r). So x ∈ A◦.

If x ∈ A then for all W ∈ O(x) we have W∩A 6= ∅.
B(x, r) ∈ O(x) so

B(x, r) ∩A 6= ∅.

If, conversely, B(x, r) ∩ A 6= ∅ for all r > 0 and
W ∈ O(x) then there is, by Definition 1.8.1, an r > 0
such that B(x, r) ⊆ W . Therefore B(x, r) ∩ A 6= ∅.
But

B(x, r) ∩A ⊆W ∩A

and supersets of non-empty sets are non-empty so
W ∩A 6= ∅. So x ∈ A.

If x ∈ ∂A then for all W ∈ O(x) we have W ∩A 6=
∅ and

W ∩ (X \A) 6= ∅.

B(x, r) ∈ O(x) so B(x, r) ∩A 6= ∅ and so

B(x, r) ∩ (X \A) 6= ∅.

If, conversely, B(x, r) ∩A 6= ∅ and

B(x, r) ∩ (X \A) 6= ∅

for all r > 0 and W ∈ O(x) then there is, by Defini-
tion 1.8.1, an r > 0 such that B(x, r) ⊆W . Therefore
B(x, r) ∩A 6= ∅ and

B(x, r) ∩ (X \A) 6= ∅.
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But B(x, r) ∩A ⊆W ∩A and

B(x, r) ∩ (X \A) ⊆W ∩ (X \A)

and supersets of non-empty sets are non-empty so
W ∩A 6= ∅ and

W ∩ (X \A) 6= ∅.

So x ∈ ∂A.

Proposition 4.1.2. Suppose (X, d) is a metric
space, α : N → X is a sequence, and z ∈ X. Then
limn→∞ αn = z if and only if for all ε > 0 there is
an m ∈ N such that αn ∈ B(z, ε) for all n ≥ m.

This is a proposition, not a definition. Limits of
sequences have already been defined as the special
case U = N of Definition 1.18.1.

lim
n→∞

αn = z

therefore means that for all Z ∈ O(z) there is an
a ∈ R such that if n ∈ N and n ≥ a then αn ∈ Z.

Proof. Suppose that

lim
n→∞

αn = z

If r > 0 then B(z, r) ∈ O(z) so there is an a ∈ R
such that if n ≥ a then αn ∈ B(z, r). Choose any
non-negative integer m such that m ≥ a. If n ≥ m
then n ≥ a so αn ∈ B(z, r). So for every r > 0 there
is an m ∈ N such that if n ≥ m then αn ∈ B(z, r).

Suppose, conversely, that r > 0 there is an m ∈ N
such that if n ≥ m then αn ∈ B(z, r). If Z ∈ O(z)
then there is an r > 0 such that B(z, r) ⊆ Z. There
is an m ∈ N such that if n ≥ m then αn ∈ B(z, r)
and hence αn ∈ Z. Let a = m. Then if a ≥ x then
αn ∈ B(z, r). So for every Z ∈ O(z) there is an
a ∈ R such that if a ≥ x then αn ∈ B(z, r). In other
words,

lim
n→∞

αn = z.

Proposition 4.1.3. Suppose (X, d) is a metric space
and A ∈ ℘(X). Then z ∈ A if and only if there is a
sequence α : N→ X such that αn ∈ A for all n ∈ N
and limn→∞ αn = z.

This holds also with nets in place of sequences
by Propositions 3.3.1 and 3.3.2. Also, the “if” part
was Proposition 3.3.3. None of those propositions
required the topology to be metrisable.

Proof. As noted above, we only need to prove the
“only if” part. Suppose that z ∈ A. For each n ∈ N
we have B(z, 1/2n) ∈ O(z) so

B(z, 1/2n) ∩A 6= ∅

by Proposition 4.1.1. Choose

αn ∈ B(z, 1/2n) ∩A.

If ε > 0 then there is an m such that 1/2m < ε.
Then also 1/2n < ε for all n ≥ m. So αn ∈ B(z, ε)
for all n ≥ m. Since we’ve just shown that for any
ε > 0 there is an m ∈ N such that if n ≥ m then
αn ∈ B(z, ε) it follows from Proposition 4.1.2 that

lim
n→∞

αn = z.

Proposition 4.1.4. Suppose (X, d) is a metric space
and A ∈ ℘(X). Then A is dense if and only if for
every x ∈ X and r > 0 we have B(x, r) ∩A 6= ∅.

Proof. By definition, A is dense if and only if A =
X, i.e. if and only if x ∈ A for all x ∈ X. By
Proposition 4.1.1 x ∈ A if and only if for all r > 0 we
have B(x, r) ∩A 6= ∅.

Proposition 4.1.5. Suppose (X, d) is a metric space
and A ∈ ℘(X). Then A is dense if and only if for
every z ∈ X there is a sequence α : N→ X such that
αn ∈ A for all n ∈ N and limn→∞ αn = z.

The corresponding statement for nets was Proposi-
tion 3.4.3. It didn’t require the topology to be metris-
able. Every sequence is a net so the “if” part of this
proposition follows from the “if” part of that propo-
sition.

Proof. By the remarks above it suffices to prove the
“only if” part of the statement. Suppose A is dense
and z ∈ X. Then z ∈ A. By Proposition 4.1.3 there
is a sequence α : N → X such that αn ∈ A for all
n ∈ N and limn→∞ αn = z.
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Proposition 4.1.6. (a) Suppose (X, TX) and
(Y, TY ) are topological spaces and f : X → Y
is a function. Then f is continuous at x ∈ X
if and only if for all V ∈ O(f(x)) there is a
U ∈ O(x) such that U ⊆ f∗(V ).

(b) Suppose (X, TX) is a topological space, (Y, dY )
is a metric space and f : X → Y is a function.
Then f is continuous at x ∈ X if and only if
for all ε > 0 there is a U ∈ O(x) such that U ⊆
f∗(B(f(x), ε)).

(c) Suppose (X, dX) is a metric space, (Y, TY ) is a
topological space and f : X → Y is a function.
Then f is continuous at x ∈ X if and only if
for all V ∈ O(f(x)) there is a δ > 0 such that
B(x, δ) ⊆ f∗(V ).

(d) Suppose (X, dX) and (Y, dY ) are metric spaces
and f : X → Y is a function. Then f is contin-
uous at x ∈ X if and only if for all ε > 0 there
is a δ > 0 such that B(x, δ) ⊆ f∗(B(f(x), ε)).

Proof. We prove these in turn.

(a) This is nearly the definition. Definition 3.6.1
says that f is continuous at x if and only if
f∗(W ) ∈ N (x) whenever W ∈ N (f(x)). Sup-
pose f is continuous at x and V ∈ O(f(x)).
Then V ∈ N (f(x)) so f∗(V ) ∈ N (x). By the
definitions of neighbourhoods and open neigh-
bourhoods there is then a U ∈ O(x) such that
U ⊆ f∗(V ). So for all V ∈ O(f(x)) there is a
U ∈ O(x) such that U ⊆ f∗(V ).

Suppose, conversely, that for all V ∈ O(f(x))
there is a U ∈ O(x) such that U ⊆ f∗(V ). Sup-
pose W ∈ N (f(x)). By the definitions of neigh-
bourhoods and open neighbourhoods there is a
V ∈ O(f(x)) such that V ⊆ W . There is then
a U ∈ O(x) such that U ⊆ f∗(V ). But V ⊆ W
implies f∗(V ) ⊆ f∗(W ) so U ⊆ f∗(W ). Since
f∗(W ) contains an open neighbourhood of x it
is a neighbourhood of x, i.e. f∗(W ) ∈ N (x).
Therefore f is continuous at x.

(b) In this and the remaining parts we use the previ-
ous part as our criterion for continuity. Suppose

f is continuous at x.

B(f(x), ε) ∈ O(f(x))

so there is a U ∈ O(x) such that

U ⊆ f∗(B(f(x), ε)).

Suppose, conversely, that for every ε > 0 there
is a U ∈ O(x) such that

U ⊆ f∗(B(f(x), ε)).

Suppose V ∈ O(f(x)). By the definition of open
sets in a metric space there is an ε > 0 such that
B(f(x), ε) ⊆ V . There is a U ∈ O(x) such that

U ⊆ f∗(B(f(x), ε)).

From B(f(x), ε) ⊆ V it follows that

f∗(B(f(x), ε)) ⊆ f∗(V )

so U ⊆ f∗(V ). For every V ∈ O(f(x)) we have
a U ∈ O(x) such that U ⊆ f∗(V ), so f is con-
tinuous at x.

(c) Suppose f is continuous at x. Suppose V ∈
O(f(x)). Then there is a U ∈ O(x) such that
U ⊆ f∗(V ). By the definition of open neigh-
bourhoods in a metric space there is then a δ > 0
such that B(x, δ) ⊆ U . So B(x, δ) ⊆ f∗(V ).

Suppose, conversely, that for every V ∈ O(f(x))
there is a δ > 0 such that

B(x, δ) ⊆ f∗(V ).

B(x, δ) ∈ O(x), so there is a U ∈ O(x) such that
U ⊆ f∗(V ). Therefore f is continuous at x.

(d) Suppose f is continuous at x and ε > 0.

B(f(x), ε) ∈ O(f(x))

so there is a U ∈ O(x) such that

U ⊆ f∗(B(f(x), ε)).

There is a δ > 0 such that B(x, δ) ⊆ U so

B(x, δ) ⊆ f∗(B(f(x), ε)).
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Suppose, conversely, that for all ε > 0 there is a
δ > 0 such that

B(x, δ) ⊆ f∗(B(f(x), ε)).

Suppose V ∈ O(f(x)). Then there is an ε > 0
such that

B(f(x), ε) ⊆ V.

Then
f∗(B(f(x), ε)) ⊆ f∗(V ).

There is a δ > 0 such that

B(x, δ) ⊆ f∗(B(f(x), ε)).

Taking U = B(x, δ) we have U ∈ O(x) and U ⊆
f∗(V ). So f is continuous at x.

All of the various theorems which were proved for
continuous functions between topological spaces con-
tinue to hold when one or both spaces are metric
spaces, because metric spaces are topological spaces.
For example, a function is continuous if and only if it
is continuous at each point in its domain and the com-
position of continuous functions is continuous. It’s
only worth revisiting theorems on topological spaces
when their statements can be either simplified or im-
proved in the case of metric spaces, as below, where
we can replace nets by sequences.

Proposition 4.1.7. Suppose (X, dX) is a metric
space and (Y, dY ) is a topological space. A function
f : X → Y is continuous at x if and only if for every
sequence α : N → X such that limn→∞ αn = x we
have limn→∞ f(αn) = f(x).

The corresponding statement for nets is Proposi-
tions 3.6.6 and 3.6.7. It doesn’t require the topology
on Y to be metrisable. Every sequence is a net, so
the “only if” part follows from Proposition 3.6.6.

Proof. By the remarks above it suffices to prove the
“if” part. Suppose f is not continuous at x. By
Proposition 4.1.6c there is a V ∈ TY such that no U ∈
O(x) is a subset of f∗(V ). In particular, B(x, 1/2n)
is not a subset of f for any n ∈ N. So for each such n

there is an αn such that αn ∈ B(x, 1/2n) but αn /∈ V .
So

lim
n→∞

αn = x

but
lim
n→∞

f(αn) 6= f(x).

Suppose (X, dX) is a metric space and A ∈ ℘(X).
There are at least two ways to get a topology on A.
There is a topology TX consisting of the open sets
with respect to the metric dX . We can then take
the subspace topology on A. Or we can restrict the
metric dX from X × X to A × A. The result, as
shown in Lemma 1.6.3, is a metric. The set of open
sets with respect to this metric is a topology on A.
Fortunately these two topologies are the same.

Proposition 4.1.8. Suppose (X, dX) is a metric
space and A ∈ ℘(X). Let TX be the topology of open
sets with respect to the metric dX and let T1 be the
subspace topology on A. Let dA : A × A → R be the
restriction of dX and let T2 be the topology of open
sets with respect to the metric dA. Then T1 = T2.

Proof. We need to distinguish balls in X from balls
in A. For purposes of this proof we’ll therefore write

BX(x, r) = {y ∈ X : dX(x, y) < r}

for x ∈ X and and

BA(x, r) = {y ∈ A : dA(x, y) < r}

for x ∈ A. The second of these could equally well be
written with dX in place of dA because the two agree
whenever both are defined. Suppose U ∈ T1. Then
U = A ∩ V for some V ∈ TX . For each x ∈ U we
have x ∈ V and V is an open set in TX so there is an
r > 0 such that BX(x, r) ⊆ V . The fact that there is
such an r for each x ∈ A means that

U ⊆
⋃

x∈U,r>0
BX (x,r)⊆V

BX(x, r).

On the other hand, each element of the union is a
subset of V so ⋃

x∈U,r>0
BX (x,r)⊆V

BX(x, r) ⊆ V.
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Therefore

A ∩ U ⊆ A ∩

 ⋃
x∈U,r>0

BX (x,r)⊆V

BX(x, r)

 ⊆ A ∩ V.
But A ∩ U and A ∩ V are both U , so

U = A ∩

 ⋃
x∈U,r>0

BX (x,r)⊆V

BX(x, r)


=

⋃
x∈U,r>0

BX (x,r)⊆V

(A ∩BX(x, r)) .

But

A ∩BX(x, r) = {y ∈ X : x ∈ A, dX(x, y) < r}
= {y ∈ A : dX(x, y) < r} = BA(x, r).

So
U =

⋃
x∈U,r>0

BX (x,r)⊆V

BA(x, r).

Each BA(x, r) is an open set in T2 so their union is
in T2. In other words U ∈ T2. So

T1 ⊆ T2.

Suppose, conversely, that U ∈ T2. For each x ∈ U
there is an r > 0 such that BA(x, r) ⊆ U , so

U =
⋃

x∈U,r>0
BA(x,r)⊆U

BA(x, r).

Using again the fact that A∩BX(x, r) = BA(x, r) we
find

U =
⋃

x∈U,r>0
BA(x,r)⊆U

(A ∩BX(x, r))

= A ∩

 ⋃
x∈U,r>0

BA(x,r)⊆U

BX(x, r)

 .

Let
V =

⋃
x∈U,r>0

BA(x,r)⊆U

BX(x, r).

Then U = A ∩ V . Each element of the union is an
element of TX so V ∈ TX . Therefore A ∈ T1. So

T2 ⊆ T1.

Since we already have the reverse inclusion we get

T1 = T2.

4.2 Boundedness

Definition 4.2.1. A metric space (X, d) is called
bounded if there is an r > 0 such that d(x, y) ≤ r for
all x, y ∈ X. A subset A ∈ ℘(X) is called bounded if
it is bounded as a metric space with the restriction
of d as its metric.

As simple examples, the intervals (a, b), [a, b), (a, b]
and [a, b] are all bounded, as is the empty interval.
The intervals [a,+∞), (a,+∞), (−∞, b], (−∞, b) and
(−∞,+∞) = R are not bounded.

The image or preimage of a bounded set under a
continuous function needn’t be bounded. The func-
tion f : (0,+∞) → (0,+∞) defined by f(x) = 1/x
provides counter-examples. (0, 1) is bounded but
(1,+∞), which is both its image and preimage under
f , is not bounded.

The following lemma gives various conditions
equivalent to boundedness.

Lemma 4.2.2. Suppose (X, d) is a metric space and
X is non-empty. The following conditions are equiv-
alent.

(a) X is bounded, i.e. there is an r > 0 such that
d(x, y) ≤ r for all x, y ∈ X.

(b) There is an r > 0 such that d(x, y) < r for all
x, y ∈ X.

(c) There is an r > 0 such that X = B(x, r) for all
x ∈ X.

(d) There is an r > 0 such that X = B̄(x, r) for all
x ∈ X.

(e) For all x ∈ X there is an r > 0 such that X =
B̄(x, r).
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(f) For all x ∈ X there is an r > 0 such that X =
B(x, r).

(g) There is an x ∈ X and an r > 0 such that X =
B(x, r).

(h) There is an x ∈ X and an r > 0 such that X =
B̄(x, r).

Proof. (a) implies (b): If r > 0 then r/2 > 0. X
is bounded so d(x, y) ≤ r/2 for each x, y ∈ X. If
d(x, y) ≤ r/2 then d(x, y) < r.

(b) implies (c): If d(x, y) < r for all y ∈ X then
X ⊆ B(x, r). The reverse inclusion is trivial so X =
B(x, r).

(c) implies (d): B(x, r) ⊆ B̄(x, r) ⊆ X so if
B(x, r) = X then B̄(x, r) = X.

(d) implies (e): Since there’s an r > 0 which works
for all x ∈ X there’s one which works for each x ∈ X.

(e) implies (f): There is an s such that X =
B̄(x, s). Let r = 2s. Then

(̄X, s) ⊆ B(x, r) ⊆ X.

B̄(x, s) = X so B(x, r) = X.
(f) implies (g): X is non-empty, so if a statement

holds for all x in X then there is an x ∈ X for which
it holds.

(g) implies (h): B(x, r) ⊆ B̄(x, r) ⊆ X so if
B(x, r) = X then B̄(x, r) = X.

(h) implies (a): If X = B̄(x, r) and y, z ∈ X then

d(y, z) ≤ d(x, z) + d(y, z) ≤ 2r.

Let s = 2r. Then s > 0 and d(y, z) ≤ s for all
y, z ∈ X. So there is an s > 0 such that d(y, z) ≤ s
for all y, z ∈ X. So X is bounded.

The empty set is bounded.
There are corresponding statements for subsets.

Lemma 4.2.3. Suppose (X, d) is a metric space and
A ∈ ℘(X) is non-empty. The following conditions
are equivalent.

(a) A is bounded, i.e. t here is an r > 0 such that
d(x, y) ≤ r for all x, y ∈ A.

(b) There is an r > 0 such that d(x, y) < r for all
x, y ∈ A.

(c) There is an r > 0 such that A ⊆ B(x, r) for all
x ∈ A.

(d) There is an r > 0 such that A ⊆ B̄(x, r) for all
x ∈ A.

(e) For all x ∈ A there is an r > 0 such that A ⊆
B̄(x, r).

(f) For all x ∈ A there is an r > 0 such that A ⊆
B(x, r).

(g) There is an x ∈ A and an r > 0 such that A ⊆
B(x, r).

(h) There is an x ∈ A and an r > 0 such that A ⊆
B̄(x, r).

The balls are meant to be balls in X, although the
lemma would still hold if they were interpreted as
balls in A.

Proof. This follows from the preceding lemma and
the fact that BA(x, r) = A∩BX(x, r) and B̄A(x, r) =
A ∩ B̄X(x, r).

The following properties are straightforward to
prove.

Proposition 4.2.4. Any subset of a bounded set is
bounded.

Proof. Suppose (X, d) is a metric space and A,B ∈
℘(X). If A ⊆ B and d(x, y) ≤ r for all x, y ∈ B then
d(x, y) ≤ r for all x, y ∈ A.

Proposition 4.2.5. Suppose (X, d) is a metric
space. If A1, . . .Am are bounded subsets of X then⋃m
j=1Aj is bounded.

Proof. Any empty A’s don’t contribute to the union
and so can be ignored. We can therefore assume that
all A’s are non-empty. We can also assume that m >
0 for the same reason.

For each j there is, by Lemma 4.2.2, an xj ∈ Aj
and an rj > 0 such that such that

Aj ⊆ B(xj , rj).

Let
r = max

1≤j≤m
(d(x1, xj) + rj) .
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If y ∈ Aj then

d(x1, y) ≤ d(x1, xj) + d(xj , y) < d(x1, xj) + rj ≤ r

so

Aj ⊆ B(x1, r)

and
m⋃
j=1

Aj ⊆ B(x1, r).

By Proposition 4.2.2 it follows that
⋃m
j=1Aj is

bounded.

There is also a notion of total boundedness, which
is stronger than boundedness.

Definition 4.2.6. A metric space (X, d) is called
totally bounded if for every r > 0 there is a finite
F ∈ ℘(X) such that

X =
⋃
x∈F

B(x, r).

Proposition 4.2.7. If (X, d) is totally bounded then
it is bounded.

Proof. Each B(x, r) is bounded so this follows from
Proposition 4.2.5.

For an example of a metric space which is bounded
but not totally bounded, consider the discrete met-
ric d on an infinite space X. X is bounded because
d(x, y) ≤ 1 for all x, y ∈ X. It is not totally bounded
because 1/2 > 0 and⋃

x∈F
B(x, 1/2) = F.

Proposition 4.2.8. Suppose (X, d) is a compact
metric space. Then X is totally bounded.

Proof. The set of balls B(x, r) for x ∈ X is, for each
r > 0, an open cover of X and therefore has a finite
subcover.

4.3 Lipschitz and uniform continuity

The following two definitions introduce notions which
are stronger than continuity for functions between
metric spaces.

Definition 4.3.1. Suppose (X, dX) and (Y, dY ) are
metric spaces. Then f : X → Y is called Lipschitz
continuous if there is a K ≥ 0 such that

dY (f(s), f(t)) ≤ KdX(s, t)

for all s, t ∈ X.

Note that if X contains more than one point then
the restriction to K ≥ 0 is redundant, since there
are then s, t ∈ X such that dX(s, t) > 0 while
dY (f(s), f(t)) ≥ 0. If K were less than zero we would
have KdX(s, t) < dY (f(s), f(t)).

Definition 4.3.2. Suppose (X, dX) and (Y, dY ) are
metric spaces. Then f : X → Y is called uniformly
continuous if for all ε > 0 there is a δ > 0 such that
for all x ∈ X

B(x, δ) ⊆ f∗(B(f(x), ε))

Proposition 4.3.3. Suppose (X, dX) and (Y, dY )
are metric spaces and f : X → Y is a function.

(a) If f is Lipschitz continuous then it is uniformly
continuous.

(b) If f is uniformly continuous then it is continu-
ous.

Proof. Suppose f is Lipschitz continuous. In other
words, there is a K ≥ 0 such that

dY (f(s), f(t)) ≤ KdX(s, t)

for all s, t ∈ X. For ε > 0 let

δ =
ε

K + 1
.

If
dX(s, t) < δ

then

dY (f(s), f(t)) ≤ Kδ < (K + 1)δ = ε.
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So f is uniformly continuous.
Suppose f is uniformly continuous. In other words

for all ε > 0 there is a δ > 0 such that for all x ∈ X

B(x, δ) ⊆ f∗(B(f(x), ε)).

Then for every x ∈ X and ε > 0 there is a δ > 0 such
that

B(x, δ) ⊆ f∗(B(f(x), ε)).

So f is continuous.

Neither of the converses hold in general. If
f : [0, 1]→ [0, 1] is defined by

f(x) =
√
x

then f is uniformly continuous but not Lipschitz con-
tinuous. It’s uniformly continuous because if

δ = ε2

then

B(x, δ) ⊆ f∗(B(f(x), ε))

for all x ∈ [0, 1]. To prove this suppose y ∈ B(x, δ)
and let w = min(x, y) and z = max(x, y). Then
w ≤ z and f(w) ≤ f(z). Then

dR(f(x), f(y))2 = dR(f(w), f(z))2 = |f(z)− f(w)|2

= (f(z)− f(w))2

≤ (f(z)− f(w))(f(z) + f(w))

= f(z)2 − f(w)2 = z − w = |z − w|
= dR(w, z) = dR(x, y) < δ = ε2

Then

dR(f(x), f(y)) < ε.

In other words, f(y) ∈ B(f(x), ε) or y ∈
f∗(B(f(x), ε)). So

B(x, δ) ⊆ f∗(B(f(x), ε)).

It’s not Lipschitz continuous because if there were a
K ≥ 0 such that

dR(f(s), f(t)) ≤ KdR(s, t)

for all s, t ∈ [0, 1] then taking s = 0 we would have

√
t ≤ Kt

for all t ∈ [0, 1]. Squaring this would give t ≤ K2t2.
For t ∈ (0, 1] we can divide by t to get 1 ≤ K2t for
all such t. This implies K2 > 0 so we the have

t ≥ 1

K2

for all t ∈ (0, 1]. But this isn’t true, no matter which
K we choose, so f is not Lipschitz continuous.

If f : R → R is defined by f(x) = x2 then f is
continuous but not uniformly continuous. Suppose
that there were for each ε > 0 a δ > 0 such that

B(x, δ) ⊆ f∗(B(f(x), ε))

for all x ∈ R.

x+ δ/2 ∈ B(x, δ)

so

f(x+ δ/2) ∈ B(f(x), ε).

So

dR(f(x+ δ/2), f(x)) = |f(x+ δ/2)− f(x)|

=

∣∣∣∣δx+
1

4
δ2
∣∣∣∣ < ε.

for all x ∈ R. Taking x = ε
δ gives∣∣∣∣ε+

1

2
δ2
∣∣∣∣ < ε,

which is false, so f is not uniformly continuous.
There is however one important case in which we

can deduce uniform continuity from continuity.

Proposition 4.3.4. Suppose (X, dX) and (Y, dY )
are metric spaces and X is compact. If f : X → Y is
continuous then it is uniformly continuous.

Proof. Suppose ε > 0. Then ε/2 > 0 as well, so for
every x ∈ X there is a δ > 0 such that

B(x, δ) ⊆ f∗(B(f(x), ε/2)).
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For any such δ we have x ∈ B(x, δ/2), so

X =
⋃

x∈X,δ>0,B(x,δ)⊆f∗(B(f(x),ε/2))

B(x, δ/2).

The balls B(x, δ/2) for such x and δ therefore form
an open cover of X. X is compact, so there is a finite
subcover. In other words, there are x1, . . . , xm ∈ X
and δ1, . . . , δm > 0 such that

B(xj , δj) ⊆ f∗(B(f(xj), ε/2))

and

X =

m⋃
j=1

B(xj , δj/2).

Let

δ =
1

2
min

1≤j≤m
δj .

Suppose x ∈ X and y ∈ B(x, δ), i.e.

d(x, y) < δ.

x ∈ B(xj , δj/2) for some j because these sets cover
X. In other words,

d(x, xj) < δj/2.

δ ≤ δj/2 so
d(x, y) < δj/2.

It follows that
d(xj , y) < δj .

From this and d(x, xj) < δj/2 < δ we get

d(f(xj), f(y)) < ε/2

and
d(f(xj), f(x)) < ε/2.

Therefore
d(f(x), f(y)) < ε.

So f(y) ∈ B(f(x), ε) or, equivalently,

y ∈ f∗(B(f(x), ε)).

For all x ∈ X we’ve shown that if y ∈ B(x, δ) then

y ∈ f∗(B(f(x), ε)).

In other words,

B(x, δ) ⊆ f∗(B(f(x), ε)).

So f is uniformly continuous.

This can’t be strengthened to obtain Lipschitz con-
tinuity, as the example of f(x) =

√
x on [0, 1] shows.

The following properties are all straightforward
consequences of the definitions.

Proposition 4.3.5. Suppose (X, dX) and (Y, dY )
are metric spaces and A ∈ ℘(X). Let dA be the re-
striction of dX to A × A. Suppose f : X → Y is
Lipschitz continuous and g is the restriction of f to
A. Then g is Lipschitz continuous.

Proof. If

dY (f(s), f(t)) ≤ KdX(s, t)

for all s, t ∈ X then

dY (f(s), f(t)) ≤ KdX(s, t)

for all s, t ∈ A and therefore

dY (g(s), g(t)) ≤ KdA(s, t)

since g(s) = f(s), g(t) = f(x) and

dA(s, t) = dX(s, t)

for all such s, t.

Proposition 4.3.6. Suppose (X, dX) and (Y, dY )
are metric spaces and A ∈ ℘(X). Let dA be the re-
striction of dX to A×A. Suppose f : X → Y is uni-
formly continuous and g is the restriction of f to A.
Then g is uniformly continuous.

Proof. For each ε > 0 there is a δ > 0 such that

BX(x, δ) ⊆ f∗(BY (f(x), ε))

for all x ∈ X.

g∗(BY (f(x), ε)) = A ∩ f∗(BY (f(x), ε))

since

g(w) ∈ BY (f(x), ε)

if and only if w ∈ A and

f(w) ∈ BY (f(x), ε).
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If x ∈ A then we can write this as

g∗(BY (g(x), ε)) = A ∩ f∗(BY (f(x), ε)).

Also,
BA(x, δ) = A ∩BX(x, δ).

f is uniformly continuous, so for each ε > 0 there is
a δ > 0 such that

BX(x, δ) ⊆ f∗(BY (f(x), ε))

for all x ∈ X.

A ∩BX(x, δ) ⊆ A ∩ f∗(BY (f(x), ε))

or
BA(x, δ) ⊆ g∗(BY (g(x), ε))

for all x ∈ A. In other words, g is absolutely contin-
uous.

Proposition 4.3.7. Suppose (X, dX), (Y, dY ) and
(Z, dZ) are metric spaces and f : X → Y and g : Y →
Z are Lipschitz continuous. Then g ◦ f is Lipschitz
continuous.

Proof. g is Lipschitz continuous so there is an L ≥ 0
such that

dZ(g(p), g(q)) ≤ LdY (p, q)

for all p, q ∈ Y . This holds in particular for p = f(s)
and q = f(t) where s, t ∈ X, so

dZ(g(f(s)), g(f(s))) ≤ LdY (f(s), f(t))

for all s, t ∈ X. f is uniformly continuous, so there
is a K ≥ 0 such that

dY (f(s), f(t)) ≤ KdX(s, t)

for all s, t ∈ X. Therefore

dZ(g(f(s)), g(f(s))) ≤ KLdX(s, t)

for all s, t ∈ X. There is therefore an M ≥ 0, namely
M = KL, such that

dZ((g ◦ f)(s), (g ◦ f)(s)) ≤MdX(s, t)

for all s, t ∈ X. In other words g ◦ f is Lipschitz
continuous.

Proposition 4.3.8. Suppose (X, dX), (Y, dY ) and
(Z, dZ) are metric spaces and f : X → Y and g : Y →
Z are uniformly continuous. Then g ◦ f is uniformly
continuous.

Proof. Suppose ε > 0. g is uniformly continuous, so
there is a θ > 0 such that for each y ∈ Y

BY (y, θ) ⊆ g∗(B(g(y), ε)).

This holds in particular for y = f(x) where x ∈ X,
so

BY (f(x), θ) ⊆ g∗(B(g(f(x)), ε))

for all x ∈ X. It follows that

f∗(BY (f(x), θ)) ⊆ f∗(g∗(B(g(f(x)), ε)))

= (f∗ ◦ g∗)(B((g ◦ f)(x), ε))

= (g ◦ f)∗(B((g ◦ f)(x), ε))

for all x ∈ X. f is uniformly continuous and θ > 0
so there is a δ > 0 such that

BX(x, δ) ⊆ f∗(BY (f(x), θ))

for all x ∈ X. So

BX(x, δ) ⊆ (g ◦ f)∗(B((g ◦ f)(x), ε))

for all x ∈ X. So for each ε > 0 there is a δ > 0 such
that the inclusion above holds for all x ∈ X. In other
words, g ◦ f is uniformly continuous.

Proposition 4.3.9. Suppose (X, dX) and (Y, dY )
are metric spaces, (X, dX) is bounded and f : X → Y
is Lipschitz continuous then f∗(X) is bounded.

Proof. (X, dX) is bounded so there is an r > 0 such
that

dX(s, t) ≤ r

for all s, t ∈ X. f is Lipschitz continuous so there is
a K ≥ 0 such that

dY (f(s), f(t)) ≤ KdX(s, t)

for all s, t ∈ X. Suppose w, z ∈ f∗(X), i.e. that
w = f(s) and z = f(t) for some s, t ∈ X. For these s
and t we have

dY (w, z) ≤ KdX(s, t).
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Let
q = Kr + 1.

Then
dY (w, z) < q

This holds for all w, z ∈ f∗(X). Since there is q >
0 such that dY (w, z) < q for all w, z ∈ f∗(X) we
conclude that f∗(X) is bounded.

This proposition wouldn’t be true if we replaced
Lipschitz continuity with uniform continuity. Con-
sider the inclusion f : Z→ R, with the discrete met-
ric on Z and the usual metric on R. This is uniformly
continuous because

BZ(n, 1/2) = {n} ⊆ BR(n, ε) = BR(f(n), ε)

for all ε > 0. Z is, like any set, bounded with respect
to the discrete metric. R is, of course, not bounded.

Proposition 4.3.10. Suppose (X, dX) and (Y, dY )
are metric spaces, (X, dX) is totally bounded and
f : X → Y is uniformly continuous then f∗(X) is
totally bounded.

Proof. Suppose r > 0. f is uniformly continuous so
there is a δ > 0 such that for all x ∈ X

BX(x, δ) ⊆ f∗(BY (f(x), r)).

(X, dX) is totally bounded so there are x1, . . . , xm ∈
X such that

X =

m⋃
j=1

BX(xj , δ).

Then

f∗(X) = f∗

 m⋃
j=1

BX(xj , δ)

 =

m⋃
j=1

f∗(BX(xj , δ)).

From
BX(xj , δ) ⊆ f∗(BY (f(xj), r)).

it follows that

f∗(BX(xj , δ)) ⊆ BY (f(xj), r).

Therefore

f∗(X) ⊆
m⋃
j=1

BY (yj , r)

where yj = f(xj). So for any r > 0 there are
y1, . . . , ym ∈ Y such that

f∗(X) ⊆
m⋃
j=1

BY (yj , r).

In other words, f∗(X) is totally bounded.

This proposition would not be true if we replaced
uniform continuity by continuity.

One important source of Lipschitz functions is the
following proposition.

Proposition 4.3.11. Suppose (X, d) is a metric
space and A ∈ ℘(X) is non-empty. Define r : X → R
by

r(x) = inf
y∈A

d(x, y).

Then r(x) ≥ 0 for all x, r(x) = 0 if and only if x ∈ A
and r is Lipschitz continuous.

It then follows from Proposition 4.3.3 that r is uni-
formly continuous and continuous.

Proof. d(x, y) ≥ 0 for all y ∈ A and there is at least
one y ∈ A so the infimum exists and is non-negative.

Suppose x ∈ A. By Proposition 4.1.1 for each δ > 0
we have

A ∩B(x, δ) 6= ∅.

In other words, there is a y ∈ A such that d(x, y) < δ
and therefore r(x) < δ. Since this holds for all δ > 0
we have r(x) ≤ 0. Combined with the inequality
r(x) ≥ 0 which we already have this gives r(x) = 0.

Suppose, conversely, that r(x) = 0. For each δ > 0
we have r(x) < δ and hence δ is not a lower bound
for d(x, y). So there is a y ∈ A with d(x, y) < δ.
Therefore A ∩ B(x, δ) 6= ∅. This holds for all δ > 0
so x ∈ A by Proposition 4.1.1.

Suppose s, t ∈ X and δ > 0.

r(t) + δ > inf
y∈A

d(t, y)

so r(t) + δ is not a lower bound d(t, y) there is there-
fore a y ∈ A with

d(t, y) < r(t) + δ.
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But then

d(s, y) ≤ d(s, t) + d(t, y) < d(s, t) + r(t) + δ.

y ∈ A so
r(s) < d(s, t) + r(t) + δ.

This holds for all δ > 0 so

r(s) ≤ d(s, t) + r(t)

or
r(s)− r(t) ≤ d(s, t).

The same argument with the roles of s and t reversed
gives

r(t)− r(s) ≤ d(t, s) = d(s, t).

So

dR(r(s), r(t)) = |r(s)− r(t)|
= max(r(s)− r(t), r(t)− r(s))
≤ d(s, t).

This is the Lipschitz condition with K = 1.

The special case X = R, A = {0} shows that the
absolute value function on R is Lipschitz continuous.
This can, of course, also be proved directly.

The following corollary to Proposition 4.3.11 will
be needed in the proof that metric spaces are normal.

Corollary 4.3.12. Suppose (X, d) is a metric space,
A,B ∈ ℘(X) are closed and non-empty, and A∩B =
∅. Then there is a continuous function f : X → [0, 1]
such that f(x) = 0 for x ∈ A and f(x) = 1 for x ∈ B.

Proof. Let
rA(x) = inf

y∈A
d(x, y),

rB(x) = inf
y∈B

d(x, y),

and

f(x) =
rA(x)

rA(x) + rB(x)
.

rA and rB are continuous by Proposition 4.3.11 and
rA(x) = 0 for x ∈ A and rB(x) = 0 for x ∈ B.
rA(x) + rB(x) = 0 if and only if

x ∈ A ∩B = A ∩B,

but this set is empty, so

rA(x) + rB(x) > 0.

f is therefore continuous and f(x) = 0 for x ∈ A and
f(x) = 1 for x ∈ B.

We’ve already seen that compact Hausdorff spaces
are normal. The following proposition gives us many
more normal spaces.

Proposition 4.3.13. Metric spaces are normal.

Proof. Suppose (X, d) is a metric space, A,B ∈ ℘(X)
are closed, and A ∩B = ∅. If A is empty let V = ∅
and W = X. Then V and W are open, V ⊆ A,
B ⊆W and V ∩W = ∅. If A is non-empty but B is
empty then let V = X and W = ∅. Again, V and W
are open, V ⊆ A, B ⊆W and V ∩W = ∅. If A and B
are non-empty then Corollary 4.3.12 guarantees the
existence of a continuous function f : X → [0, 1] such
that f(x) = 0 for x ∈ A and f(x) = 1 for x ∈ B. Let

V = f∗([0, 1/3)), W = f∗((2/3, 1]).

[0, 1/3) and (2/3, 1] are open in the subspace topology
on [0, 1] so V and W are open. A ⊆ V , B ⊆ W and
V ∩W = ∅, so (X, d) is normal.

4.4 Filters and convergence

A number of useful constructions are most easily
described in terms of filters. These were discussed
briefly in Chapter 1 but we will need more.

Proposition 4.4.1. Suppose X and Y are sets,
f : X → Y is a function and F is a filter on X.
Then f∗∗(F) is a filter on Y .

Proof. We check conditions 1.15.1a through 1.15.1d.
X = f∗(Y ) and X ∈ F so Y ∈ f∗∗(F). This

establishes 1.15.1a. If ∅ ∈ f∗∗(F) then f∗(∅) ∈ F .
f∗(∅) = ∅ and ∅ /∈ F so f∗(∅) /∈ F and hence

∅ /∈ f∗∗(F). This establishes 1.15.1b.
If A,B ∈ f∗∗(F) then f∗(A) ∈ F and f∗(B) ∈ F .

By Lemma 1.15.4 then

f∗(A) ∩ f∗(B) ∈ F .
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But

f∗(A) ∩ f∗(B) = f∗(A ∩B).

So f∗(C) ∈ F , where C = A ∩ B. But then C ∈
f∗∗(F) and C ⊆ A ∩B. This establishes 1.15.1c.

Suppose A ∈ f∗∗(F) and A ⊆ B. Then f∗(A) ∈ F
and f∗(A) ⊆ f∗(B). F is upward closed so f∗(B) ∈
F . Therefore B ∈ f∗∗(F). This establishes 1.15.1d.

Proposition 4.4.2. Suppose F0, F1, . . . are a se-
quence of filters on a set X such that

F0 ⊆ F1 ⊆ F2 ⊆ · · · .

Let

G =

∞⋃
j=0

Fj .

Then G is a filter on X.

Proof. We check that G satisfies the four conditions
1.15.1a through 1.15.1d. Each Fj is non-empty so
their union is also non-empty. The empty set belongs
to none of them, so it also doesn’t belong to their
union.

If A ∈ G and B ∈ G then A ∈ Fj and B ∈ Fk for
some j and k. Let m = max(j, k). Then Fj ⊆ Fm
and Fk ⊆ Fm. Fm is a filter so there is a X ∈ Fm
such that C ⊆ A ∩ B. But Fm ⊆ G, so there is a
C ∈ G such that C ⊆ A ∩B.

Suppose A ∈ G and A ⊆ B ⊆ X. There is a j such
that A ∈ Fj . Fj is a filter so B ∈ Fj . But Fj ⊆ G so
B ∈ G.

The following definitions will be used to relate nets
to filters.

Definition 4.4.3. Suppose (D,4) is a non-empty
directed set. Define a function τ : D → ℘(D) by

τ(a) = {b ∈ D : a 4 b}.

The eventuality filter of (D,4) is a the upward clo-
sure of τ∗(D). If X is a set and f : D → X is a
net then the tail filter of f is the upward closure of
f∗∗(F) where F is the eventuality filter of (D,4).

The name “eventuality filter” wouldn’t make much
sense if it weren’t a filter. Fortunately it is. Note that
(τ∗(D),⊇) is a directed set by Proposition 1.14.4c
and so τ∗(D) is a prefilter by Proposition 1.15.2.
The eventuality filter is then a filter by Proposi-
tion 1.15.7d. Similarly, the tail filter is a filter by
the following proposition.

Proposition 4.4.4. Suppose (D,4) is a non-empty
directed set, X is a set and f : D → X is a net. Let
G be the tail filter of f . Then W ∈ G if and only if
there is an a ∈ D such that f(b) ∈ W for all b ∈ D
such that a 4 b.

Proof. Let F be the eventuality filter of (D,4), so
G = f∗∗(F).

Each of the following statements is equivalent to
the preceding one:

(a) W ∈ G.

(b) f∗(W ) ∈ F .

(c) There is an a ∈ D such that τ(a) ⊆ f∗(W ).

(d) There is an a ∈ D such that if b ∈ τ(a) then
b ∈ f∗(W ).

(e) There is an a ∈ D such that if a 4 b then f(b) ∈
W .

The following definition gives a different point of
view on limits.

Definition 4.4.5. Suppose (X, T ) is a topological
space. A filter F on X is said to converge to z ∈ X
if N (z) ⊆ F . A prefilter E is said to converge to z if
its upward closure converges to z. Suppose (D,4) is
a directed set and f : D → X is a net. Then f is said
to converge to z ∈ X if its tail filter converges to z.
A filter, prefilter or net on X is said to be convergent
if there is some z ∈ X such that it converges to z.

The definition of convergence may look unfamiliar,
but convergence of nets is the same as the notion of
limits we met earlier. In the case where the directed
set is (N,≤), i.e. when the net is a sequence, this is
the usual notion of limits of sequences.
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Proposition 4.4.6. Suppose (X, T ) is a topological
space, (D,4) is a directed set and f : D → X is a net.
Then f converges to z ∈ X if and only if lim f = z
in the sense of Definition 1.18.3.

Proof. Suppose f converges to z. Then N (z) ⊆ F ,
where F is the tail filter of f . O(z) ⊆ N (z) so O(z) ⊆
F . In other words, if U ∈ O(z) then U ∈ F . By
Proposition 4.4.4 this is equivalent to the statement
that if U ∈ O(z) then there is an a ∈ D such that
f(b) ∈ U for all b ∈ D such that a 4 b. In other
words, lim f = z.

Suppose, conversely, that lim f = z, i.e. that if
U ∈ O(z) then there is an a ∈ D such that if U ∈
O(z) then there is an a ∈ D such that f(b) ∈ U for
all b ∈ D such that a 4 b. By Proposition 4.4.4 this
is equivalent to the statement that O(z) ⊆ F . But
F is a filter and N (z) is the upward closure of O(z)
so it follows from Proposition 1.15.7e that O(z) ⊆
F . In other words, F converges to z, so f converges
to z.

We now have a long series of lemmas, most of which
will be needed in the next section.

Lemma 4.4.7. Suppose X is a set and F is a filter
on X. If B ⊂ F is finite then⋂

B∈B
B 6= ∅.

Proof. The intersection of a pair of elements of F is
an element of F by condition 1.15.1c from the defini-
tion of a filter. We can extend this to the intersection
of finitely many elements by induction, so⋂

B∈B
B ∈ F .

But ∅ /∈ F by the condition 1.15.1b from the defini-
tion.

Lemma 4.4.8. Suppose (X, d) is a metric space, z ∈
X and F is a filter on X. Then F converges to z if
and only if there is an n > 0 such that

B(z, nr) ∈ F

for all r > 0.

Proof. If N (z) ⊆ F then

B(z, nr) ∈ F

because B(z, nr) ∈ N (z). This proves the “only if”
part of the lemma.

To prove the “if” part, suppose that there is an
n > 0 such that

B(z, nr) ∈ F

for all r > 0. If V ∈ N (z) then there is a δ > 0 such
that B(z, δ) ⊆ V . Let r = δ/n. Then

B(z, nr) ⊆ V.

It follows from 1.15.1d that

V ∈ F .

This holds for all V ∈ N (z) so

N (z) ⊆ F .

In other words, F converges to z.

Lemma 4.4.9. Suppose (X, d) is a metric space, F
and G are filters on X, x, y ∈ X and r > 0. If
B(x, r) ∈ F and B(y, r) ∈ F ∩ G then B(x, 3r) ∈ G.

Proof. B(x, r) ∈ F and B(y, r) ∈ F so

B(x, r) ∩B(y, r) 6= ∅

by Lemma 4.4.7. There is therefore a

z ∈ B(x, r) ∩B(y, r).

Suppose w ∈ B(y, r). Then

d(x,w) ≤ d(x, z) + d(z, y) + d(y, w) < r + r + r

so
w ∈ B(x, 3r).

Since this holds for all w ∈ B(y, r) we have

B(y, r) ⊆ B(x, 3r).

But B(y, r) ∈ G so

B(x, 3r) ∈ G

by 1.15.1d.
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Lemma 4.4.10. Suppose F is a filter on a set X
and U1, . . . , Um ∈ ℘(X) are such that

X =

m⋃
j=1

Uj .

Then there a j such that for all V ∈ F we have

Uj ∩ V 6= ∅

Proof. Otherwise there is for each j a V such that
Uj ∩ V = ∅. This V will in general depend on j so
call it Vj . Then

Uj ∩ Vj = ∅.

Let

W =

m⋂
j=1

Vj .

Then Vj ⊆W for each j so

Uj ∩W = ∅.

Therefore

W = X ∩W =

 n⋃
j=1

Uj

 ∩W =

n⋃
j=1

Uj ∩W = ∅.

But
W 6= ∅

by Lemma 4.4.7.

Lemma 4.4.11. Suppose X is a set, U ∈ ℘(X), and
F is a filter on X. Let G be the set of W ∈ ℘(X)
such that there is a V ∈ F with U ∩ V ⊆ W . Then
G is a filter if and only if

U ∩ V 6= ∅

for all V ∈ F .

Proof. F 6= ∅ so there is a V ∈ F . Then U ∩ V ⊆
U ∩ V so U ∩ V ∈ G and hence

G 6= ∅.

So G satisfies the condition 1.15.1a.

Suppose W1,W2 ∈ G. Then there are V1, V2 ∈ F
such that U ∩V1 ⊆W1 and U ∩V2 ⊆W2. F is a filter
so there is a T ∈ F such that T ⊆ V1 ∩ V2. But then

U∩T ⊆ U∩(V1∩V2) = (U∩V1)∩(U∩V2) ⊆W1∩W2.

Since there is a T such that

U ∩ T ⊆W1 ∩W2

we conclude that

W1 ∩W2 ∈ G.

So G satisfies the condition 1.15.1c.

If W ∈ G and W ⊆ Z then there is a V ∈ F such
that U ∩ V ⊆ W and hence U ∩ V ⊆ Z. So Z ∈ G.
So if W ∈ G and W ⊆ Z then Z ∈ G. So G satisfies
the condition 1.15.1c.

The only remaining condition is 1.15.1b. G is there-
fore a filter if and only if 1.15.1b is satisfied. If 1.15.1b
is satisfied and V ∈ F then U ∩ V ∈ G and hence
U ∩ V 6= ∅. Conversely, if U ∩ V 6= ∅ then every
W ∈ G contains a non-empty set and so is non-empty.
Therefore G satisfies the condition 1.15.1b.

Lemma 4.4.12. Suppose F is a filter on a set X
and U1, . . . , Um ∈ ℘(X) are such that

X =

m⋃
j=1

Uj .

Then there is a filter G and a j such that F ⊆ G and
Uj ∈ G.

Proof. By Lemma 4.4.10 there is a j such that Uj ∩
V 6= ∅ for all V ∈ F . Let G be the set of W ∈ ℘(X)
such that there is a V ∈ F with U ∩ V ⊆ W . Then
G is a filter by Lemma 4.4.11. F is a filter and hence
non-empty so there is a V ∈ F . Then U ∩ V ∈ G.
But U ∩V ⊆ U and G is upward closed so U ∈ G.

Proposition 4.4.13. Suppose (X, T ) is a topological
space. Suppose that for every filter F on X there is
a convergent filter G such that F ⊆ G. Then (X, T )
is compact.
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Proof. Suppose C is a non-empty collection of closed
subsets of X such that any intersection of finitely
many elements of C is non-empty. Let E be the set
of such finite intersections. It’s non-empty because
C ⊆ E and C 6= ∅. Also ∅ /∈ C by the finite inter-
section assumption above. The intersection of two
elements of E is again an element of E . Therefore
E is a prefilter. Let F be its upward closure. Then
F is a filter on X so there is, by the hypotheses of
the proposition, a convergent filter G on X such that
F ⊆ G. G is convergent so there is a z ∈ X such that
N (z) ⊆ G. We have

C ⊆ E ⊆ F ⊆ G

so C ⊆ G. Suppose W ∈ C and U ∈ N (z). Then U
and W are both elements of G so

U ∩W 6= ∅

by Lemma 4.4.7. For a given W ∈ C this holds for all
U ∈ N (z). By Proposition 3.2.2l then z ∈ W . But
W is closed so z ∈W . This holds for all W ∈ C so

z ∈
⋂
W∈C

W.

Therefore ⋂
W∈C

W 6= ∅.

We’ve just seen that if C is a non-empty set of closed
subsets of X such that the intersection of finitely
many elements of C is non-empty then the inter-
section of all of them is non-empty. By Proposi-
tion 3.12.4 the space (X, T ) is compact.

4.5 Cauchy filters and completeness

The following definition will play a large role in the
remainder of this chapter.

Definition 4.5.1. Suppose (X, d) is a metric space.
A filter F is said to be Cauchy if for all r > 0 there
is an x ∈ X such that B(x, r) ∈ F . A prefilter E is
said to be Cauchy if its upward closure is Cauchy. A
net f : D → X is said to be Cauchy if its tail filter is
Cauchy.

Note that we need X to have a metric, not just a
topology, for the definition to make sense.

Proposition 4.5.2. If (X, d) is a metric space and
F is a convergent filter on X then F is a Cauchy
filter. If it’s a convergent prefilter then it’s a Cauchy
prefilter. If (D,4) is a directed set then any net
f : D → X which is convergent is Cauchy.

Proof. The statements about prefilters and nets fol-
low from those on filters, so it suffices to prove that
every convergent filter is a Cauchy filter. If F con-
verges to z then for each r > 0 we have B(z, r) ∈
N (z) and hence B(z, r) ∈ F .

Proposition 4.5.3. Suppose (D,4) is a directed set
and (X, d) is a metric space. Then a net f : D → X
is Cauchy if and only if for every ε > 0 there is an
a ∈ D such that d(f(b), f(c)) < ε for all b, c ∈ D such
that a 4 b and a 4 c.

Proof. Suppose f is a Cauchy net. Let F be its tail
filter. Then F is a Cauchy filter, so there is an x ∈ X
such that B(x, ε/2) ∈ F . By Proposition 4.4.4 this
means that there is an a such that

f(b) ∈ B(x, ε/2)

if a 4 b, i.e that

d(f(b), x) <
ε

2

if a 4 b. Then of course

d(f(c), x) <
ε

2

if a 4 c. But d is a metric, so

d(f(b), f(c)) < ε

if a 4 b and a 4 c.
Suppose, conversely, that there is an a such that

d(f(b), f(c)) < ε

if a 4 b and a 4 c. Apply this with c = a to get

d(f(b), f(a)) < ε.
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So there is an a ∈ D such that

f(b) ∈ B(f(a), ε)

for all b ∈ D such that a 4 b. By Proposition 4.4.4
this is equivalent to the statement that

B(f(a), ε) ∈ F .

So for every ε > 0 there is a ball of radius ε in F . F is
therefore a Cauchy filter and f is a Cauchy net.

As a corollary of the previous proposition we have
the following.

Proposition 4.5.4. Suppose (X, d) is a metric space
and α : N → X is a Cauchy sequence. Then α∗(N)
is bounded.

Proof. Choose an ε > 0 and then an m ∈ N such
d(αj , αk) < ε for all k,m ∈ N such that j, k ≥ m. In
particular, d(αj , αm) < ε for all k ≥ m. Let

q = max
0≤j<m

d(αj , αm).

Then d(αj , αm) ≤ q for j < m and d(αj , αm) < ε for
j ≥ m. So d(αj , αm) ≤ r for all j ∈ N, where

r = max(q, ε).

In other words αj ∈ B̄(αm, r) for all j ∈ N or, equiv-
alently, x ∈ B̄(αm) for all x ∈ α∗(N). So α∗(N) ⊆
B̄(αm, r) and α∗(N) is therefore bounded.

Although Proposition 4.5.2 shows that every con-
vergent filter, prefilter, net or sequence is Cauchy,
not every Cauchy filter, net or sequence is conver-
gent. To see this, consider the interval X = (0,+∞)
with the usual metric and the sequence α : N → X
defined by αn = 1/2n. To see that this is a Cauchy
sequence note that for any ε > 0 there is an n such
that 1/2n < ε, and therefore |αj − αk| < ε for all
j, k ≥ n. To see that it’s not convergent suppose
limn→∞ αn = x for some x ∈ X and then set ε = x/2
and choose m ∈ N such that |αn − x| < ε for all
n ≥ m. Choose k ∈ N such that 1/2n < x for all
n ≥ k. If n > k then

αn = 1/2n < x/2.

Let
n = max(m, k + 1).

Then
|x| ≤ |αn − x|+ |αn| < x,

which is impossible, so there is no x ∈ X such that
limn→∞ αn = x. This gives an example of a Cauchy
sequence which is not a convergent sequence. It also
gives a Cauchy net which is not a convergent net,
since nets are sequences. To get a Cauchy filter which
is not a convergent filter we take its tail filter. This
example might seem artificial in that there is a larger
metric space, R, in which this sequence is convergent.
We’ll see later, when we discuss completions, that this
is not an accident.

Definition 4.5.5. A metric space (X, d) is called
complete if every Cauchy filter is a convergent filter.

It’s an immediate consequence of the definitions
that if (X, d) is complete and f : D → X is a Cauchy
net then f is a convergent net and therefore that
Cauchy sequences are convergent.

Proposition 4.5.6. Rn, with the usual metric, is
complete.

Proof. Every closed ball in Rn is compact by
the Heine-Borel Theorem, Theorem 3.12.14, so the
proposition follows from Proposition 4.5.7 below.

Proposition 4.5.7. Suppose that (X, d) is a metric
space such that every closed ball in X is compact.
Then X is complete.

Proof. Suppose F is a Cauchy filter. Let

Q = {(x, r) ∈ X ×R : r > 0, B(x, r) ∈ F}

and choose some (y, s) ∈ Q. We know there is one
because F is a Cauchy filter. If (x, r) ∈ Q then
B̄(x, r) ∈ F because

B(x, r) ⊆ B̄(x, r)

and F is upward closed. If (x1, r1), . . . , (xm, rm) ∈ Q
then

m⋂
j=1

B̄(xj , rj) 6= ∅.
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by Lemma 4.4.7. Let C be the set of sets of the form
B̄(x, r) ∩ B̄(y, s) for (x, r) ∈ Q. By Lemma 4.4.7
again the intersection of finitely many elements of C is
always non-empty. The elements of C are closed sub-
sets of the compact set B̄(y, s). By Proposition 3.12.4
the intersection of all elements of C is non-empty. In
other words,⋂

(x,r)∈Q

(
B̄(x, r) ∩ B̄(y, s)

)
6= ∅.

But ⋂
(x,r)∈Q

(
B̄(x, r) ∩ B̄(y, s)

)

=

 ⋂
(x,r)∈Q

B̄(x, r)

 ∩ B̄(y, s)

=
⋂

(x,r)∈Q

B̄(x, r)

since (y, s) ∈ Q and hence⋂
(x,r)∈Q

B̄(x, r) ⊆ B̄(y, s).

So there is a

z ∈
⋂

(x,r)∈Q

B̄(x, r).

For any given r > 0 choose an x such that B(x, r) ∈
F . There must be one because F is a Cauchy filter.
Then (x, r) ∈ Q so z ∈ B̄(x, r). Suppose y ∈ B(x, r).
Then

d(x, y) < r

and
d(x, z) ≤ r

so
d(y, z) < 2r

In other words, y ∈ B(z, 2r). This holds for all y ∈
B(x, r) so

B(x, r) ⊆ B(z, 2r).

But B(x, r) ∈ F and F is upward closed, so
B(z, 2r) ∈ F . So for every r > 0 we have B(z, 2r) ∈
F . Therefore F converges to z by Lemma 4.4.8.

Proposition 4.5.8. Suppose F and G are filters on
a metric space (X, d), F ⊆ G, F is Cauchy and G is
convergent. Then F is convergent.

Proof. G is convergent, so there is some z ∈ X such
that N (z) ⊆ G. F is Cauchy, so for every r > 0 there
is an x ∈ X. such that B(x, r) ∈ F , and hence also
B(x, r) ∈ F ∩ G, since F ⊆ G. Also B(z, r) ∈ N (z).
By Lemma 4.4.9 we then have B(z, 3r) ∈ F . By
Lemma 4.4.8 then F converges to G.

Proposition 4.5.9. Every compact metric space is
complete.

Proof. Every closed ball is closed by Proposi-
tion 1.11.3. Every closed subset of a compact space
is compact by Proposition 3.12.6. Therefore every
closed ball in X is compact. The result then follows
immediately from Proposition 4.5.7.

Proposition 4.5.10. Suppose (X, d) is a totally
bounded metric space and F is a filter on X. Then
there is a Cauchy filter G such that F ⊆ G.

Proof. We define Hj inductively by H0 = F and
Hk+1 is a filter which contains Hk and a ball of ra-
dius 1/2n. There must be such a Hk+1 by Proposi-
tion 4.4.12, since there is a finite set of balls of radius
1/2n which cover X. Then

G =

∞⋃
j=0

Hj

is a filter by Proposition 4.4.2. It contains balls of
radius 1/2n for all n ≥ 1. Since it’s upward closed it
contains balls of radius r for any r > 1/2n. But every
r > 0 is greater than 1/2n for some n. So it contains
a ball of radius r for each r > 0 and therefore is a
Cauchy filter. It contains F since H0 = F .

Proposition 4.5.11. A metric space (X, d) is com-
pact if and only if it is totally bounded and complete.

Proof. Suppose (X, d) is compact. Then it’s totally
bounded by Proposition 4.2.8 and is complete by
Proposition 4.5.9.

Suppose (X, d) is totally bounded and complete.
If F is a filter on X then there is a Cauchy filter
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G such that F ⊆ G by Proposition 4.5.10. This G
is then convergent by the definition of complete. It
then follows from Proposition 4.4.13 that (X, d) is
compact.

4.6 Completion

We begin with four simple but useful lemmas.

Lemma 4.6.1. Suppose F is a filter on a metric
space (X, d). Then there is at most one z ∈ X such
that F converges to z.

Proof. Metric spaces are Hausdorff by Proposi-
tion 1.10.3 so by Theorem 1.15.8 there is at most
one z such that

N (z) ⊆ F .

Lemma 4.6.2. (a) If (X, T ) is a topological space,
F is a convergent filter on X and G is a filter on
X such that F ⊆ G then G is a convergent filter.

(b) If (X, d) is a metric space, F is a Cauchy filter
on X and G is a filter on X such that F ⊆ G
then G is a Cauchy filter.

Proof. If F is convergent then there is a z ∈ X such
that

N (z) ⊆ F .

But then
N (z) ⊆ G

because F ⊆ G.
If F is Cauchy so for each r > 0 there is an x ∈ X

such that B(x, r) ∈ F . F ⊆ G so B(x, r) ∈ G. So for
each r > 0 there is an x ∈ X such that B(x, r) ∈ G.
Therefore G is a Cauchy filter on X.

Lemma 4.6.3. Suppose S is a non-empty set of fil-
ters on a set X. Then

⋂
G∈S G is also a filter on X.

Proof. As usual, we check conditions 1.15.1a through
1.15.1d. Let F =

⋂
G∈SG. X ∈ G for all G ∈ S

so X ∈ F and therefore F 6= ∅. This establishes
1.15.1a.
∅ /∈ G for each G ∈ S so ∅ /∈ F . This establishes

1.15.1b.

If A,B ∈ F then A,B ∈ G for each G ∈ S. There-
fore A ∩B ∈ G for each G ∈ S and hence A ∩B ∈ G.
This establishes 1.15.1c.

If A ∈ F and A ⊆ B then A ∈ G for each G ∈ S
and hence B ∈ G for each G ∈ S. But then B ∈ F .
This establishes 1.15.1d.

Lemma 4.6.4. Suppose (X, T ) is a topological space,
z ∈ X, and A ∈ ℘(X).

(a) If G is a filter on X, A ∈ G and G converges to
z then z ∈ A.

(b) If z ∈ A then there is a filter G on X such that
A ∈ G and G converges to z.

Proof. (a) G converges to z so N (z) ⊆ G. In other
words, if V ∈ N (z) then V ∈ G. By Proposi-
tion 4.4.7 it follows that

A ∩ V 6= ∅

for all V ∈ N (z). Therefore z ∈ A by Proposi-
tion 3.2.2l.

(b) If z ∈ A then A∩V 6= ∅ for all V ∈ N (z), again
by Proposition 3.2.2l. Apply Lemma 4.4.11 with
U = A and F = N (z). The set G of W ∈ ℘(X)
such that there is a V ∈ N (z) with A∩V ⊆W is
a filter since A∩V 6= ∅ for all V ∈ N (z). If V ∈
N (z) then V ∈ G since A ∩ V ⊆ V . Therefore
N (z) ⊆ G. In other words, G converges z. Also
X ∈ F and A ∩X ⊆ A so ∈ G.

Definition 4.6.5. A minimal Cauchy filter on a
metric space (X, d) is a Cauchy filter G such that
if F is a Cauchy filter and F ⊆ G then F = G.

Proposition 4.6.6. Suppose (X, d) is a metric space
and z ∈ X. Then the neighbourhood filter N (z) is a
minimal Cauchy filter.

Proof. N (z) is a Cauchy filter by Proposition 4.5.2.
N (z) converges to z because N (z) ⊆ N (z). If F is
a Cauchy filter and F ⊆ N (z) then F converges to
z by Proposition 4.5.8. In other words, N (z) ⊆ F .
Combined with F ⊆ N (z) this gives F = N (z). So
N (z) is a Cauchy filter and if F is a Cauchy filter
with F ⊆ N (z) then F = N (z). In other words,
N (z) is a minimal Cauchy filter.
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Proposition 4.6.7. If H is a Cauchy filter on a
metric space (X, d) then there is a unique minimal
Cauchy filter F such that F ⊆ H.

Proof. Let

F =
⋂
G⊆H

G.

Then F is a filter by Lemma 4.6.3. Also, G ⊆ H and
if G is a Cauchy filter with G ⊆ H then F ⊆ G. It
remains only to prove that F is a Cauchy filter.

Suppose G ⊆ H. Both G and H are Cauchy fil-
ters so there are x, y ∈ X such that B(x, r) ∈ H
and B(y, r) ∈ G. Then B(y, r) ∈ G ∩ H since
G ∩ H = G. It follows from Lemma 4.4.9 that
B(x, 3r) ∈ G. This holds for all G such that G ⊆ H so
B(x, 3r) ∈ F . Suppose s > 0. Then r = s/3 > 0 so
by the argument above there is an x ∈ X such that
B(x, 3r) = B(x, s) ∈ F . So F is a Cauchy filter.

The following definition and pair of propositions
give an alternate characterisation of minimal Cauchy
filters.

Definition 4.6.8. Suppose (X, d) is a metric space
and F is a filter on X. F is said to be round if for
all A ∈ F there is an r > 0 such that if B(x, r) ∈ F
then B(x, r) ⊆ A.

Proposition 4.6.9. If G is a round Cauchy filter on
a metric space (X, d) then it is a minimal Cauchy
filter.

Proof. Suppose F is a Cauchy filter and F ⊆ G. G
is round so for every A ∈ G there is an r > 0 such
that if B(x, r) ∈ G then B(x, r) ⊆ A. F is Cauchy so
there is a B(x, r) ∈ F and F ⊆ G so B(x, r) ∈ G and
therefore B(x, r) ⊆ A. B(x, r) ∈ F and F is upward
closed so A ∈ F . We’ve just shown that if A ∈ G then
A ∈ F , i.e. that G ⊆ F . But we already had F ⊆ G
so F = G. So if F is a Cauchy filter and F ⊆ G then
F = G. Therefore G is a minimal Cauchy filter.

Proposition 4.6.10. Suppose G is a filter on a met-
ric space (X, d). Let b : G × (0,+∞) → ℘(X) be de-
fined by

b(A, r) =
⋃
x∈A

B(x, r).

Let E = b∗(G × (0,+∞)) and let F be the upward
closure of E.

(a) F is a filter.

(b) F is round.

(c) F ⊆ G.

(d) If G is a Cauchy filter then F is a Cauchy filter.

(e) If G is a minimal Cauchy filter then F = G and
G is round.

Proof. b(X, r) = X so X ∈ E and therefore E 6= ∅.
If A ∈ G and r > 0 then A 6= ∅ and A ⊆ b(A, r) so
b(A, r) 6= ∅. Therefore ∅ /∈ E . Suppose V1, V2 ∈ E ,
i.e. that there are A1, A2 ∈ G and r1, r2 > 0 such that
V1 = b(A1, r1) and V2 = b(A2, r2). Then A1∩A2 ∈ G
since G is filter. Also

b(A1 ∩A2,min(r1, r2)) ⊆ b(A1, r1) ∩ b(A2, r2))

= V1 ∩ V2

and
b(A1 ∩A2,min(r1, r2)) ∈ E .

So E is prefilter and its upward closure F is therefore
a filter. This establishes 4.6.10a.

Suppose V ∈ F , i.e. that there are A ∈ G and
s > 0 such that b(A, s) ⊆ V . Let r = s/2. If
B(x, r) ∈ F then there are C ∈ G and t > 0 such that
b(C, t) ⊆ B(x, r). But C ⊆ b(C, t) so C ⊆ B(x, r)
and therefore B(x, r) ∈ G, since G is upward closed.
Therefore A ∩ B(x, r) 6= ∅. Choose y ∈ A ∩ B(x, r).
If z ∈ B(x, r) then

d(y, z) ≤ d(y, x) + d(x, z) < r + r = s

so z ∈ B(x, s). But x ∈ A so z ∈ b(A, s) and therefore
z ∈ V . This holds for all z ∈ B(x, r) so B(x, r) ⊆ V .
So we’ve shown that for every V ∈ F there is an r > 0
such that if B(x, r) ∈ F then B(x, r) ⊆ V . In other
words, F is round. This establishes 4.6.10b.

Suppose V ∈ F , i.e. that there are A ∈ G and
r > 0 such that b(A, r) ⊆ V . A ⊆ b(A, r) so A ⊆ V .
G is upward closed so V ∈ G. This holds for all V ∈ F
so F ⊆ G. This establishes 4.6.10c.

Suppose r > 0. Let s = r/2. Then s >
0. G is Cauchy so there is an x ∈ X such that
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B(x, s) ∈ G. If y ∈ B(x, s) and z ∈ B(y, s) then
z ∈ B(x, 2s) = B(x, r) so b(B(x, s), s) ⊆ B(x, r).
Therefore B(x, r) ∈ F . So for each r > 0 there is
an x ∈ X such that B(x, r) ∈ F . Therefore F is a
Cauchy filter. This establishes 4.6.10d.

If G is a minimal Cauchy filter then F ⊆ G
by 4.6.10c and F is Cauchy by 4.6.10d so F = G
by the definition of a minimal Cauchy filter. F is
round by 4.6.10b so G is round.

Together Propositions 4.6.9 and 4.6.10e show that
a filter on a metric space is a minimal Cauchy filter
if and only if it is a round Cauchy filter.

Proposition 4.6.11. Suppose F and G are filters on
a set X and U ∩ V 6= ∅ for all U ∈ F and V ∈ G.

(a) There is a filter H on X such that F ⊆ H, G ⊆ H
and if F ⊆ I and G ⊆ I then H ⊆ I.

(b) If d is a metric on X and F and G are Cauchy
filters for (X, d) then so is H.

(c) If d is a metric on X and F and G are minimal
Cauchy filters for (X, d) then F = G.

Proof. Let H be the set of W ∈ ℘(X) such that there
are U ∈ F and V ∈ G with U ∩ V ⊆ W . We prove
that H is a filter by checking the conditions 1.15.1a
through 1.15.1d.
X ∈ F , X ∈ G, and X ∩ X ⊆ X so W ∈ H and

hence H 6= ∅. This establishes 1.15.1a.
If W ∈ H then there are U ∈ F and V ∈ G with

U ∩ V ⊆ W . Then U ∩ V 6= ∅ by hypothesis, so
W 6= ∅. This establishes 1.15.1b.

If W1,W2 ∈ H then there are U1, U2 ∈ F and
V1∩V2 ∈ G such that U1∩V1 ⊆W1 and U2∩V2 ⊆W2.
But then

(U1 ∩ U2) ∩ (V1 ∩ V2) = (U1 ∩ V1) ∩ (U2 ∩ V2)

⊆W1 ∩W2.

U1 ∩ U2 ∈ F and V1 ∩ V2 ∈ G so W1 ∩W2 ∈ H. This
establishes 1.15.1c.

If W ∈ H and W ⊆ Z then there are U ∈ F and
V ∈ G such that U ∩ V ⊆ W . But then U ∩ V ⊆ Z
so Z ∈ H. This establishes 1.15.1d. So H is indeed a
filter.

Suppose U ∈ F . U ∩X ⊆ U and X ∈ G so U ∈ H.
This holds for all U ∈ F so F ⊆ H. Suppose V ∈ G.
X ∩ V ⊆ V and X ∈ F so V ∈ H. This holds for all
V ∈ G so G ⊆ H.

Suppose I is a filter on X such that F ⊆ I and
F ⊆ I. Suppose W ∈ H. Then there are U ∈ F and
V ∈ G such that U ∩ V ⊆ W Then U ∈ I because
F ⊆ I and V ∈ I because G ⊆ I. I is a filter so
U ∩ V ∈ I and then W ∈ I. For all W ∈ H we
therefore have W ∈ I. It follows that H ⊆ I.

We’ve now finished Part (a). The other two parts
are simple consequences of it. F ⊆ H and F is a
Cauchy filter so H is a Cauchy filter by Lemma 4.6.2.
If F is a minimal Cauchy filter then F ⊆ G since
F ⊆ H and G ⊆ H. Similarly, if G is a minimal
Cauchy filter then G ⊆ F since G ⊆ H and F ⊆ H.
So if both are minimal Cauchy filters then F = G.

Proposition 4.6.12. Suppose F and G are min-
imal Cauchy filters on a metric space (X, d) and
F 6= G. Then there are x, y ∈ X and r > 0 such
that B(x, r) ∈ F , B(y, r) ∈ G and d(x, y) ≥ 3r.

Proof. F and G are minimal Cauchy filters and F 6=
G then by 4.6.11c there are U ∈ F and V ∈ G.
F is also a round filter by Proposition 4.6.10e so
there is an s > 0 such that if B(x, s) ∈ F then
B(x, s) ⊆ U . F is a Cauchy filter and s/3 > 0 so
there is an x ∈ X such that B(x, s/3) ∈ F . F is
upward closed an B(x, s/3) ⊆ B(x, s) so B(x, s) ∈ F
and hence B(x, s) ⊆ U . Similarly there’s a y ∈ X
such that B(y, t/3) ∈ G and B(y, t) ⊆ V . Let
r = min(s/3, t/3). If d(x, y) < 3r then x ∈ B(y, 3r),
but

B(y, r) ⊆ B(x, t) ⊆ V

so x ∈ V . But x ∈ U so x ∈ U ∩ V , which is im-
possible because U ∩ V = ∅. Therefore d(x, y) ≥ 3r.
From B(x, s/3) ∈ F and B(y, t/3) ∈ G it follows that
B(x, r) ∈ F and B(y, r) ∈ G, since F and G are up-
ward closed.

Proposition 4.6.13. Suppose F is a filter on a set
X and G is a filter on a set Y . Let H be the set of sets
W ∈ ℘(X,Y ) such that there are U ∈ F and V ∈ G
such U × V ⊆W . Then H is a filter on X × Y .
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Proof. As usual, we check the conditions 1.15.1a
through 1.15.1d.

X ∈ F and Y ∈ G so X × Y ∈ H and therefore
H 6= ∅. This proves 1.15.1a.

If W ∈ H then there are U ∈ F and V ∈ G such
U × V ⊆W . Then U 6= ∅ and V 6= ∅ so U × V 6= ∅
and hence W 6= ∅. So ∅ /∈ H. This proves 1.15.1b.

Suppose W1,W2 ∈ H. Then there are U1, U2 ∈ F
and V1, V2 ∈ G such U1×V1 ⊆W1 and U2×V2 ⊆W2.
F is a filter so U1 ∩U2 ∈ F . Similarly, G is a filter so
V1 ∩ V2 ∈ G. But

(U1 ∩ U2)× (V1 ∩ V2) = (U1 × V1) ∩ (U2 × V2)

⊆W1 ∩W2,

so W1 ∩W2 ∈ H. This proves 1.15.1c.

If W ∈ H and W ⊆ Z then there are U ∈ F and
V ∈ G such that U × V ⊆ W . But then U × V ⊆ Z
so Z ∈ H. This proves 1.15.1d.

The filter H is called the product of the filters F
and G.

You may have noticed a similarity between the
proofs of Propositions 4.6.11b and 4.6.13. In fact
it’s possible to prove Proposition 4.6.13 by applying
Proposition 4.6.11 to the filters π∗∗1 F and π∗∗2 G on
X × Y , where π1 and π2 are the projections onto X
and Y respectively, but it’s just as easy to prove it
directly.

Lemma 4.6.14. If F is a filter on a set X, x, y ∈ X,
p, q > 0, and B(x, p), B(y, q) ∈ F then d(x, y) < p+q.

Proof. B(x, p) ∩ B(y, q) 6= ∅ by Lemma 4.4.7. So
there is a z ∈ B(x, p) ∩B(y, q). Then

d(x, y) ≤ d(x, z) + d(z, y) < p+ q.

Theorem 4.6.15. Suppose (X, dX) is a metric
space. Let X be the set of minimal Cauchy filters on
X. Define dX : X ×X → R as follows. If F ,G ∈ X
then let H be the product of F and G in the sense of
Proposition 4.6.13. Then I = d∗∗X (H) is a Cauchy
filter on R. R is a complete metric space so there is

a unique z ∈ R such that I converges to z. We de-
fine dX(F ,G) = z. Then dX is a metric on X. The
function i : X → X defined by i(x) = N (x) satisfies

dX(i(x), i(y)) = dX(x, y)

for all x, y ∈ X. Also, (X, dX) is complete.

The metric space (X, dX) is called the completion
of (X, dX).

Proof. We begin by proving a number of statements
which will be needed repeatedly in the proof:

(a) A ∈ I if and only if there are U ∈ F and V ∈
G such that for all s ∈ U and t ∈ V we have
dX(s, t) ∈ A.

(b) If BX(x, r) ∈ F and BX(y, r) ∈ G then

BR(dX(x, y), 2r) ∈ I.

(c) If BX(x, r) ∈ F and BX(y, r) ∈ G then

|dX(F ,G)− dX(x, y)| < 3r.

(a) is simply a matter of unwrapping the various def-
initions. Each statement in the following sequence is
equivalent to the one which precedes it:

• A ∈ I.

• A ∈ d∗∗X (H).

• d∗X(A) ∈ H.

• There are U ∈ F and V ∈ G such that U × V ⊆
d∗X(A).

• There are U ∈ F and V ∈ G such that for all
s ∈ U and t ∈ V we have (s, t) ∈ d∗X(A).

• There are U ∈ F and V ∈ G such that for all
s ∈ U and t ∈ V we have dX(s, t) ∈ A.

This proves (a).
Suppose BX(x, r) ∈ F , BX(y, r) ∈ G and r > 0. If

s ∈ BX(x, r) and t ∈ BX(y, r) then

dX(s, t) ≤ dX(s, x) + dX(x, y) + dX(y, s)

< dX(x, y) + 2r
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and

dX(x, y) ≤ dX(x, s) + dX(s, t) + dX(t, y)

< dX(s, t) + 2r

so
|dX(x, y)− dX(s, t)| < 2r

In other words,

dX(s, t) ∈ BR(dX(x, y), 2r).

So there are U ∈ F and V ∈ G, namely U = BX(x, r)
and V = BX(y, r), such that for all s ∈ U and t ∈ V
we have

dX(s, t) ∈ BR(dX(x, y), 2r).

It follows from (a) that

BR(dX(x, y), 2r) ∈ I.

This is (b).
Since I converges to dX(F ,G) we have

N (dX(F ,G)) ⊆ I.

From

BR (dX(F ,G), r) ∈ N (dX(F ,G))

it follows that

BR (dX(F ,G), r) ∈ I.

By Lemma 4.6.14 applied to I we then have

dR (dX(F ,G), dX(x, y)) < r + 2r = 3r.

This is (c).
Various things need to be checked in order to be

sure that dX is well defined. H is a filter on X×X by
Proposition 4.6.13 and dX is a function from X ×X
to R. So d∗∗X (H) is a filter on R by Proposition 4.4.1.
We’ve defined I to be d∗∗X (H). We need to check
that it is Cauchy. F and G are Cauchy so there are
x, y ∈ X such that BX(x, r) ∈ F and BX(y, r) ∈
G. By (b) we have BR(dX(x, y), 2r) ∈ I. So for all
r > 0 there is a w ∈ R, namely w = dX(x, y), such
that BX(w, 2r) ∈ I. It follows that I is a Cauchy

filter. R is complete by Proposition 4.5.6 so I is
convergent, i.e. there is a z ∈ F such that N (z) ⊆
I. By Lemma 4.6.1 there is at most one such z. It
therefore makes sense to define dX(F ,G) to be this z.
If x ∈ X then N (x) is a minimal Cauchy filter on X,
i.e. and element of X, by Proposition 4.6.6 so i is
well defined.

To prove that dX is a metric we check the condi-
tions 1.6.1a through 1.6.1c.
F and G are Cauchy so for each r > 0 there are

x, y ∈ X such that BX(x, r) ∈ F and BX(y, r) ∈ G.
From (c) it follows that

dX(F ,G) > dX(x, y)− 3r ≥ −3r

since dX(x, y) ≥ 0. This holds for all r > 0 so

dX(F ,G) ≥ 0.

Also,

dX(F ,F) < dX(x, x) + 3r = −3r

for all r > 0 so
dX(F ,F) ≤ 0

and hence
dX(F ,F) = 0.

F and G are minimal Cauchy filters so if F 6= G
then there are, by Proposition 4.6.12, x, y ∈ X and
r > 0 such that BX(x, r) ∈ F , BX(y, r) ∈ G and
dX(x, y) ≥ 3r. If s ∈ BX(x, r) and t ∈ BX(y, r) then

dX(x, y) ≤ dX(x, s) + dX(s, t) + dX(t, y)

< r + dX(s, t) + r

so
dX(s, t) > dX(x, y)− 2r ≥ r

This holds for all s ∈ BX(x, r) and t ∈ BX(y, r) so
by (a) it follows that (r,+∞) ⊆ I.

BR(0, r) ∩ (r,+∞) = ∅

so BR(0, r) /∈ I. BR(0, r) ∈ N (0) so N (0) is not a
subset of I. Therefore I does not converge to 0 so
dX(F ,G) 6= 0 if F 6= G. We have now proved that dX
satisfies 1.6.1b.
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From (c) we also get

dX(F ,G) < dX(x, y) + 3r

= dX(y, x) + 3r

< dX(G,F) + 6r

for all r > 0 and hence

dX(F ,G) ≤ dX(G,F).

Similarly,

dX(G,F) < dX(y, x) + 3r

= dX(x, y) + 3r

< dX(F ,G) + 6r

for all r > 0 and hence

dX(G,F) ≤ dX(F ,G).

Combining these gives

dX(G,F) = dX(F ,G),

which is 1.6.1b.
If also J is a Cauchy filter on X then for all r > 0

there is a z ∈ J such that BX(z, r) ∈ J . Then

dX(F ,J ) < dX(x, z) + 3r

≤ dX(x, y) + dX(y, z) + 3r

< dX(F ,G) + dX(G,J ) + 9r

for all r > 0 and hence

dX(F ,J ) ≤ dX(F ,G) + dX(G,J ).

which is 1.6.1c, so dX is a metric on X.
Suppose x, y ∈ X and r > 0. Then BX(x, r) ∈ i(x)

and BX(y, r) ∈ i(y) so

|dX(i(x), i(y))− dX(x, y)| < 3r

by (c). This holds for all r > 0 so

|dX(i(x), i(y))− dX(x, y)| ≤ 0

and hence

dX(i(x), i(y)) = dX(x, y)

for all x, y ∈ X.
Suppose F is a Cauchy filter on X. Then F contains

balls of every positive radius so there is a function
G : (0,+∞) → X such that for each r > 0 we have
BX(G(r), r/4) ∈ F. Each G(r) is also Cauchy so we
can find an x : (0,+∞) such that BX(x(r), r/4) ∈
G(r) for each r > 0. Suppose 3r ≥ q, r. Then
BX(G(q), q/4) and BX(G(r), r/4) belong to F so so

dX(G(q), G(r)) < q/4 + r/4 ≤ r/2

by Lemma 4.6.14. If s ∈ BX(x(q), q/4) and t ∈
BX(x(r), r/4) then

dX(x(q), x(r)) ≤ dX(x(q), s) + dX(s, t) + dX(t, x(r))

< dX(s, t) + q/4 + r/4

≤ dX(s, t) + r/2

so
dX(s, t) ∈ (dX(x(q), x(r))− r/2,+∞).

This holds for all s ∈ BX(x(q), q/4) and t ∈
BX(x(r), r/4) and BX(x(q), q/4) ∈ G(q) and
BX(x(r), r/4) ∈ G(r) so

(dX(x(q), x(r))− r/2,+∞) ∈ I

by (a) and hence

dX(x(q), x(r))− r/2 < dX(G(q),G(r))

by(b) and so

dX(x(q), x(r)) < r

If q ≤ r then dX(x(q), x(r)) < r so considering x
as a net with domain the directed set ((0,+∞),≥)
we have that so BX(x(r), r) belongs to the tail fil-
ter of x. In particular, for each r > 0 there is a
ball of radius r in the tail filter, which is therefore
Cauchy. Let F be the unique minimal Cauchy filter
contained in the tail filter. F is Cauchy so there is a
y ∈ X with BX(y, r) ∈ F . Then BX(x(r), 3r) ∈ F
by Lemma 4.4.9.

BX(x(r), r/4) ∈ G(r)

and
BX(x(r), r/4) ⊆ BX(x(r), 3r)
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so
BX(x(r), 3r) ∈ G(r).

From this and BX(x(r), 3r) ∈ F it follows from (c)
that

dX(F ,G(r)) < 9r.

Therefore

BX(G(r), r) ⊆ BX(F , 10r).

BX(G(r), r/4) ⊆ BX(G(r), r) so

BX(G(r), r/4)) ⊆ BX(F , 10r).

BX(G(r), r/4)) ∈ F and F is upward closed so

B(F , 10r) ∈ F.

Therefore F converges to F by Lemma 4.4.8. We’ve
now shown that every Cauchy filter in X converges,
i.e. that X is complete.

4.7 The Banach Fixed Point Theorem

The following theorem is very useful, despite the fact
that its proof is not particularly difficult.

Theorem 4.7.1. Suppose (X, dX) is a non-empty
complete metric space, c < 1 and ϕ : X → X satisfies
the inequality

dX(ϕ(x), ϕ(y)) ≤ cdX(x, y)

for all x, y ∈ X. Then there is a unique z ∈ X such
that ϕ(z) = z.

Proof. For the uniqueness, suppose ϕ(w) = w and
ϕ(z) = z. Then

dX(w, z) = dX(ϕ(w), ϕ(z)) ≤ cdX(w, z)

so
(1− c)dX(w, z) ≤ 0.

1− c > 0 so we can divide both sides by it to obtain

dX(w, z) ≤ 0.

But dX(w, z) ≥ 0 so dX(w, z) = 0 and hence w = z.

To prove the existence of z we choose an a ∈ X
and define a sequence α : N→ X by

α0 = a, αj+1 = ϕ(αj).

We show by induction on n that for all m ≤ n we
have

dX(αm, αn) ≤ cm − cn

1− c
dX(α0, α1).

For n = 0 the only m ≤ n is m = 0 and the statement
is trivially true. For n = 1 the only m ≤ n are m = 0,
where the statement reduces to

dX(α0, α1) ≤ dX(α0, α1),

which is clearly true. Suppose that n ≥ 2 and the
statement is known for all smaller values. If m = n
then

dX(αm, αn) ≤ cm − cn

1− c
dX(α0, α1)

holds trivially. If m < n then

dX(αm, αn−1) ≤ cm − cn−1

1− c
dX(α0, α1).

Also,

dX(αn−2, αn−1) ≤ cn−2 − cn−1

1− c
dX(α0, α1).

Using the assumption on ϕ we find

dX(αn−1, αn) = dX(ϕ(αn−2), ϕ(αn−1))

≤ cdX(αn−2, αn−1)

≤ cc
n−2 − cn−1

1− c
dX(α0, α1)

=
cn−1 − cn

1− c
dX(α0, α1)

Then

dX(αm, αn) ≤ dX(αm, αn−1) + dX(αn−1, αn)

≤ cm − cn−1

1− c
dX(α0, α1)

+
cn−1 − cn

1− c
dX(α0, α1)

=
cm − cn

1− c
dX(α0, α1).
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This completes the induction. Similarly, if n ≤ m
then

dX(αm, αn) ≤ cn − cm

1− c
dX(α0, α1).

In general,

dX(αm, αn) ≤ cmin(m,n) − cmax(m,n)

1− c
dX(α0, α1)

<
cmin(m,n)

1− c
dX(α0, α1)

If ε > 0 then there is a k such that

ck

1− c
dX(α0, α1) < ε

and hence
dX(αm, αn) < ε

for all m,n ≥ k. The sequence α is therefore a
Cauchy sequence by Proposition 4.5.3. (X, dX) is
complete so α converges to some z ∈ X by the re-
marks after Definition 4.5.5. In other words, there is
some z ∈ X such that

lim
n→∞

αn = z.

By Proposition 4.1.7 we have

lim
n→∞

αn+1 = lim
n→∞

ϕ(αn) = ϕ( lim
n→∞

αn) = ϕ(z).

But limn→∞ αn+1 = limn→∞ αn so ϕ(z) = z.

4.8 Function spaces

We begin with two propositions and a definition
which could have appeared in earlier sections, but
which we will need for our discussion of function
spaces.

Proposition 4.8.1. If (X, dX) and (Y, dY ) are met-
ric spaces, f : X → Y is a uniformly continuous func-
tion and F is a Cauchy filter on X then f∗∗(F) is a
Cauchy filter on Y .

Proof. f∗∗(F) is a filter by Proposition 4.4.1. Sup-
pose ε > 0. f is uniformly continuous so there is a
δ > 0 such that

BX(x, δ) ⊆ f∗(B(f(x), ε))

for all x ∈ X. F is a Cauchy filter so there is an
x ∈ X such that B(x, δ) ∈ F . F is upward closed so

f∗(B(f(x), ε)) ∈ F .

In other words,

B(f(x), ε) ∈ f∗∗(F).

So for every ε > 0 there is a y ∈ Y such that B(y, ε) ∈
f∗∗(F). Therefore f∗∗(F) is a Cauchy filter.

Proposition 4.8.2. Suppose that (X, dX) is a com-
plete metric space and A is a closed subset of X.
Then (A, dA) is a complete metric space, where dA
is the restriction of dX .

Proof. Suppose F is a Cauchy filter on A. Let
i : A → X be the inclusion function i(x) = x. i is
uniformly continuous so i∗∗(F) is a Cauchy filter on
X by Proposition 4.8.1. (X, dX) is complete so there
is a z ∈ X such that i∗∗(F) converges to z, i.e. such
that

NX(z) ⊆ i∗∗(F).

The subscript X indicates that this is the neighbour-
hood filter of x with respect to the topology on X
coming from the metric dX . We’ll use NA to denote
the neighbourhood filter of a point in A with respect
to the topology coming from the metric dA. Simi-
larly O with subscripts will be used for the sets of
open neighbourhoods with respect to the two differ-
ent topologies.

If z /∈ A then X \A ∈ N (z) and so X \A ∈ i∗∗(F)
Then i∗(X \ A) ∈ F . But i∗(X \ A) = ∅ and F is a
filter so ∅ /∈ F . Therefore z ∈ A.

Suppose V ∈ NA(z). Then there is a U ∈ OA(z)
such that U ⊆ V . By Proposition 3.8.2 there is a
W ∈ OX(z) such that U = A ∩W , or, equivalently,
such that U = i∗(W ). W ∈ NX(z) and NX(z) ⊆
i∗∗(F). i∗∗(F) is a filter and so is upward closed, so

W ∈ i∗∗(F)

and hence
U = i∗(W ) ∈ F .

F is upward closed and U ⊆ V so

V ∈ F .
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So if V ∈ NA(z) then V ∈ F . In other words,

NA(z) ⊆ F

and F converges to z. We’ve shown that for every
Cauchy filter F on A there is a z ∈ A such that F
converges to z. So (A, dA) is complete.

Definition 4.8.3. Suppose X is a non-empty set and
(Y, dY ) is a metric space. Then f : X → Y is called
bounded if f∗(X) is a bounded subset of Y .

Proposition 4.8.4. Suppose X is a non-empty set
and (Y, dY ) is a metric space. Let Z be the set of
bounded functions from X to Y . Then dZ : Z ×Z →
R, defined by

dZ(f, g) = sup
x∈X

dY (f(x), g(x)),

is a metric on Z.

Proof. First note that since f∗(X) and g∗(X) are
non-empty and bounded there are y ∈ f∗(X), z ∈
g∗(X) and r, s > 0 such that f∗(X) ⊆ BY (y, r) and
g∗(X) ⊆ BY (z, s). If x ∈ X then

dY (f(x), g(x)) ≤ dY (f(x), y) + dY (y, z)

+ dY (z, g(x))

< r + dY (y, z) + r.

Thus dY (y, z) + 2r is an upper bound for
dY (f(x), g(x)) so the supremum exists. To prove that
it is a metric we need to check 1.6.1a through 1.6.1c.

The supremum of a set of non-negative numbers is
non-negative so dZ(f, g) ≥ 0 for all f, g ∈ Z. If f = g
then

dY (f(x), g(x)) = 0

for all x ∈ X so dZ(f, g) = 0. Conversely, if f 6= g
then there is an x ∈ X such that f(x) 6= g(x) and
therefore

dY (f(x), g(x)) > 0.

Therefore dZ(f, g) > 0. So dZ(f, g) = 0 if and only
if f = g. This establishes 1.6.1a.

From

dY (f(x), g(x)) = dY (g(x), f(x))

it follows that

dZ(f, g) = sup
x∈X

dY (f(x), g(x))

= sup
x∈X

dY (g(x), f(x)) = dZ(g, f).

This establishes 1.6.1b.
If f, g, h ∈ Z and x ∈ X then

dY (f(x), h(x)) ≤ dY (f(x), g(x)) + dY (g(x), h(x))

≤ dZ(f, g) + dZ(g, h).

This holds for all x ∈ X so

dZ(f, g) = sup
x∈X

dY (f(x), h(x)) ≤ dZ(f, g) + dZ(g, h).

This establishes 1.6.1b.

Proposition 4.8.5. Suppose (X, T ) is a non-empty
topological space and (Y, dY ) is a metric space. Let
Z be the set of bounded functions from X to Y with
the metric

dZ(f, g) = sup
x∈X

dY (f(x), g(x)).

Let W be the set of bounded continuous functions
from X to Y . Then W is a closed subset of Z.

Proof. Suppose f ∈ Z \ W . By Proposition 4.1.6b
then there are x ∈ X and ε > 0 such that there is a
U ∈ O(x) but

U * f∗(BY (f(x), ε)).

The non-inclusion means there is a y such that y ∈ U
and

y /∈ f∗(BY (f(x), ε)).

In other words,

f(y) /∈ BY (f(x), ε)

or
dY (f(x), f(y)) ≥ ε.

Suppose g ∈ BZ(f, ε/3). From g ∈ BZ(f, ε/3) it
follows that

dY (f(x), g(x)) ≤ dY (f, g) < ε/3
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and
dY (g(y), f(y)) ≤ dY (g, f) < ε/3.

From the last three inequalities we deduce that

ε ≤ dY (f(x), f(y))

≤ dY (f(x), g(x)) + dY (g(x), g(y)) + dY (g(y), f(y))

< ε/3 + dY (g(x), g(y)) + ε/3

and hence
dY (g(x), g(y) ≥ ε/3.

Other ways of expressing this are

g(y) /∈ BY (g(x), ε/3)

or
y /∈ g∗(BY (g(x), ε/3)).

Since y ∈ U we conclude that

U * g∗(BY (g(x), ε/3)).

Another application of Proposition 4.1.6b shows that
g is not continuous, i.e. that g ∈ Z \ W . We’ve
therefore shown that if f ∈ W \ Z then there is an
r > 0, namely r = ε/3 with ε as above, such that
BZ(f, r) ⊆ Z \W . Therefore Z \W is open and W
is closed.

Proposition 4.8.6. Suppose that (X, TX) is a non-
empty topological space and (Y, dY ) is a complete
metric space. Let W be the space of bounded con-
tinuous functions from X to Y with the metric

dW (f, g) = sup
x∈X

dY (f(x), g(x)).

Then (W,dW ) is a complete metric space.

Proof. Suppose F is a Cauchy filter on W . For each
x ∈ X let ex : W → Y be defined by

ex(g) = g(x).

Then

dY (ex(g), ex(h)) = dY (g(x), h(x)) ≤ dW (g, h)

so ex is uniformly continuous. By Proposition 4.8.1
then e∗∗x (F) is a Cauchy filter on Y . (Y, dY ) is

complete so this Cauchy filter is convergent. Define
f : X → Y by saying that f(x) is the element of X
to which e∗∗x (F) converges. We now show that F
converges to f .

Suppose ε > 0. F is a Cauchy filter so there is an
h ∈W such that

BW (h, ε) ∈ F .

e∗∗x (F) converges to f(x). In other words,

NY (f(x)) ⊆ e∗∗x (F).

BY (f(x), ε) ∈ NY (f(x)) for all ε > 0 so

BY (f(x), ε) ∈ e∗∗x (F).

Therefore
e∗x(BY (f(x), ε)) ∈ F .

Now
g ∈ e∗x(BY (f(x), ε))

if and only if

ex(g) ∈ BY (f(x), ε).

But ex(g) = g(x), so

g ∈ e∗x(BY (f(x), ε))

if and only if

g(x) ∈ BY (f(x), ε),

i.e. if and only if

dY (f(x), g(x)) < ε.

In other words,

e∗x(BY (f(x), ε)) = {g ∈W : dY (f(x), g(x) < ε}.

The set on the right is therefore an element of F .
We’ve already seen that BW (h, ε) ∈ F so

{g ∈W : dY (f(x), g(x) < ε} ∩BW (h, ε) 6= ∅.

There is therefore a

g ∈ {g ∈W : dY (f(x), g(x) < ε} ∩BW (h, ε) 6= ∅.
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For such a g we have

dY (f(x), h(x)) ≤ dY (f(x), g(x)) + dY (g(x), h(x))

< ε+ ε = 2ε.

This holds for all x so

dW (f, h) ≤ 2ε.

It follows that

BW (h, ε) ⊆ BW (f, 3ε).

BW (h, ε) ∈ F and F is upward closed so BW (f, 3ε) ∈
F . This holds for all ε > 0 so F converges to f by
Lemma 4.4.8.

Corollary 4.8.7. Suppose that (X, TX) is a non-
empty compact topological space and (Y, dY ) is a com-
plete metric space. Let W be the space of continuous
functions from X to Y with the metric

dW (f, g) = sup
x∈X

dY (f(x), g(x)).

Then (W,dW ) is a complete metric space.

Proof. For every continuous function f from X
to Y we f∗(X) is compact by Proposition 3.12.8.
It’s bounded by Proposition 4.2.8. Therefore f is
bounded. So we can replace the words “bounded
continuous” in the statement of Proposition 4.8.6 by
“continuous”.

Definition 4.8.8. Suppose (X, TX) is a topological
space and (Y, dY ) is a metric space. A set A of func-
tions from from X to Y is called equicontinuous if for
every x ∈ A and ε > 0 there is a V ∈ N (x) such that
for all f ∈ A we have

V ⊆ f∗(B(f(x), ε)).

Definition 4.8.9. Suppose (X, dX) and (Y, dY ) are
metric spaces. A set A of functions from from X to Y
is called uniformly equicontinuous if for every ε > 0
there is a δ > 0 such that for all f ∈ A and x ∈ X
we have

B(x, δ) ⊆ f∗(B(f(x), ε)).

Proposition 4.8.10. Suppose (X, TX) is a non-
empty compact topological space, (Y, dY ) is a met-
ric space and A is an equicontinuous set of functions
from X to Y . Suppose further that for each x ∈ X
the set

Ix =
⋃
f∈A

{f(x)}

is totally bounded. Then A is totally bounded.

Proof. Suppose r > 0. Let ε = r/4. Let

R = {(x, U) ∈ X × TX : x ∈ U,U ⊆ f∗(B(f, ε))}

If x ∈ X then there is a V ∈ N (x) such that

V ⊆ f∗(B(f(x), ε)).

There is then a U ∈ O(x) such that U ⊆ V and hence

U ⊆ f∗(B(f(x), ε)).

In other words, (x, U) ∈ R. Therefore

X =
⋃

(x,U)

U.

X is compact so there is a finite subcover. In other
words, there are (x1, U1), . . . , (Xm, Um) in R such
that

X =

m⋃
j=1

Um.

For each j the set Ixj is totally bounded so the
union

⋃m
j=1 Ij is totally bounded. There are therefore

y1, . . . , yn in Y such that

m⋃
j=1

Ixj
⊆

n⋃
k=1

BY (yk, ε).

Let T be the set of functions from {1, . . . ,m} to
{1, . . . , n}. T has nm elements and so is finite. For
each s ∈ T we define As to be the set of f ∈ A such
that

f(xj) ∈ BY (ys(j), ε)

for each j ∈ {1, . . . ,m}. Let S be the set of s ∈ T
such thatAs 6= ∅. S is a subset of the finite set T and
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so is finite. For each f ∈ A and each j ∈ {1, . . . ,m}
we have

f(xj) ∈ Ixj ⊆
n⋃
k=1

BY (yk, ε).

In other words, there is a k ∈ {1, . . . , n} such that

f(xj) ∈ BY (yk, ε).

Therefore every f ∈ A belongs to As for some s ∈ T .
Suppose f, g ∈ As. If x ∈ X then x ∈ Uj for some

j ∈ {1, . . . ,m}. Then

dY (f(x), g(x)) ≤ dY (f(x), f(xj)) + dY (f(xj), ys(j))

+ dY (ys(j), g(xj)) + dY (g(xj), g(x))

< ε+ ε+ ε+ ε = r.

This holds for all x ∈ X so

dA(f, g) ≤ r.

By definition the set As is non-empty for each s ∈
S. There is therefore an fs ∈ As for each s ∈ S. If
g ∈ As then dA(fs, g) ≤ r and hence g ∈ B̄A(fs, r).
Every g ∈ A is in As for some s ∈ S so

A =
⋃
s∈S

B̄A(fs, r).

So for every r > 0 there is a finite set of elements
of A such that the closed balls of radius r centred at
them cover A. Therefore A is totally bounded.

The following theorem is known as the Arzelà-
Ascoli Theorem.

Theorem 4.8.11. Suppose (X, TX) is a compact
topological space, (Y, dY ) is a complete metric space
and A is an equicontinuous set of functions from X
to Y . If A is closed and⋃

f∈A

{f(x)}

is totally bounded for each x ∈ X then A is compact.

Proof. A is totally bounded by Proposition 4.8.10.
It is complete by Propositions 4.8.2 and 4.8.6. It is
therefore compact by Proposition 4.5.11

Corollary 4.8.12. Suppose (X, TX) is a compact
topological space, (Y, dY ) is a compact metric space
and A is an equicontinuous set of functions from X
to Y . If A is closed then A is compact.

Proof. (Y, dY ) is complete and totally bounded by
Proposition 4.5.11. The subsets

⋃
f∈A{f(x)} are sub-

sets of Y and hence also totally bounded. Theo-
rem 4.8.11 therefore implies that A is compact.

5 Normed vector spaces

5.1 Basic definitions

As stated in Definition 1.4.1, if V is a vector space
then we say that p : V → R is a norm on V if it has
the following three properties:

(a) For all v ∈ V , p(x) ≥ 0 and p(v) > 0 unless
v = 0.

(b) For all α ∈ R and v ∈ V , p(αv) = |α|p(v).

(c) For all v,w ∈ V , p(v + w) ≤ p(v) + p(w).

Also, a pair (V, p) consisting of a vector space V and
a norm p on V is called a normed vector space. The
elementary properties of norms were given in Propo-
sition 1.4.2.

As shown in Theorem 1.6.2, if p is a norm on V
then d : V × V → R, defined by

d(x,y) = p(x− y),

is a metric on V . Unless otherwise specified we al-
ways assume that a normed vector space is equipped
with this metric and the topology consisting of its
open sets. This is true in particular in th following
definition, since the definition of completeness refers
to the metric space structure.

Definition 5.1.1. A complete normed vector space
is called a Banach space

Definition 5.1.2. Two norms p and q on a vector
space V are called equivalent if there are c, C > 0
such that for all v ∈ V

cp(v) ≤ q(v) ≤ Cp(v).
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The sense in which these norms deserve to be called
equivalent is explained by the following proposition.

Proposition 5.1.3. If p and q are equivalent norms
on on a vector space V and Tp and Tq are the asso-
ciated topologies then Tp = Tq.

Proof. Let c, C be as in the definition of equivalent
norms. Suppose U ∈ Tp. This means that for each
x ∈ V there is an r > 0 such that the ball of radius
r about x, with respect to the metric from the norm
p, is contained in U . In other words, if p(x− y) < r
then y ∈ U . Let δ = cr. If q(y − x) < δ then

p(y − x) ≤ 1

c
q(y − x) <

δ

c
= r

so y ∈ U . So q(y − x) < δ implies y ∈ U . But
q(y− x) < δ if and only if y is in the ball of radius δ
about x, with respect to the metric from the norm q,
so this ball is contained in U . So for all x ∈ U there
is a δ > 0 such that the ball of radius δ about x, with
respect to the norm q, is contained in U . Therefore
U ∈ Tq. So Tp ⊆ Tq.

The same argument, with p and q reversed and c
replaced by 1/C, gives the inclusion Tq ⊆ Tp. Com-
bined with the inclusion found above, this gives

Tp = Tq.

The term “equivalent” certainly suggests that
equivalence should be an equivalence relation in the
sense defined earlier. This is indeed true.

Proposition 5.1.4. Suppose p, q and r are norms
on a vector space V .

(a) p is equivalent to p.

(b) If p is equivalent to q then q is equivalent to p.

(c) If p is equivalent to q and q is equivalent to r
then p is equivalent to r.

Proof.
cp(v) ≤ p(v) ≤ Cp(v)

with c = C = 1. So p is equivalent to p.

If p is equivalent to q then

cp(v) ≤ q(v) ≤ Cp(v).

So
1

C
q(v) ≤ p(v) ≤ 1

c
q(v).

Therefore q is equivalent to p.
If p is equivalent to q and q is equivalent to r then

there are c, C > 0 and k,K > 0 such that

cp(v) ≤ q(v) ≤ Cp(v).

and
kq(v) ≤ r(v) ≤ Kq(v).

Then
ckp(v) ≤ r(v) ≤ CKp(v).

So p is equivalent to r.

Although equivalent norms give rise to the same
topology they give rise to different metrics and com-
pleteness is defined in terms of Cauchy filters, which
in turn are defined in terms of a metric. The following
proposition is therefore not obvious.

Proposition 5.1.5. If p and q are equivalent norms
on on a vector space V and F is a Cauchy filter for
the norm p then it is also a Cauchy filter for the
norm q, and vice versa. If (V, p) is a Banach space
then (V, q) is a Banach space, and vice versa.

Proof. Let c, C be as in the definition of equivalent
norms. Suppose r > 0. F is a Cauchy filter for the
norm p and cr > 0 so there is an x ∈ V such that

Bp(x, cr) ∈ F .

Here Bp is the ball with respect to the metric from
the norm p. In other words,

Bp(x, s) = {y ∈ V : p(x− y) < s} .

We define balls Bq with respect to the metric from the
norm q similarly. If y ∈ Bp(x, cr) then p(x−y) < cr
so q(x − y) < r and hence y ∈ Bq(x, r). In other
words,

Bp(x, cr) ⊆ Bq(x, r).
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Now Bp(x, cr) ∈ F and F is upward closed so
Bq(x, r) ∈ F . There is therefore, for each r > 0,
an xinV such that Bq(x, r) ∈ F . In other words, F
is a Cauchy filter for the norm q.

Conversely, if F is a Cauchy filter for the norm q
then it is a Cauchy filter for the norm p. The proof is
the same, but with p and q switched and c replaced
by 1/C.

Suppose (V, p) is a Banach space. If F is a Cauchy
filter for q then it is, by what we’ve just proved, also a
Cauchy filter for p. (V, p) is a Banach space so F is a
convergent filter for p. Convergence is defined purely
in terms of the topology and p and q induce the same
topology by Proposition 5.1.3 so F is convergent for
q as well. So every Cauchy filter for q is convergent
for q. In other words, (V, q) is a Banach space.

Conversely, if (V, q) is a Banach space then (V, p) is
a Banach space. The proof is identical, except with
p and q switched.

5.2 Bounded linear transformations

In this section we follow some of the standard no-
tational and terminological conventions of linear al-
gebra. In particular linear functions from a vector
space to a vector space will sometimes be called lin-
ear transformations. They will generally be written
without parentheses, unless the parentheses are re-
quired to specify the order of operations. So Av is
the linear transformation A evaluated at the vector
v. Also, composition of linear functions will gener-
ally be written without the ◦ sign. So (AB)v is the
composition of A and B, evaluated at v. By the defi-
nition of composition of functions this is the same as
A evaluated at the vector Bv, i.e. A(Bv). We there-
fore see the the parentheses are unnecessary, since
(AB)v and A(Bv) are the same vector. One way in
which I will not follow the standard notation of linear
algebra is that a superscript ∗ continues to refer to
the preimage rather than conjugate transpose, as it
often does in linear algebra.

Definition 5.2.1. Suppose (V, p) and (W, q) are
normed vector spaces and A : V → W is a linear
transformation. K ≥ 0 is said to be a bound for

a A if, for all v ∈ V , we have

q(Av) ≤ Kp(v).

A linear transformation is called bounded if has a
bound.

There is an unfortunate conflict of terminology
here, since we already defined boundedness for func-
tions from a set to a metric space. Normed vector
spaces are sets and metric spaces, so one might hope
that the previous definition would agree with the new
one, but it does not. In fact the previous definition,
that the image of the function should be a bounded
set, is not satisfied by any non-zero linear transfor-
mation.

Proposition 5.2.2. Suppose (V, p) and (W, q) are
normed vector spaces and A : V → W is a linear
transformation. The following statements are equiv-
alent.

(a) A is bounded.

(b) A is Lipschitz continuous.

(c) A is uniformly continuous.

(d) A is continuous

(e) A is continuous at 0.

(f) There is a x ∈ V such that A is continuous at
x.

Proof. If K is a bound for A and x,y ∈ V then

dW (Ax, Ay) = q(Ax−Ay) = q(A(x− y))

≤ Kq(x− y) = KdV (x,y).

Here dV and dW are the expected metrics on V and
W , namely the ones coming from p and q respec-
tively. So if A is bounded then it’s Lipschitz continu-
ous. Lipschitz continuity implies uniform continuity
by Proposition 4.3.3 and uniform continuity implies
continuity by the same proposition. Continuity im-
plies continuity at every point by Proposition refcon-
tloc, so in particular it implies continuity at 0. If A
is continuous at 0 then there is certainly an x ∈ V
such that A is continuous at x. The non-trivial part
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of the proposition is that the last statement implies
the first.

Suppose that A is continuous at z. By Proposi-
tion 4.1.6 there is, for every ε > 0, a δ > 0 such
that

BV (x, δ) ⊆ A∗(BW (Ax, ε)).

Choose such an ε and δ. If v 6= 0 then set

y = x +
δ

2p(v)
v.

Then

dV (y − x) = p(y − x) = p

(
δ

2p(v)
v

)
=

∣∣∣∣ δ

2p(v)

∣∣∣∣ p (v) =
δ

2
< δ

so
y ∈ BV (x, δ)

and hence
y ∈ A∗(BW (Ax, ε)).

In other words

Ay ∈ BW (Ax, ε)

or

q(A(y − x)) = q(Ay −Ax) = dW (Ay, Ax) < ε.

Now

Av = A

(
2p(v)

δ
(y − x)

)
=

2p(v)

δ
A(y − x)

so

q(Av) =

∣∣∣∣2p(v)

δ

∣∣∣∣ q(A(y − x)) ≤ 2p(v)

δ
ε.

Let K = 2ε/δ. Then K ≥ 0 and

q(Av) ≤ Kp(v)

for all v 6= 0. This inequality holds trivially though
for v = 0 so

q(Av) ≤ Kp(v)

for all v ∈ V . K is therefore a bound for A and A is
bounded.

Proposition 5.2.3. Suppose (V, p) and (W, q) are
normed vector spaces and A : V → W is a bounded
linear transformation. Then there is a least bound for
A.

Proof. Let S be the set of bounds for A. Then S is
non-empty and K ≥ 0 for all K ∈ S so

L = inf S

exists. If ε > 0 then L + ε > L so L + ε is greater
than than the greatest lower bound for S and so is
not a lower bound. In other words, there is a K ∈ S
such that K < L+ ε. This K is a bound for A so for
all v ∈ V we have

q(Av) ≤ Kp(v) ≤ (L+ ε)p(v).

For any v ∈ V we have

q(Av) ≤ (L+ ε)p(v)

for all ε > 0 so

q(Av) ≤ Lp(v)

L is therefore a bound for A, i.e. an element of S.
The infimum of S belongs to S and is therefore a
minimum of S.

Proposition 5.2.4. Suppose (V, p) and (W, q) are
normed vector spaces. The set of bounded linear
transformations from V to W is a vector space. For
each a bounded linear transformation A : V → W let
r(A) be the minimum bound for A, the existence of
which was proved in the previous proposition. Then
r is a norm on the space of bounded linear transfor-
mations.

Proof. The set of bounded linear transformations is a
subset of the set of all linear transformations, which
is a vector space. To show that the bounded linear
transformations are a vector space it therefore suffices
to show that any scalar multiple of any bounded lin-
ear transformation is bounded and that the sum of
any two bounded linear transformations is bounded.
This will be done in the course of checking that r
satisfies the requirements to be a norm.
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We defined bounds to be non-negative so r(A) ≥ 0
for all A. If A is the zero linear transformation then

q(Av) = q(0) ≤ 0p(v)

for all v ∈ V so 0 is a bound for A. If must be
the least bound so r(A) = 0. Conversely, if A is a
non-zero linear transformation then there is a v ∈ V
such that Av 6= 0 and hence q(Av) > 0. This is
incompatible with

q(Av) ≤ 0p(v)

so 0 is not a bound and so the minimum bound r(A)
must be positive. This establishes 1.4.1a.

If α ∈ R, A is a bounded linear transformation
from V to W and v ∈ V then

q((αA)v) = q(α(Av) = |α|q(Av) ≤ |α|r(A)p(v).

So |α|r(A) is a bound for αA. It follows that αA is
bounded and

r(αA) ≤ |α|r(A),

since the minimum bound is less than or equal to any
other bound. If α 6= 0 then we also have

q(Av) = q(α−1(αAv)) =
∣∣α−1∣∣ q(αAv)

≤ |α|−1r(αA)p(v)

so |α|−1r(αA) is a bound for A. Therefore

r(A) ≤ |α|−1r(αA)

since the minimum bound is less than or equal to any
other bound. Equivalently,

r(αA) ≥ |α|r(A).

This was proved for α 6= 0 but clearly holds for α = 0
as well. Combined with the inequality we already
obtained, this gives

r(αA) ≥ |α|r(A).

This establishes 1.4.1b.
Next, observe that

q((A+B)v) = q(Av +Bv) ≤ q(Av) + q(Bv)

≤ r(A)p(v) + r(B)p(v)

= (r(A) + r(B))p(v)

since r(A) and r(B) are bounds for A and B. It
follows from

q((A+B)v) ≤ (r(A) + r(B))p(v)

that r(A) + r(B) is a bound for A + B. Therefore
A+ B is bounded and, since the minimum bound is
less than or equal to any other bound,

r(A+B) ≤ r(A) + r(B).

This establishes 1.4.1c.

We are therefore justified in referring to the min-
imum bound of A as the operator norm of A. The
operator norm is submultiplicative in the following
sense.

Proposition 5.2.5. Suppose (U, pU ), (V, pV ) and
(W,pW ) are normed vector spaces. Let pV,U , pW,V
and pW,U be the operator norms on the spaces of
bounded linear transformations from U to V , from
V to W and from U to W , respectively. If A is a
bounded linear transformation from V to W and B
is a bounded linear transformation from U to V then

pW,U (AB) ≤ pW,V (A)pV,U (B).

Proof.

pW ((AB)v) = pW (A(Bv)) ≤ pW,V (A)pV (Bv)

≤ pW,V (A)pV,U (B)pU (v)

so pW,V (A)pV,U (B) is a bound for AB and therefore

pW,U (AB) ≤ pW,V (A)pV,U (B).

5.3 Equivalence of norms on finite di-
mensional normed spaces

Proposition 5.3.1. Suppose that p and q are norms
on a finite dimensional vector space V . Then p and
q are equivalent.

Proof. The assumption that V is finite dimensional
means that there is a finite basis u1, . . . un for V .

p(w) ≤ p(w − z) + p(z)
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and

p(z) ≤ p(z−w) + p(w)

so

−p(z−w) ≤ p(w)− p(z) ≤ p(w − z)

In other words,

|p(w)− p(z)| ≤ p(w − z).

Define f : Rn → V by

f(x) =

n∑
j=1

xjuj , g(x) = p(f(x)).

Then

|g(x)− g(y)| = |p(f(x))− p(f(y))| ≤ p(f(x)− f(y))

= p(f(x− y)) = p

 n∑
j=1

(xj − yj)uj


≤

n∑
j=1

|xj − yj |p (uj)

≤

√√√√ n∑
j=1

|xj − yj |2
√√√√ n∑

j=1

p (uj)
2

= K‖x− y‖

where K =
√∑n

j=1 p (uj)
2
. The norm in ‖x− y‖ is

the usual Euclidean norm on Rn. So g is Lipschitz,
hence continuous.

Let S = {x ∈ Rn : ‖x‖ = 1}. If x ∈ S then x 6= 0
and hence f(x) =

∑n
j=1 xjuj is a non-trivial linear

combination of basis vectors of V . So f(x) 6= 0 and
therefore g(x) = p(f(x) > 0.

Similarly if q is a norm on V and h(x) = q(f(x))
then h is continuous and is positive on S. q/p is
therefore a continuous positive function on S.

S is closed and bounded, hence compact, so h/g
has a minimum and maximum on S, both of which
must both be positive. There are therefore c, C > 0
such that

c ≤ h(x)

g(x)
≤ C

for all x ∈ S. If y 6= 0 then

x =
1

‖y‖
y

is an element of S.

c ≤ h(x)

g(x)
≤ C

and

q(f(y))

p(f(y))
=
q(f(‖y‖x))

p(f(‖y‖x))
=
q(‖y‖f(x))

p(‖y‖f(x))

=
‖y‖q(f(x))

‖y‖p(f(x))
=
h(x)

g(x)

so
cp(f(y)) ≤ q(f(y)) ≤ Cp(f(y)).

This was proved for y 6= 0 but clearly also holds for
y = 0.

u1, . . . ,un is a basis for V so if v ∈ V then v =∑n
j=1 yjuj for some y1, . . . , yn. In other words, v =

f(y) for some y. Therefore

cp(v) ≤ q(v) ≤ Cp(v).

So p and q are equivalent.

5.4 Useful inequalities

Proposition 5.4.1. Suppose w,x ∈ Rn and wj ≥ 0
for all j. Suppose that ϕ : R → R is strictly convex.
Then

ϕ

(∑n
j=1 wjxj∑n
j=1 wj

)
≤
∑n
j=1 wjϕ (xj)∑n

j=1 wj

with equality if and only if all x’s are equal.

Proof. This is clear if n = 1. For n > 1 it is proved by
induction. It’s convenient to introduce the quantities

αm =

m∑
j=1

wjxj , βm =

m∑
j=1

wj ,

γm =

m∑
j=1

wjϕ (xj) .
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Our induction hypothesis is then

ϕ((αk/βk) ≤ γk/βk
and we wish to prove the same with k replaced by
k + 1. Let

s =
βk
βk+1

, t =
wk+1

βk+1
, µ =

αk
βk
, ν = xk+1.

Then s, t ≥ 0 and s + t = 1 so, by the definition of
strict convexity,

ϕ(sµ+ tν) ≤ sϕ(µ) + tϕ(ν).

with equality if and only if µ = ν. Now

sµ =
αk
βk+1

, tν =
wk+1xk+1

βk+1
, sµ+ tν =

αk+1

βk+1
,

and hence

ϕ

(
αk+1

βk+1

)
≤ βkϕ (αk/βk) + wkϕ (xk+1)

βk+1

with equality if and only if

αk
βk

= xk+1.

Combining this with the induction hypothesis,

ϕ

(
αk+1

βk+1

)
≤ γk + wkϕ (xk+1)

βk+1
=
γk+1

βk+1

with equality if and only if both

αk
βk

= xk+1.

and x1 = x2 = · · · = xk. This happens if and only
if x1 = x2 = · · · = xk+1, so the inductive proof is
complete.

We are mostly interested in the special case

n∑
j=1

wj = 1,

in which case the inequality simplifies to

ϕ

 n∑
j=1

wjxj

 ≤ n∑
j=i

wjϕ (xj) .

This is known as Jensen’s Inequality . Clearly we can
allow some of the w’s to be zero, but nothing is really
gained by doing so.

Corollary 5.4.2. Suppose w,x ∈ Rn and aj ≥ 0
and wj ≥ 0 for all j.

n∏
j=1

a
wj

j ≤
n∑
j=1

wjaj

with equality if and only if all a’s are equal.

Proof. If any of the a’s are zero then then the product
on the left is zero while the sum on the right is non-
negative, so the inequality holds. If all a’s are positive
then we take xj = log aj and ϕ = exp in Jensen’s
Inequality.

The special case wj = 1/n, n∏
j=1

aj

1/n

≤
∑n
j=1 aj

n
,

is known as the Arithmetic-Geometric Mean Inequal-
ity .

Proposition 5.4.3. Suppose B is an m× n matrix,
w ∈ Rn, and bj,k ≥ 0, wj > 0 for all k and j. Sup-
pose also that

∑n
k=1 wk = 1 Then

m∑
j=1

n∏
k=1

bj,k ≤
n∏
k=1

 m∑
j=1

b
1/wk

j,k

wk

.

Proof. We begin by noting that if there is a k such
that bj,k = 0 for all j then both the left and right
hand sides of the inequality are both zero and so the
proposition holds. We therefore only need to consider
the case where for each k there is a j with bj,k > 0.
Let

cj,k = bwk

j,k.

Then cj,k ≥ 0 and cj,k > 0 if and only if bj,k > 0 so
we only need to consider the case where for each k
there is a j with cj,k > 0. We may therefore apply
the inequality

n∏
k=1

awk

k ≤
n∑
k=1

wkak

to
ak =

cj,k∑m
i=1 ci,k
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since the denominator is non-zero. We find
n∏
k=1

(
cj,k∑m
i=1 ci,k

)wk

≤
n∑
k=1

wk
cj,k∑m
i=1 ci,k

.

Summing over 1 ≤ j ≤ m gives

m∑
j=1

n∏
k=1

(
cj,k∑m
i=1 ci,k

)wk

≤ 1

or
m∑
j=1

n∏
k=1

cwk

j,k ≤
n∏
k=1

(
m∑
i=1

ci,k

)wk

.

This is just

m∑
j=1

n∏
k=1

bj,k ≤
n∏
k=1

(
m∑
i=1

b
1/wk

i,k

)wk

.

This, except for the name of the index of summation
on the right hand side, is exactly the inequality from
the proposition.

The proposition below is known as Hölder’s In-
equality .

Proposition 5.4.4. Suppose that x,y ∈ Rm, and
that p, q ∈ (1,+∞) are such that

1

p
+

1

q
= 1.

Then∣∣∣∣∣∣
m∑
j=1

xjyj

∣∣∣∣∣∣ ≤
 m∑
j=1

|xj |p
1/p m∑

j=1

|yj |q
1/q

.

Proof. We apply the preceding inequality with n = 2,
w1 = 1/p, w2 = 1/q, bj,1 = |xj | and bj,2 = |yj |. This
produces

m∑
j=1

|xjyj | ≤

 m∑
j=1

|xj |p
1/p m∑

j=1

|yj |q
1/q

.

The result now follows from the elementary inequality∣∣∣∣∣∣
m∑
j=1

xjyj

∣∣∣∣∣∣ ≤
m∑
j=1

|xjyj |.

The special case p = q = 2 is known as the Cauchy-
Schwarz Inequality .∣∣∣∣∣∣

m∑
j=1

xjyj

∣∣∣∣∣∣ ≤
√√√√ m∑

j=1

|xj |2
√√√√ m∑

j=1

|yj |2.

The following is known as Minkowski’s Inequality .

Proposition 5.4.5. Suppose r ≥ 1 and A is an m×n
matrix. Let z ∈ Rm be defined by

zj =

n∑
k=1

aj,k.

Then  m∑
j=1

|zj |r
1/r

≤
n∑
k=1

 m∑
j=1

|aj,k|r
1/r

.

Proof. We begin by noting that

|zj | =

∣∣∣∣∣
n∑
k=1

aj,k

∣∣∣∣∣ ≤
n∑
k=1

|aj,k|.

Summing this over j from 1 to m gives the case r = 1
of the proposition, so it only remains to consider the
case r > 1. Then

|zj |r = |zj |r−1|zj | ≤ |zj |r−1
n∑
k=1

|aj,k|

=

n∑
k=1

|zj |r−1|aj,k|.

Summing over j,

m∑
j=1

|zj |r ≤
m∑
j=1

n∑
k=1

|zj |r−1|aj,k| =
n∑
k=1

m∑
j=1

|zj |r−1|aj,k|

We apply Hölder’s Inequality with p = r/(r − 1),
q = r, xj = |zj |r−1 and yj = |aj,k|. This gives

m∑
j=1

|zj |r−1|aj,k| ≤

 m∑
j=1

|zj |r


r−1
r
 m∑
j=1

|aj,k|r
1/r

.
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Therefore

m∑
j=1

|zj |r ≤
n∑
k=1

 m∑
j=1

|zj |r


r−1
r
 m∑
j=1

|aj,k|r
1/r

=

 m∑
j=1

|zj |r


r−1
r n∑

k=1

 m∑
j=1

|aj,k|r
1/r

.

Dividing both sides by
(∑m

j=1 |zj |r
) r−1

r

gives

 m∑
j=1

|zj |r
1/r

≤
n∑
k=1

 m∑
j=1

|aj,k|r
1/r

,

which is what we were looking for.

5.5 Inequalities for infinite sums

All of the inequalities above have analogues for infi-
nite sums. Of course infinite sums needn’t converge
so we need to be careful to note which sums we need
to assume converge in the hypotheses of the proposi-
tions and which sums converge as part of the conclu-
sion of the propositions.

Proposition 5.5.1. Suppose that p, q ∈ (1,+∞) are
such that

1

p
+

1

q
= 1.

Suppose that S is a set and f, g are functions from S
to R such that ∑

s∈S
|f(s)|p

and ∑
s∈S
|g(s)|q

are convergent. Then∑
s∈S

f(s)g(s)

is also convergent and∣∣∣∣∣∑
s∈S

f(s)g(s)

∣∣∣∣∣ ≤
(∑
s∈S
|f(s)|p

)1/p(∑
s∈S
|g(s)|q

)1/q

.

Proof. This will require some properties of infinite
sums which we won’t prove until a later section, but
the proofs there won’t depend on anything in this
section so the argument isn’t circular.

Let
u =

∑
s∈S
|f(s)|p

and
v =

∑
s∈S
|g(s)|q.

These exist, by the hypotheses of the proposition.
The sums are of non-negative terms so in fact

u = sup
∑
s∈H
|f(s)|p

and
v = sup

∑
s∈H
|g(s)|q,

where the supremum is over finite subsets H of S.
For each such H we have∑
s∈H
|f(s)g(s)| ≤

(∑
s∈H
|f(s)|p

)1/p(∑
s∈H
|g(s)|q

)1/q

≤ u1/pv1/q

by the finite version of Hölder’s Inequality, which we
proved in the last section. This holds for all F so

sup
∑
s∈H
|f(s)g(s)| ≤ u1/pv1/q,

where the sum is again over all finite H ⊆ S. Using
again the fact that this is a sum of non-negative terms
we get ∑

s∈S
|f(s)g(s)| = sup

∑
s∈H
|f(s)g(s)|.

As with series, absolute convergence implies conver-
gence so ∑

s∈S
f(s)g(s)

exists. The same theorem shows that∣∣∣∣∣∑
s∈S

f(s)g(s)

∣∣∣∣∣ ≤∑
s∈S
|f(s)g(s)| ≤ u1/pv1/q.
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In a similar way we get the infinite version of
Minkowski’s Inequality.(∑

s∈S

∣∣∣∣∣
n∑
k=1

ak(s)

∣∣∣∣∣
r)1/r

≤
n∑
k=1

(∑
s∈S
|ak(s)|r

)1/r

.

The sum over s ∈ S on the left hand side converges
provided that the sums on the right do.

5.6 The spaces `p(N)

Definition 5.6.1. Suppose p ∈ [1,+∞). Then
`p(N) is the set of functions α : N → R, i.e. se-
quences in R, such that

∞∑
j=0

|αj |p

is convergent.

Proposition 5.6.2. Then

‖α‖p =

 ∞∑
j=0

|αj |p
1/p

is a norm on `p(N).

Proof. The first two properties of norms are straight-
forward. The third is Minkowski’s inequality.

`p(N) also complete, as will be proved in a later
section, and so `p(N) is a Banach space.

Proposition 5.6.3. Suppose 1 ≤ p ≤ q < +∞ Then

`p(N) ⊆ `q(N),

and

‖α‖q ≤ ‖α‖p.

Also,

`p(N) ⊂ `q(N)

if p < q.

Proof. Suppose α ∈ `p(N). If α 6= 0 then set βj =
αj/‖α‖p. Then

∞∑
j=0

|βj |p =

p∑
j=0

|αj |p/‖α‖p = ‖α‖p/‖α‖p = 1.

Each summand is non-negative so |βj |p ≤ 1. It fol-
lows that

|βj |q = (|βj |p)q/p ≤ |βj |p

Multiplying by ‖α‖qp,

|αj |q ≤ |αj |p‖α‖p−qp

By the comparison test
∑∞
j=0 |αj |q is convergent and

‖α‖qq ≤ ‖α‖pp‖α‖p−qp This also holds if α = 0. In other
words,

`p(N) ⊆ `q(N), , ‖α‖q ≤ ‖α‖p,

as promised.

Define γ : N→ R by γj = 2−n/r if 2n ≤ j < 2n+1.
Then

∞∑
j=0

|γj |q =

∞∑
n=0

2n2−nq/r =

∞∑
n=0

2−n(q−r)/r.

If q > r then this geometric series converges. If q ≤ r
then it doesn’t. So γ ∈ `q(N) exactly for q > r If
p < q then we therefore have a strict inclusion

`p(N) ⊂ `q(N)

Another way to state the proposition above is that
the inclusion function i : `p(N) → `q(N) is a con-
tinuous injection whose image is a proper (linear)
subspace. It’s continuous because ‖α‖q ≤ ‖α‖p, so
K = 1 is a bound.

Proposition 5.6.4. Let F be the subset of `q(N)
consisting of sequences with only finitely many non-
zero elements. Then F is dense in `q(N) for all q ≥
1. Also, if 1 ≤ p < q then `p(N) is also a dense
proper (linear) subspace of `q(N).
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Proof. Suppose α ∈ `q(N). Define α[k] ∈ `q(N) by

α
[k]
j =

{
αj if j < k,

0 if j ≥ k.

αj − α[k]
j =

{
αj if j ≥ k,
0 if j < k.

So

‖α− α[k]‖qq =

∞∑
j=k

|αj |q.

This tends to zero as k tends to infinity, because∑∞
j=0 |αj |q is convergent, so

lim
k→∞

‖α− α[k]‖qq = 0

from which it follows that ‖α−α[k]‖q → 0 and α[k] →
α. α[k] ∈ F for all k and α[k] → α so α ∈ F . α ∈
`q(N) was arbitrary, so F = `q(N). In other words,
F is dense in `q(N) for all q ≥ 1.

If 1 ≤ p < q then

F ⊆ `p(N) ⊆ `q(N)

so `p(N) is also a dense (linear) subspace of `q(N).
We’ve already seen that it’s a proper subset.

If your intuition is based on finite dimensional
normed spaces then it can be hard to imagine a dense
proper subspace!

Proposition 5.6.5. Closed balls in `p(N) are not
compact for any p.

Proof. Suppose α ∈ `p(N) and r > 0. For each k ∈ R
define β[k] ∈ `p(N) by

β
[k]
j =

{
αj + r if j = k,

αj if j 6= k.

Then
‖β[k] − α‖ = r

and
‖α[k] − α[l]‖ = 21/pr

for all k, l ∈ N. It follows that β[k] ∈ B̄(α, r) for
each k. Let C be the set of all β[k] as k ranges over

N. Then C is a closed subset of B̄(α, r). For any
k, l ∈ N and any ξ ∈ B̄(α, r) we have

‖α[k] − ξ‖p‖ξ − α[l]‖p ≥ ‖α[k] − α[l]‖p = 21/pr

so at least one of ‖α[k] − ξ‖p or ‖ξ − α[l]‖p is greater
than or equal to 21/p−1r. Equivalently, at most one
of the α[m] belongs to B(ξ, 21/p−1r), so there is no
finite collection of balls of that radius which covers
B̄(α, r). Therefore B̄(α, r) is not totally bounded and
so is not compact.

Proposition 5.6.6. ‖ ‖p and ‖ ‖q are inequiva-
lent norms on `p(N) if 1 ≤ p < q.

Proof. Choose r ∈ (p, q) and define γj = 2−n/r if
2n ≤ j < 2n+1 as before and then

γ
[k]
j =

{
γj if j < k,

0 if j ≥ k.

Then limk→∞ γ[k] = γ in `q(N) but the sequence is
unbounded, and hence does not converge, in `p(N).
Convergence is defined in terms of the topology so
the two topologies are different, but equivalent norms
give rise to the same topology.

In fact all the (uncountably many) norms ‖ ‖r for
p ≤ r ≤ q are inequivalent.

Proposition 5.6.7. The inclusion i : `p(N) →
`q(N) is an injection for 1 ≤ p < q, but has no
bounded left inverse.

6 Infinite sums

Infinite sums of functions defined on arbitrary sets
were defined in an earlier section as limits of nets,
with the directed subset being the set of finite subsets
and the net being the function with assigns to each
finite subset the sum over that subset. We already
derived those properties of sums which are immedi-
ate consequences of the properties of limits, namely
uniqueness, linearity and monotonicity. There are a
number of other properties of series which we would
like to extend to infinite sums, such as the compar-
ison test, which are not immediate consequences of
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any familiar property of limits. We will derive those
properties in this chapter. Many properties of sums
hold for sums with values in a normed vector space
while others require a Banach space or even a finite
dimensional space. For simplicity we’ll consider only
real valued sums, although it’s convenient to consider
also sums with values in the extended reals, which we
now define.

6.1 The extended reals

Sums of real numbers can fail to converge in either
of two ways.

∑∞
j=1 j fails to converge because the

partial sums grow without bound while
∑∞
j=1(−1)j

has partial sums which are bounded, but oscillatory.
We’d like to distinguish between these two situations,
both for sums and later for integrals. One way to do
this is to work with the extended real numbers and
allow sums to be infinite.

We write [−∞,+∞] for the set consisting of the
R and two additional points, labeled +∞ and −∞.
The order structure and topology on the reals are
extended to the set [−∞,+∞] and the arithmetic
operations are partially extended.

We extend the order relation by saying that

−∞ ≤ x ≤ +∞

for all x ∈ [−∞,+∞]. In addition to the empty set
we have four types of intervals:

• (a, b) = {x ∈ [−∞,+∞] : a < x < b},

• [a, b) = {x ∈ [−∞,+∞] : a ≤ x < b},

• (a, b] = {x ∈ [−∞,+∞] : a < x ≤ b},

• [a, b] = {x ∈ [−∞,+∞] : a ≤ x ≤ b}.

Here a, b ∈ [−∞,+∞]. This notation is consis-
tent with the notation for intervals in R. It is
also self-consistent, since −∞ ≤ x ≤ +∞ for all
x ∈ [−∞,+∞]. The open intervals in [−∞,+∞] are
those of the form (a, b), (a,+∞], [−∞, b), [−∞,+∞]
or ∅, where a, b ∈ [+∞,−∞]. A subset of [−∞,+∞]
is said to be open if it is a union of open intervals. As
in R = (−∞,+∞) we define upper and lower bounds
in terms of the order structure and we define infima

and suprema to be greatest lower bounds and least
upper bounds, respectively.

The following propositions illustrate some ways
in which [−∞,+∞] is better behaved than R =
(−∞,+∞).

Proposition 6.1.1. Every subset of [−∞,+∞] has
an infimum and a supremum in [−∞,+∞].

Proof. Suppose A ∈ ℘([−∞,+∞]). One of the fol-
lowing three statements is true:

1. +∞ is a supremum for A.

2. x ≤ −∞ for all x ∈ A.

3. +∞ is not a supremum for A and there is an
x ∈ A such that x > −∞.

In each case we can show that A has a supremum. In
the first case that supremum is +∞.

In the second case −∞ is an upper bound. There
are no elements of [−∞,+∞] less than−∞ and hence
no upper bounds of A less than −∞. −∞ is therefore
an infimum of A.

The interesting case is the third one. +∞ is an up-
per bound for A because there are no larger elements
in [−∞,+∞]. If +∞ were an element of A then noth-
ing less than +∞ could be an upper bound and so
+∞ would be a supremum and we would not be in
the third case. Therefore +∞ /∈ A. There is an x ∈ A
such that x > −∞ and we’ve just seen that +∞ /∈ A
so x 6= +∞. Therefore −∞ < x < +∞, i.e. x ∈ R.
Thus R∩A is non-empty. +∞ is an upper bound for
A but not a least upper bound so there is an upper
bound, which we can call z. Thus w ≤ z < +∞
for all w ∈ A. In particular, x ≤ z < +∞ so
−∞ < z < +∞, i.e. z ∈ R. Now w ≤ z for all
w ∈ A and hence for all w ∈ R∩A. So z is an upper
bound in R for R ∩A. R ∩A is a non-empty subset
of R which is bounded by z ∈ R and hence has a
least upper bound in R. Call this bound y. y is an
upper bound for R ∩ A. If w ∈ A then w 6= +∞, so
w ∈ R ∩ A or w = −∞. In either case w ≤ y, so y
is an upper bound for A as well. Any lesser upper
bound for A would also be an upper bound for R∩A,
which is impossible because y is a least upper bound
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for R ∩ A. So y is a least upper bound for A, i.e. a
supremum.

The proof that A has an infimum is identical, ex-
cept that the roles of +∞ and −∞ are reversed and
all inequalities run in the opposite direction.

Every subset of R is a subset of [−∞,+∞] so it fol-
lows from the proposition that every subset of R has
an infimum and a supremum in [−∞,+∞], although
it may not have an infimum or supremum in R.

Proposition 6.1.2. Suppose (D,4) is a non-empty
directed set and ϕ : D → [−∞,+∞] is a monotone
function. Then ϕ converges to supϕ∗(D).

Proof. Let z = supϕ∗(D). Suppose U is an open
neighbourhood of z. U is a union of open intervals
so there is an open interval I such that z ∈ I and
I ⊆ U .

If z = −∞ then ϕ(a) ≤ −∞ for all a ∈ D and
hence ϕ(a) = −∞ for all a ∈ D. Constant nets are
always convergent, so in this case the conclusion of
the proposition follows trivially. We can therefore
restrict our attention to the case z > −∞.

z ∈ I so I 6= ∅. It must of one of the four types
(α, β), [α, β), (α, β] or [α, β]. If α = −∞ and z = +∞
then 0 ∈ I and 0 < z. If α = −∞ and z < +∞
then z − 1 ∈ I and z − 1 < z. If α > −∞ then
(α + z)/2 ∈ I and (α + z)/2 < z. For the latter
inequality we need to use the fact that I is an open
interval rather than just an interval, so cannot be of
the from [α, β) or [α, β] if α > −∞. So in every case
there is a w ∈ I such that w < z. z is a least upper
bound for ϕ∗(D) so w is not an upper bound for
ϕ∗(D). In other words, there is an x ∈ ϕ∗(D) such
that x > w. x ∈ ϕ∗(D) so there is an a ∈ D such
that ϕ(a) = x, and hence ϕ(a) > w. ϕ is monotone
so

ϕ(b) ≥ ϕ(b) ≥ ϕ(a) > w

for all b ∈ D such that a 4 b. Now z is an upper
bound for ϕ∗(D) so ϕ(b) ≤ z. w, z ∈ I and w ≤
ϕ(b) ≤ z so ϕ(b) ∈ I and hence ϕ(b) ∈ U . So for
every open neighbourhood U of z there is an a ∈ D
such that ϕ(b) ∈ U whenever a 4 b. Therefore ϕ
converges to z.

Corollary 6.1.3. Every monotone sequence in
[−∞,+∞] converges.

Proof. Sequences are nets.

Proposition 6.1.4. Suppose S is a set and u : S →
[0,+∞] is a function. Then

∑
s∈S u(s) converges to

sup
∑
s∈F

u(s)

where the supremum is over all finite F ⊆ S.

Proof. Let D be the set of finite subsets of S, ordered
by ⊆. Define ϕ : D → [0,+∞] by

ϕ(F ) =
∑
s∈F

u(s).

If F,G ∈ D and F ⊆ G then

ϕ(F ) =
∑
s∈F

u(s) ≤
∑
s∈G

u(s) = ϕ(G)

so ϕ is monotone. This is the point at which we use
the fact that ϕ(s) ≥ 0 for all s, and so in particular
for s ∈ G \ F . The limit of ϕ is

∑
s∈S u(s), by the

definition of sums. We can now apply the previous
proposition to conclude that

∑
s∈S u(s) converges to

sup
∑
s∈F

u(s).

The arithmetic operations are extended to
[−∞,+∞] in more or less the way one might expect.
Addition is defined by

w + +∞ = +∞+ w = +∞,
x+−∞ = −∞+ x = −∞

for w ∈ (−∞,+∞] and x ∈ [−∞,+∞). +∞ + −∞
and −∞ + +∞ are deliberately left undefined. The
additive inverse is defined by

−+∞ = −∞, −−∞ = +∞

and subtraction is defined in the usual way in terms
of these operations:

u− v = u+ (−v).
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Multiplication is defined by

y ·+∞ = +∞ · y = +∞,
z ·+∞ = z ·+∞ = −∞
y · −∞ = −∞ · y = −∞,
z · −∞ = z · −∞ = +∞

for y ∈ (0,+∞] and z ∈ [−∞, 0) and

0 ·+∞ = +∞ · 0 = 0 = 0 · −∞ = −∞ · 0.

We define the multiplicative inverse by

(+∞)−1 = 0 = (−∞)−1

and division by
u/v = uv−1.

Division by zero remains undefined.
These definitions preserve most of the algebraic

properties of the real numbers, including the commu-
tative, associative and distributive laws. They don’t
fully obey the usual cancellation laws though. From
x + z = y + z it doesn’t follow, for example that
x = y, since 0++∞ = 1++∞ but 0 6= 1. The arith-
metic operations are continuous everywhere they’re
defined, with the exception of multiplication at the
points (0,+∞), (0,−∞), (+∞, 0) and (−∞, 0).

One consequence of the continuity of addition is
the limit of a finite sum is the sum of the limits in
[−∞,+∞], just as it is for limits in R, provided the
sum of the limits is defined, i.e. doesn’t involve both
+∞ and −∞ as summands.

6.2 Comparison

Theorem 6.2.1. Suppose that u and v are functions
from a set S to R. If

|u(s)| ≤ |v(s)|

for all s ∈ S and ∑
s∈S
|v(s)| < +∞

then ∑
s∈S

u(s)

converges.

Proof.
∑
s∈S |v(s)| is a sum of non-negative terms so

it must converge to some element of [0,+∞]. The
assumption ∑

s∈S
|v(s)| < +∞

means that it converges to an element of [0,+∞).
By the definition of sums this means that the net
of partial sums is convergent. It must therefore be
Cauchy. In other words, for each ε > 0 there is a
finite subset F of S such that if F ⊆ G and F ⊆ H
then ∣∣∣∣∣∑

s∈G
|v(s)| −

∑
s∈H
|v(s)|

∣∣∣∣∣ < ε.

This holds in particular for H = F , so∑
s∈G
|v(s)| −

∑
s∈F
|v(s)| < ε

if F ⊆ G. Removing the outer layer of absolute value
signs is permissible because∑

s∈G
|v(s)| −

∑
s∈F
|v(s)| =

∑
s∈G\F

|v(s)|

is a sum of non-negative terms and hence non-
negative. Now −|v(s)| ≤ u(s) ≤ |v(s)| for all s ∈ S
and hence

−ε < −
∑

s∈G\F

|v(s)| ≤
∑

s∈G\F

u(s) ≤
∑

s∈G\F

|v(s)| < ε.

We can rewrite this as

−ε <
∑
s∈G

u(s)−
∑
s∈F

u(s) < ε

Similarly,

−ε <
∑
s∈H

u(s)−
∑
s∈F

u(s) < ε

if F ⊆ H. Writing

∑
s∈G

u(s)−
∑
s∈H

u(s) =

(∑
s∈G

u(s)−
∑
s∈F

u(s)

)

−

(∑
s∈H

u(s)−
∑
s∈F

u(s)

)
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we see that

−2ε <
∑
s∈G

u(s)−
∑
s∈H

u(s) < 2ε

or ∣∣∣∣∣∑
s∈G

u(s)−
∑
s∈H

u(s)

∣∣∣∣∣ < 2ε.

Thus the net of partial sums of u is Cauchy. Since this
takes values in R and R is complete we conclude that
this net of partial sums is convergent. Using the def-
inition of infinite sums again we see that

∑
s∈S u(s)

converges.

Two special cases are worth singling out.

Corollary 6.2.2. Suppose that u and v are functions
from a set S to R and [0,+∞) respectively. If

|u(s)| ≤ v(s)

for all s ∈ S and ∑
s∈S

v(s) < +∞

then ∑
s∈S

u(s)

converges.

Proof. In this case |v(s)| = v(s).

Corollary 6.2.3. Suppose that u is a function from
a set S to R. If ∑

s∈S
|u(s)| < +∞

then ∑
s∈S

u(s)

converges.

Proof. This is just the special case u = v of the the-
orem.

This corollary says that absolutely convergent
sums are convergent. We know that series can be
convergent without being absolutely convergent so it
is perhaps surprising to see that this corollary has a
converse.

Proposition 6.2.4. Suppose that u is a function
from a set S to R. If ∑

s∈S
u(s)

converges then ∑
s∈S
|u(s)| < +∞.

Proof. Since ∑
s∈S

u(s)

converges it is Cauchy, i.e. for any ε > 0 there is a
finite F ⊆ S such that if G,H ⊆ S are finite, F ⊆ G
and F ⊆ H then∣∣∣∣∣∑

s∈G
u(s)−

∑
s∈H

u(s)

∣∣∣∣∣ < ε.

We choose any ε > 0 and a corresponding F . Having
done so, suppose K ⊆ S is finite. Define

G = {s ∈ F ∪K : s ∈ F or u(s) > 0}

and

H = {s ∈ F ∪K : s ∈ F or u(s) < 0}

Then G,H are finite, F ⊆ G and F ⊆ H so we have∣∣∣∣∣∑
s∈G

u(s)−
∑
s∈H

u(s)

∣∣∣∣∣ < ε.

If s ∈ F then u(s) appears in both sums, with oppo-
site signs, so those terms cancel. If s ∈ K \ F then
u(s) appears in at most one of the sums, with a sign
which gives us a net contribution of |u(s)|. We also
get such a contribution, trivially, if u(s) = 0, in which
case s is an element of neither G nor H. So∑

s∈G
u(s)−

∑
s∈H

u(s) =
∑

s∈K\F

|u(s)|.
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Taking the absolute value of the sum on the right
would have no effect, since this is a sum of non-
negative terms. It follows that∑

s∈K\F

|u(s)| < ε

and therefore∑
s∈K
|u(s)| =

∑
s∈K∩F

|u(s)|+
∑

s∈K\F

|u(s)|

<
∑
s∈F
|u(s)|+ ε.

This bound is independent of K so

sup
∑
s∈K
|u(s)| ≤

∑
s∈F
|u(s)|+ ε.

and hence∑
s∈S
|u(s)| ≤

∑
s∈F
|u(s)|+ ε < +∞.

6.3 Convergence theorems for sums

Suppose S is a set and u a sequence of real valued
functions on S. Is it true that

lim
n→∞

∑
s∈S

un(s) =
∑
s∈S

lim
n→∞

un(s)?

Without further assumptions the answer can cer-
tainly be no. The limits or sums may fail to con-
verge, but even if they do the left and right hand
sides needn’t be equal. Consider, for example, what
happens when S = N and un(s) = 1 if s = n and
un(s) = 0 otherwise. The limit of sums on the left
hand side is then equal to 1 while the sum of limits
on the right hand side is equal to 0. So some further
hypotheses are clearly needed.

Theorem 6.3.1. Suppose (D,4) is a non-empty di-
rected set, S is a set, and f : D × S → [0,+∞] is a
function such that if a, b ∈ D, s ∈ S and a 4 b then
f(a, s) ≤ f(b, s). Then∑

s∈S
lim
a∈D

f(a, s) = lim
a∈D

∑
s∈S

f(a, s)

This theorem, or rather the corollary below for se-
quences, is known as the Monotone Convergence The-
orem for sums.

Proof. By Proposition 6.1.2 we have

lim
a∈D

(s) = sup
a∈D

f(a, s)

so
f(a, s) ≤ lim

a∈D
f(a, s).

By the monotonicity property of sums we have∑
s∈S

f(a, s) ≤
∑
s∈S

lim
a∈D

f(a, s).

Using monotonicity of limits we then get

lim
a∈D

∑
s∈S

f(a, s) ≤
∑
s∈S

lim
a∈D

f(a, s).

We now establish the reverse inequality. Suppose
that F is a finite subset of S. We’ve already seen
that for finite sums the limit of the sum is the sum
of the limits, so∑

s∈F
lim
a∈D

f(a, s) = lim
a∈D

∑
s∈F

f(a, s).

F ⊆ S and the summands are non-negative so∑
s∈F

f(a, s) ≤
∑
s∈S

f(a, s)

for each a ∈ D. Using the monotonicity of limits then

lim
a∈D

∑
s∈F

f(a, s) ≤ lim
a∈D

∑
s∈S

f(a, s).

Combining all of these we find that∑
s∈F

lim
a∈D

f(a, s) ≤ lim
a∈D

∑
s∈S

f(a, s).

If we take the limit over all finite subsets F of S then
we get ∑

s∈S
lim
a∈D

f(a, s) ≤ lim
a∈D

∑
s∈S

(a, s).
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Corollary 6.3.2. Suppose f : N × S → [0,+∞] is
such that if m ≤ n then fm(s) ≤ fn(s) for all s ∈ S.
Then

lim
n→∞

∑
s∈S

fn(s) =
∑
s∈S

lim
n→∞

fn(s).

Proof. This is just the special case (D,4) = (N,≤)
of the previous theorem.

Theorem 6.3.3. Suppose (D,4) is a non-empty di-
rected set, S is a set, and f : D × S → [0,+∞] is a
function. Let

Ta = {b ∈ D : a 4 b}.

Then ∑
s∈S

sup
a∈D

inf
b∈Ta

f(b, s) ≤ sup
a∈D

inf
b∈Ta

∑
s∈S

f(b, s).

This theorem is known as Fatou’s Lemma for sums.

Proof. Define g : D × S → [0,+∞] by

g(a, s) = inf
c∈Ta

f(c, s).

This exists because all subsets of [0,+∞] have infima.
Also, if a 4 b then Tb ⊆ Ta and so

inf
c∈Ta

f(c, s) ≤ inf
c∈Tb

f(c, s).

In other words, if a 4 b then

g(a, s) 4 g(b, s).

It follows from the Monotone Convergence Theorem
that ∑

s∈S
lim
a∈D

g(a, s) = lim
a∈D

∑
s∈s

g(a, s).

These are monotone nets so the limit is the same as
the supremum and therefore∑

s∈S
sup
a∈D

g(a, s) = sup
a∈D

∑
s∈s

g(a, s).

Now if a 4 b then b ∈ {c ∈ D : c ∈ Ta} and so

g(a, s) = inf
c∈Ta

f(c, s) ≤ f(b, s)

so ∑
s∈S

g(a, s) ≤
∑
s∈S

f(b, s).

This holds for all b ∈ Ta so∑
s∈S

g(a, s) ≤ inf
b∈Ta

∑
s∈S

f(b, s)

and

sup
a∈D

∑
s∈S

g(a, s) ≤ sup
a∈D

inf
b∈Ta

∑
s∈S

f(b, s).

Combining this with the equation∑
s∈S

sup
a∈D

g(a, s) = sup
a∈D

∑
s∈s

g(a, s).

obtained earlier, we find that∑
s∈S

sup
a∈D

g(a, s) ≤ sup
a∈D

inf
b∈Ta

∑
s∈S

f(b, s),

or, in view of how g was defined,∑
s∈S

sup
a∈D

inf
b∈Ta

f(b, s) ≤ sup
a∈D

inf
b∈Ta

∑
s∈S

f(b, s).

Again, there’s a corollary for sequences.

Corollary 6.3.4. Suppose S is a set and f : N×S →
[0,+∞] is a function. Then∑

s∈S
sup
m∈N

inf
n≥m

fn(s) ≤ sup
m∈N

inf
n≥m

∑
s∈S

fn(s).

Proof. This is just the case (D,4) = (N,≤) of the
theorem.

The following lemma extends one of the standard
properties of sequences with values in R to nets with
values in [−∞,+∞]. It will be needed in the proof
of the theorem which follows it.

Lemma 6.3.5. Suppose (D,4) is a non-empty di-
rected set and ϕ : D → [−∞,+∞] is a net. Then

sup
a∈D

inf
b∈Ta

ϕ(b) ≤ inf
a∈D

sup
b∈Ta

ϕ(b).
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If

inf
a∈D

sup
b∈Ta

ϕ(b) ≤ sup
a∈D

inf
b∈Ta

ϕ(b)

then ϕ is convergent and

inf
a∈D

sup
b∈Ta

ϕ(b) = limϕ = sup
a∈D

inf
b∈Ta

ϕ(b).

Note that all the infima and suprema exist because
we are working in [−∞,+∞].

Proof. Suppose that c, d ∈ D. D is a directed set so
there is an e ∈ D such that c 4 e and d 4 e, i.e. such
that e ∈ Tc and e ∈ Td It follows that

inf
b∈Tc

ϕ(b) ≤ ϕ(e)

and

ϕ(e) ≤ sup
b∈Td

ϕ(b).

Therefore

inf
b∈Tc

ϕ(b) ≤ sup
b∈Td

ϕ(b).

Taking the supremum over c we find that

sup
c∈D

inf
b∈Tc

ϕ(b) ≤ sup
b∈Td

ϕ(b).

Then taking the infimum over d we get

sup
c∈D

inf
b∈Tc

ϕ(b) ≤ inf
d∈D

sup
b∈Td

ϕ(b).

This is the same as

sup
a∈D

inf
b∈Ta

ϕ(b) ≤ inf
a∈D

sup
b∈Ta

ϕ(b).

If the reverse inequality holds then we must have

sup
a∈D

inf
b∈Ta

ϕ(b) = inf
a∈D

sup
b∈Ta

ϕ(b).

In this case we let y be their common value. We will
now show that ϕ converges to y.

Suppose x < y and I = (x,+∞]. Then

x < sup
a∈D

inf
b∈Ta

ϕ(b)

so, by the definition of the supremum, x is not an
upper bound for infb∈Ta

ϕ. In other words, there is
an a ∈ D such that

inf
b∈Ta

ϕ(b) > x.

It follows that if b ∈ Ta then ϕ(b) > x. In other
words, if a 4 b then ϕ(b) ∈ I. Similarly, if y < z and
J = [−∞, z) then

inf
a∈D

sup
b∈Ta

ϕ(b) < z

so, by the definition of the infimum, z is not a lower
bound for supb∈Ta

ϕ. In other words, there is an a ∈
D such that

inf
b∈Ta

ϕ(b) < z.

It follows that if b ∈ Ta then ϕ(b) < z. In other
words, if a 4 b then ϕ(b) ∈ J .

If we have a finite set {K1, . . . ,Km} of intervals all
of the form I or J as above then for each Kj there is
an aj such that if b ∈ D and aj 4 b then ϕ(b) ∈ Kj .
D is a directed set so there is an a ∈ D such that
aj 4 a for each j and therefore if a 4 b then

ϕ(b) ∈
m⋂
j=1

Kj .

Because the topology of [−∞,+∞] is generated by
sets of the form (x,+∞] and [−∞, z) every neigh-
bourhood of y contains an intersection of the form
above, so for every V ∈ N (y) there is an a ∈ D such
that if b ∈ D and a 4 b then

ϕ(b) ∈ V.

Thus ϕ converges y.

Theorem 6.3.6. Suppose (D,4) is a non-empty di-
rected set, S is a set, and f : D×S → R is a function
and g : S → [0,+∞] is a function such that

lim
a∈D

f(a, s)

exists for all s ∈ S,∑
s∈S

g(s) < +∞
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and
|f(a, s)| ≤ g(a)

for all a ∈ D. Then

lim
a∈D

∑
s∈S

f(a, s) =
∑
s∈S

lim
a∈D

f(a, s).

This is known as the Dominated Convergence The-
orem for sums.

Proof. Define

h(a, s) = g(s) + f(a, s).

Then h(a, s) ≥ 0 for all a ∈ D and s ∈ S. By Fatou’s
Lemma,∑

s∈S
sup
a∈D

inf
b∈Ta

h(b, s) ≤ sup
a∈D

inf
b∈Ta

∑
s∈S

h(b, s).

Now

sup
a∈D

inf
b∈Ta

h(b, s) = g(s) + sup
a∈D

inf
b∈Ta

f(b, s)

= g(s) + lim
a∈D

f(a, s).

Also, ∑
s∈S

h(a, s) =
∑
s∈S

g(s) +
∑
s∈S

f(a, s)

so

sup
a∈D

inf
b∈Ta

∑
s∈S

h(b, s) =
∑
s∈S

g(s) + sup
a∈D

inf
b∈Ta

∑
s∈S

f(b, s).

Therefore∑
s∈S

g(s) +
∑
s∈S

lim
a∈D

f(a, s)

≤
∑
s∈S

g(s) + sup
a∈D

inf
b∈Ta

∑
s∈S

f(b, s)

Because ∑
s∈S

g(s) < +∞

we can conclude that∑
s∈S

lim
a∈D

f(a, s) ≤ sup
a∈D

inf
b∈Ta

∑
s∈S

f(b, s).

We can apply the same argument with −f(a, s) in
place of f(a, s) to get∑

s∈S
lim
a∈D
−f(a, s) ≤ sup

a∈D
inf
b∈Ta

∑
s∈S
−f(b, s),

or, equivalently,

inf
a∈D

sup
b∈Ta

∑
s∈S

f(b, s) ≤
∑
s∈S

lim
a∈D

f(a, s).

It follows that

sup
a∈D

inf
b∈Ta

∑
s∈S

f(b, s) ≤ inf
a∈D

sup
b∈Ta

∑
s∈S

f(b, s)

and therefore the lemma above shows that

lim
a∈D

∑
s∈S

f(a, s)

exists and is equal to their common value. So

lim
a∈D

∑
s∈S

f(a, s) =
∑
s∈S

lim
a∈D

f(a, s).

Corollary 6.3.7. Suppose S is a set and f : D×S →
R is a function and g : S → [0,+∞] is a function
such that

lim
n→∞

fn(s)

exists for all s ∈ S,∑
s∈S

g(s) < +∞

and

|fn(s)| ≤ g(a)

for all n ∈ N. Then

lim
n→∞

∑
s∈S

fn(s) =
∑
s∈S

lim
n→∞

fn(s).
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6.4 Partitioning sums

Proposition 6.4.1. Suppose A is a set of disjoint
sets. In other words if P,Q ∈ A and P 6= Q then
P ∩ Q = ∅. Let S =

⋃
P∈A P . Suppose f : S →

[0,+∞] is a function. Then∑
s∈S

f(s) =
∑
P∈A

∑
s∈P

f(s).

Note that the sums all exist because these are sums
of elements of [0,+∞].

Proof. Suppose F ⊆ S is finite. Then

F =
⋃
P∈A

P∩F 6=∅

P ∩ F.

This is a finite union of finite disjoint sets so∑
s∈F

f(s) =
∑
P∈A

P∩F 6=∅

∑
s∈P∩F

f(s).

But P ∩ F ⊆ P so∑
s∈P∩F

f(s) ≤
∑
s∈P

f(s)

and therefore∑
P∈A

P∩F 6=∅

∑
s∈P∩F

f(s) ≤
∑
P∈A

P∩F 6=∅

∑
s∈P

f(s).

Also,
{P ∈ A : P ∩ F 6= ∅} ⊆ A

and ∑
s∈P

f(s) ∈ [0,+∞]

for all P ∈ A so∑
P∈A

P∩F 6=∅

∑
s∈P

f(s) ≤
∑
P∈A

∑
s∈P

f(s).

Combining the previous results,∑
s∈F

f(s) ≤
∑
P∈A

∑
s∈P

f(s).

Taking limits with respect to the net of finite subsets
F of S gives ∑

s∈S
f(s) ≤

∑
P∈A

∑
s∈P

f(s).

It remains to prove the reverse inequality.
Suppose that G ⊆ A is finite. Then∑

P∈G

∑
s∈P

f(s) =
∑
P∈G

sup
∑
s∈FP

f(s)

where the supremum is over finite subsets FP of P .
This is the same as

sup
∑
P∈G

∑
s∈FP

f(s)

where the supremum is over all choices of an FP for
each P ∈ G. Each such choice is uniquely determined
by

H =
⋃
P∈G

FP ,

which is a finite subset of S with the property that
H ∩Q = ∅ if Q /∈ G, since PF is determined from H
by

FP = H ∩ P.
Therefore∑
P∈G

∑
s∈P

f(s) = sup
∑
P∈G

∑
s∈H∩P

f(s) = sup
∑
s∈H

f(s)

where the supremum is over all such finite subsets H.
This is less than or equal to the supremum over all
finite subsets, which is just

∑
s∈S f(s) by definition,

so ∑
P∈G

∑
s∈P

f(s) ≤
∑
s∈S

f(s).

Taking the supremum over all finite subsets G of A
gives ∑

P∈A

∑
s∈P

f(s) ≤
∑
s∈S

f(s).

Since we already have the reverse inequality we con-
clude that ∑

s∈S
f(s) =

∑
P∈A

∑
s∈P

f(s).
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There are a number of important corollaries to the
proposition above.

Proposition 6.4.2. Suppose P ∩Q = ∅ and f : P ∪
Q→ [0 +∞] is a function. Then∑

s∈P∪Q
f(s) =

∑
s∈P

f(s) +
∑
s∈Q

f(s).

Proof. We just apply the proposition above with S =
P ∪Q and A = {P,Q}.

Theorem 6.4.3. Suppose A and B are sets and
f : A×B → [0,+∞] is a function. Then∑
a∈A

∑
b∈B

f(a, b) =
∑

(a,b)∈A×B

f(a, b) =
∑
b∈B

∑
a∈A

f(a, b).

This is known as Tonelli’s Theorem for sums.

Proof. To prove the first equation apply the propo-
sition with S = A × B and A the set of subsets of
S of the form {a} × B where a ranges over A. To
prove the second equation we take S = A× B again
but take A to be the set of subsets of S of the form
A× {b} where b ranges over B.

Theorem 6.4.4. Suppose A and B are sets and
g : A×B → R is a function such that∑

(a,b)∈A×B

g(a, b)

is convergent. Then∑
a∈A

∑
b∈B

g(a, b) =
∑

(a,b)∈A×B

g(a, b) =
∑
b∈B

∑
a∈A

g(a, b).

This is Fubini’s Theorem for sums.

Proof. By Proposition 6.2.4 we have∑
(a,b)∈A×B

|g(a, b)| < +∞.

Let

S = A×B

and let D be the set of finite subsets of S, ordered by
inclusion. Define f : D × S → R by

f(H, (a, b)) =

{
g(a, b) if (a, b) ∈ H,
0 if (a, b) /∈ H.

Then
lim
H∈D

f(H, (a, b)) = g(a, b)

and
|f(H, (a, b))| ≤ |g(a, b)|

for all H ∈ D. It follows from the Dominated Con-
vergence Theorem, Theorem 6.3.6, that

lim
H∈D

∑
(a,b)∈S

f(H, (a, b)) =
∑

(a,b)∈S

lim
H∈D

f(H, (a, b))

=
∑

(a,b)∈S

g(a, b).

Also

lim
H∈D

∑
a∈A

∑
b∈B

f(H, (a, b)) =
∑
a∈A

lim
H∈D

∑
b∈B

f(H, (a, b))

=
∑
a∈A

∑
b∈B

lim
H∈D

f(H, (a, b))

=
∑
a∈A

∑
b∈B

g(a, b).

For each H we have∑
a∈A

∑
b∈B

f(H, (a, b)) =
∑

(a,b)∈A×B

f(H, (a, b))

because there are only finitely many non-zero terms
in these sums, due to the finiteness of H, and so the
order of summation doesn’t matter. Taking limits,

lim
H∈D

∑
a∈A

∑
b∈B

f(H, (a, b))

= lim
H∈D

∑
(a,b)∈A×B

f(H, (a, b)).

Combining all of these, we find that∑
a∈A

∑
b∈B

g(a, b) =
∑

(a,b)∈A×B

g(a, b).
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The equation∑
(a,b)∈A×B

g(a, b) =
∑
b∈B

∑
a∈A

g(a, b)

is proved similarly.

7 Content and measure

7.1 Boolean algebras

Definition 7.1.1. A Boolean algebra on a set X is
a B ∈ ℘(℘(X)) such that

(a) ∅ ∈ B.

(b) If E ∈ B then X \ E ∈ B.

(c) If E,F ∈ B then E ∪ F ∈ B.

Proposition 7.1.2. Suppose B is a Boolean algebra
on X. Then

(a) X ∈ B.

(b) If E,F ∈ B then E ∩ F ∈ B.

(c) If E,F ∈ B then E \ F ∈ B.

(d) If E,F ∈ B then E4F ∈ B.

Proof. X = X \∅ and ∅ ∈ B. Also

E ∩ F = X \ ((X \ E) ∪ (X \ F )),

E \ F = X \ ((X \ E) ∪ F ),

and

E4F = (X \ ((X \ E) ∪ F )) ∪ (X \ (E ∪ (X \ E)))

so each belongs to B if E and F do.

Proposition 7.1.3. The following are examples of
Boolean algebras.

(a) For any set X, B = {∅, X} is an algebra, called
the trivial Boolean algebra on X.

(b) For any set X, B = ℘(X) is an algebra, called
the discrete Boolean algebra on X.

(c) The set B of finite unions of intervals is a
Boolean algebra on R.

Proof. In the first two cases it’s trivial to verify the
conditions, so we’ll concentrate on the last one. The
empty set is the union of an empty collection of in-
tervals, establishing 7.1.1a.

If P and Q are finite sets of intervals then P ∪ Q
is a finite set of intervals and( ⋃

E∈P
E

)
∪

( ⋃
E∈Q

E

)
=

⋃
E∈P∪Q

E

so
⋃
E∈P∪QE is a finite union of intervals. This es-

tablishes 7.1.1c.
7.1.1b is geometrically obvious, but surprisingly

tricky to prove. In order to prove it we need to define
the term “interval”, which we have so far managed to
avoid doing in these notes. In lecture the ten different
types of intervals were listed, namely

• (a, b), where a < b

• [a, b], where a ≤ b

• [a, b), where a < b

• (a, b], where a < b

• (a,+∞)

• [a,+∞)

• (−∞, b)

• (−∞, b]

• (−∞,+∞)

• ∅

This list is extremely awkward to use as a definition
though since it leads to case by case analysis with
a large number of cases. If we wanted to prove the
elementary fact that the intersection of intervals is
an interval then we’d have to consider 55 different
possibilities for the types of the two intervals.1 A
better option is to choose a single defining property.

1This assumes we exploit the fact that E ∩ F = F ∩ E. If
we don’t then there are 100 cases.
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Of course we do sometimes need to know that the list
above is an exhaustive list of the types of intervals,
so we must show that the sets with whatever prop-
erty we’ve chosen are all of one of the ten types above
and then any set of one of those types is an interval.
One option would be to define intervals to be con-
nected subsets of R. This can be made to work, but
few of the properties of intervals follow directly from
connectedness. It’s more convenient to define an in-
terval as a subset I ∈ ℘(R) such that if x ≤ y ≤ z and
x, z ∈ I then y ∈ R, so that’s what we’ll do. After
proving a few elementary properties we’ll be able to
complete the proof of 7.1.1b, as Corollary 7.1.6. Fi-
nally, we’ll prove that the intervals are according to
this definition are actually of the familiar ten types
listed above.

Definition 7.1.4. I ∈ ℘(R) is said to be an interval
if y ∈ I whenever x ≤ y ≤ z and x, z ∈ I.

Proposition 7.1.5. (a) The intersection of any
non-empty collection of intervals is an interval.

(b) If I is an interval then so are

I< =
⋂
y∈I

(−∞, y)

and

I> =
⋂
y∈I

(y,+∞)

Also,

R \ I = I< ∪ I>.

Proof. Suppose A is a set of intervals and

I =
⋂
J∈A

J.

If x ≤ y ≤ z and x, z ∈ I then x, z ∈ J for each
J ∈ A. Since each J ∈ A is an interval it follows that
y ∈ J . Since this holds for all J ∈ A we therefore
have y ∈ I. So if x ≤ y ≤ z and x, z ∈ I then y ∈ I.
In other words, I is an interval. This establishes the
first part.

From the first part it follows immediately that I<
and I> are intervals. If y ∈ I< and y ∈ I then y ∈

(−∞, y), which is impossible. So if y ∈ I< then y /∈ I,
i.e. y ∈ R \ I. In other words,

I< ⊆ R \ I.

Similarly,

I> ⊆ R \ I.

and hence

I< ∪ I> ⊆ R \ I.

Now

R \ I< = R \
⋂
x∈I

(−∞, x)

=
⋃
x∈I

R \ (−∞, x)

=
⋃
x∈I

[x,+∞).

Similarly,

R \ I> =
⋃
z∈I

(−∞, z].

Therefore

R \ (I< ∪ I>) = (R \ I<) ∩ (R \ I>)

=
⋃
x,z∈I

[x,+∞) ∩ (−∞, z]

=
⋃
x,z∈I

[x, z]

and so So if y /∈ I< ∪ I> then there are x, z ∈ I such
that x ≤ y ≤ z. I is an interval so then y ∈ I. So if
y /∈ I< ∪ I> then y ∈ I or, equivalently, if y /∈ I then
y ∈/∈ I< ∪ I>, i.e.

R \ I ⊆ I< ∪ I>.

We already have the reverse inclusion, so

R \ I ⊆ I< ∪ I>.

Corollary 7.1.6. If E is a finite union of intervals
then X \ E is a finite union of intervals.
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Proof. Suppose E = I1 ∪ · · · ∪ Im where I1, . . . , Im
are intervals. Then

R \ E = (R \ I1) ∩ · · · ∩ (R \ Im)

= (I1< ∪ I1>) ∩ · · · ∩ (Im< ∪ Im>) .

Writing the intersection of unions as a union of inter-
sections we see that R \E is a union of 2m sets, each
of which is an intersection of intervals and hence is
an interval. So R \ E is a union of intervals.

The proof shows not only that the complement of
the union of m intervals is a finite union of intervals
but that we can write it as a union of at most 2m

intervals. A more careful argument shows that we
need at most m+ 1 intervals, but we won’t need this
and so won’t prove it.

Proposition 7.1.7. The intervals are precisely the
sets of one of the following ten forms:

(a) (a, b), where a < b

(b) [a, b], where a ≤ b

(c) [a, b), where a < b

(d) (a, b], where a < b

(e) (a,+∞)

(f) [a,+∞)

(g) (−∞, b)

(h) (−∞, b]

(i) (−∞,+∞)

(j) ∅

Proof. Verifying that each of these sets is an inter-
val is straightforward. Checking that every interval
is of one of these forms is more complicated. Suppose
I is a non-empty interval. Every non-empty subset
of R which is bounded from above has a supremum,
which may or may not belong to the subset. This
gives three possibilities: I has a supremum belonging
to I, i.e. a maximum, I has a supremum not in I, or
I has no upper bound. Similarly, I has an infimum

belonging to I, i.e. a minimum, an infimum not be-
longing to I, or I has no lower bound. These two
three-way distinctions give nine types of non-empty
interval. We can check that each of them corresponds
to one of the first nine classes listed above.

For example, if I has both a minimum and a maxi-
mum then we call the former a and the latter b. Then
a, b ∈ I and so if a ≤ x ≤ b then x ∈ I, since I is an
interval. Conversely, if x ∈ I then a ≤ x ≤ b since a
is a minimum and b a maximum for I. So I is pre-
cisely the set of x such that a ≤ x ≤ b, i.e. the set
[a, b].

If I has a minimum and an supremum, but not
a maximum then we call the minimum a and the
supremum b. If a ≤ x < b then x is not an upper
bound for I so there is a y ∈ I such that x < y. But
then a ≤ x ≤ y and a, y ∈ I so x ∈ I, since I is an
interval. Conversely, if x ∈ I then a ≤ x ≤ b since
a is a lower bound for I and b is an upper bound.
b /∈ I though so a ≤ x < b. Thus x ∈ I if and only if
a ≤ x < b, i.e. if and only if x ∈ [a, b).

If I has a minimum but no upper bound then we
again call the minimum a. If a ≤ x < +∞ then x
is again not an upper bound for I so x ∈ I, by the
same argument as above. Conversely, if x ∈ I then
a ≤ x < +∞ because a is a minimum for I. So
x ∈ I if and only if a ≤ x < +∞, i.e. if and only if
x ∈ [a,+∞).

The six remaining cases are similar.

Proposition 7.1.8. Suppose A is a non-empty set
of Boolean algebras on a set X. Then

⋂
C∈A is a

Boolean algebra.

Proof. Let B =
⋂
C∈A. Then ∅ ∈ B since ∅ ∈ C for

each C ∈ A.

If E ∈ B then E ∈ C for each C ∈ A so X \ E ∈ C
for each C ∈ A. Therefore X \ E ∈ B.

If E,F ∈ B then E,F ∈ C for each C ∈ A so
E ∪F ∈ C for each C ∈ A. Therefore E ∪F ∈ B.

Proposition 7.1.9. Suppose A ∈ ℘(℘(X)). Then
there is a smallest Boolean algebra which contains A.

In the setting of the proposition above the Boolean
algebra B is said to be generated by the set A.
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Proof. Let A be the set of Boolean algebras which
contain A. A is non-empty because ℘(℘(X)) is a
Boolean algebra which contains A. B =

⋂
C∈A is

a Boolean algebra by the preceding proposition. It
contains A. It is also a subset of any Boolean algebra
which contains A and so is the the smallest Boolean
algebra which contains A.

As an example, the set of finite unions of intervals
in R, which we’ve already seen is a Boolean alge-
bra, is generated by the set of intervals, since it is
a Boolean algebra and clearly any Boolean algebra
which contains the set of intervals must contain it.

We also have the following corollary to the propo-
sition.

Corollary 7.1.10. Suppose A is a set of Boolean
algebras on a set X. Then there is a smallest Boolean
algebra which contains

⋃
B∈A B.

Proof. We just apply the proposition to A =⋃
B∈A B.

Proposition 7.1.11. Suppose X, Y are sets and
f : X → Y is a function. If B is a Boolean algebra
on X then f∗∗(B) is a Boolean algebra on X.

Proof. Let
A = f∗∗(B).

Then
f∗(∅) = ∅ ∈ B

so
∅ ∈ f∗∗(B) = A.

If E ∈ A then f∗(E) ∈ B so Y \ f∗(E) ∈ B. But

Y \ f∗(E) = f∗(X) \ f∗(E) = f∗(X \ E)

so f∗(X \ E) ∈ B and hence

X \ E ∈ f∗∗(B) = A.

If E,F ∈ A then f∗(E), f∗(F ) ∈ B so

f∗(E ∪ F ) = f∗(E) ∪ f∗(F ) ∈ B.

Therefore
E ∪ F ∈ f∗∗(B) = A.

Thus A satisfies all three conditions to be a Boolean
algebra.

7.2 σ-algebras

Definition 7.2.1. A σ-algebra on a set X is a B ∈
℘(℘(X)) such that

(a) ∅ ∈ B.

(b) If E ∈ B then X \ E ∈ F .

(c) If A is a countable subset of B then⋃
E∈A

E ∈ B.

A pair (X,B) where B is a σ-algebra on X is
called a measurable space.

Proposition 7.2.2. If B is then it is a σ-algebra on
X a Boolean algebra on X.

Proof. The first two conditions in the definitions are
the same. For the third condition, if A is a countable
subset of a σ-algebra B then⋃

E∈A
E ∈ B.

Apply this to A = {E,F} where E,F ∈ A to get
that

E ∪ F ∈ B.

Proposition 7.2.3. If A is a non-empty countable
subset of a σ-algebra B then⋂

E∈A
E ∈ B.

Proof. ⋂
E∈A

E ∈ B = X \ (
⋃
E∈A

(X \ E)).

The set B of finite unions of intervals is not a σ-
algebra on R. Perhaps more surprisingly, neither is
the set of countable unions of intervals. If it were
then the preceding proposition could be used to show
that the Cantor set is a countable union of intervals.
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Between any two elements of the Cantor set there is a
point which is not in the Cantor set, so none of these
intervals could contain more than one point. But
there are uncountably many elements of the Cantor
set.

Proposition 7.2.4. Suppose X, Y are sets and
f : X → Y is a function. If B is a σ-algebra on X
then f∗∗(B) is a σ-algebra on X.

Proof. Every σ-algebra is a Boolean algebra so B is
a Boolean algebra on X. Then

A = f∗∗(B)

is a Boolean algebra on Y . It therefore satisfies the
first two conditions to be a σ-algebra and we need
only check the last one.

Suppose C is a countable subset of A. Then

f∗

(⋃
E∈C

E

)
=
⋃
E∈C

f∗ (E) .

f∗E ∈ B so ⋃
E∈C

E ∈ B

and therefore ⋃
E∈C

E ∈ f∗∗(B) = A.

Proposition 7.2.5. Suppose A is a non-empty set
of σ-algebras on a set X.

⋂
C∈A is a σ-algebra.

Proof. Let

B =
⋂
C∈A

C.

Each C in A is a Boolean algebra so their intersection
B is a Boolean algebra by a previous proposition. To
show that it is a σ-algebra it thus suffices to check the
only condition where the definitions differ, namely
that if A is a countable subset of B then⋃

E∈A
E ∈ B.

If E ∈ B then E ∈ C for all C ∈ A. Since C is a
σ-algebra it follows that⋃

E∈A
E ∈ C.

This holds for all C ∈ A, so⋃
E∈A

E ∈
⋂
C∈A

C = B.

Proposition 7.2.6. Suppose A ∈ ℘(℘(X)). Then
there is a smallest σ-algebra which contains A.

This smallest σ-algebra which contains A is said to
be generated by A.

Proof. We apply the preceding proposition with A
being the set of all σ-algebras on X which contain
A.

Corollary 7.2.7. Suppose A is a set of σ-algebras on
a set X. There is a smallest σ-algebra which contains⋃
B∈A B.

Proof. We apply the preceding proposition to A =⋃
B∈A B.

Definition 7.2.8. Suppose (X, T ) is a topological
space. The Borel σ-algebra on X is the σ-algebra
generated by T . The Borel sets are the elements of
the Borel σ-algebra.

Proposition 7.2.9. Suppose (X, TX) and (Y, TY )
are topological spaces f : X → Y is a continuous
function. If E is a Borel subset of Y then f∗(E)
is a Borel subset of X.

Proof. Let BX be the set of Borel subsets of X and
let BY be the set of Borel subsets of Y . Let

A = f∗∗(BX)

BX is generated by TX so

TX ⊆ BX

and therefore

f∗∗ (TX) ⊆ f∗∗ (BX) = A.
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Now
TY ⊆ f∗∗(TX)

by Proposition 3.6.2 so

TY ⊆ A.

A is a σ-algebra by Proposition 7.2.4 and BY is the
smallest σ-algebra containing TY by definition so

BY ⊆ A,

i.e.
BY ⊆ f∗∗(BX).

So if E ∈ BY then E ∈ f∗∗(BX) and therefore
f∗(E) ∈ BX .

Proposition 7.2.10. Suppose (X, TX) and (Y, TY )
are topological spaces and that E is a Borel subset of
X and F is a Borel subset of Y . Then E × F is a
Borel subset of X × Y , with respect to the product
topology.

Proof.
E × F = π∗1(E) ∩ π∗2(F )

where π1 and π2 are the projections from X×Y onto
its first and second factors, respectively. These pro-
jections are continuous so π∗1(E) and π∗2(F ) are Borel
subsets of X×Y by the preceding proposition. Their
intersection is therefore a Borel subset by Proposi-
tion 7.2.3.

Proposition 7.2.11. Show that the σ-algebra gen-
erated by the set I of finite unions of intervals is the
Borel σ-algebra.

Proof. Finite unions are countable unions and every
interval is Borel set so every finite union of intervals
is a Borel set. In other words, I ⊆ B where B is the
Borel σ-algebra.

Suppose C is a σ-algebra which contains I. Let T
be the usual topology on R. Suppose U ∈ T , i.e.
that U is an open subset of R. Let A be the set of
intervals (a, b) such that a, b ∈ Q and (a, b) ⊆ U . U
is open so if x ∈ U then there is some r > 0 such that
B(x, r) ⊆ U , i.e. such that (x− r, x+ r) ⊆ U . There
are rational numbers a ∈ (x− r, x) and b ∈ (x, x+ r).
Then x ∈ (a, b) and (a, b) ∈ A. so x ∈

⋃
E∈AE.

This holds for all x ∈ U so U ⊆
⋃
E∈AE. On the

other hand, E ⊆ U for all E ∈ A so
⋃
E∈AE ⊆ U .

Therefore U =
⋃
E∈AE. E ∈ I for all E ∈ A and

I ⊆ C so E ∈ C. This holds for all E ∈ A so A ⊆ C.
Now C is a σ-algebra and A is countable so U =⋃
E∈AE ∈ C. This holds for all U ∈ T so T ⊆ C. So
C is a σ-algebra containing T and B was defined to
be the smallest σ-algebra containing T so B ⊆ C.

The σ-algebra generated by I is the smallest σ-
algebra containing I. We’ve now seen that B is such
a σ-algebra and that every other such σ-algebra con-
tains B so B is indeed the smallest such σ-algebra.

7.3 Contents

Definition 7.3.1. Suppose B is a Boolean algebra
on set X. A content on (X,B) is a function µ : B →
[0,+∞] such that

(a)
µ(∅) = 0.

(b) If E,F ∈ B and E ∩ F = ∅ then

µ(E ∪ F ) = µ(E) + µ(F )

A triple (X,B, µ) where X is a set, B is a Boolean
algebra on X and µ is a content on (X,B) is called a
content space.

Another, more common, name for a content is a
finitely additive measure. That name can be confus-
ing though because we will define measures later and
will see that not all contents are measures. The term
content space is not used outside of these notes but
it’s convenient to have a name for such objects and
there is no standard name.

Proposition 7.3.2. Suppose B is a Boolean algebra
on a set X. The following are examples of contents.

(a) µ(E) = 0 for all E ∈ B.

(b) µ(∅) = 0 and µ(E) = +∞ for all other E ∈ B.

(c)

µ(E) =

{
1 if y ∈ E,
0 if y /∈ E.

where y ∈ X.
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(d) µ(E) = n if E is a finite set with n elements and
µ(E) = +∞ if E is infinite.

(e) µ(E) =
∑
x∈X w(x) where w : X → [0,+∞] is a

function.

Proof. The first four are all special cases of the last
one. The first corresponds to w(x) = 0. The second
corresponds to w(x) = +∞. The third corresponds
to

w(x) =

{
1 if x = y,

0 if x 6= y.

The fourth corresponds to w(x) = 1. So we only need
to show that the fifth is a content.

µ(∅) =
∑
x∈∅

w(x) = 0.

Suppose E ∩ F = ∅. By Proposition 6.4.2 we have∑
x∈E∩F

w(x) =
∑
x∈E

w(x) +
∑
x∈F

w(x),

which is just

µ(E ∪ F ) = µ(E) + µ(F ).

Proposition 7.3.3. Suppose B is a content on a set
X and µ is a content on (X,B). Then

(a) If E,F ∈ B then

µ(E ∪ F ) + µ(E ∩ F ) = µ(E) + µ(F ).

(b) If E,F ∈ B and E ⊆ F then µ(E) ≤ µ(F ).

(c) If E,F ∈ B then

µ(E ∪ F ) ≤ µ(E) + µ(F ).

(d) If A is a finite subset of B and E∩F = ∅ when-
ever E,F ∈ A and E ∩ F = ∅ then

µ

( ⋃
E∈A

E

)
=
∑
E∈A

µ(E).

(e) If A is a finite subset of B then

µ

( ⋃
E∈A

E

)
≤
∑
E∈A

µ(E).

Proof. We have

E ∪ F = E ∪ (F \ E)

and
E ∩ (F \ E) = ∅

so
µ(E ∪ F ) = µ(E) + µ(F \ E).

Also,
F = (F \ E) ∪ (E ∩ F )

and
F ∩ (E \ F ) = ∅

so
µ(F ) = µ(F \ E) + µ(E ∩ F ).

It follows that

µ(E) + µ(F ) = µ(E) + µ(F \ E) + µ(E ∩ F ).

= µ(E ∪ F ) + µ(E ∩ F ).

This is 7.3.3a.
If E ⊆ F then E ∩ F = E so the equation

µ(F ) = µ(F \ E) + µ(E ∩ F ).

above becomes

µ(F ) = µ(F \ E) + µ(E).

Now µ(F \ E) ≥ 0 so µ(E) ≤ µ(F ). This is 7.3.3b
By 7.3.3a we have

µ(E ∪ F ) + µ(E ∩ F ) = µ(E) + µ(F ).

But µ(E ∩ F ) ≥ 0 so

µ(E ∪ F ) ≤ µ(E) + µ(F ),

which is 7.3.3c.
If A is a finite subset of B then we can write it as

A = {E1, E2, . . . , Em}
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for distinct E1, E2, . . . , Em ∈ B. We have

µ

 0⋃
j=1

Ej

 = µ(∅) = 0 =

0∑
j=1

µ(Ej).

Suppose

µ

 k⋃
j=1

Ej

 =

k∑
j=1

µ(Ej).

Now
k+1⋃
j=1

Ej =

 k⋃
j=1

Ej

 ∪ Ek+1.

If the E’s are disjoint then k⋃
j=1

Ej

 ∩ Ek+1 = ∅

so

µ

k+1⋃
j=1

Ej

 = µ

 k⋃
j=1

Ej

+ µ(Ek+1)

=

k∑
j=1

µ(Ej) + µ(Ek+1)

=

k+1∑
j=1

µ(Ej).

This gives us

µ

 k⋃
j=1

Ej

 =

k∑
j=1

µ(Ej).

but with k+1 in place of k. Since we’ve already seen
that the equation holds for k = 0 we conclude that it
holds for all k. In particular it holds for k = m, so

µ

 k⋃
j=1

Ej

 =

k∑
j=1

µ(Ej).

This is 7.3.3d

The proof of 7.3.3e is similar. We have

µ

 0⋃
j=1

Ej

 = µ(∅) = 0 ≤ 0 =

0∑
j=1

µ(Ej).

Suppose

µ

 k⋃
j=1

Ej

 ≤ k∑
j=1

µ(Ej).

It’s still true that

k+1⋃
j=1

Ej =

 k⋃
j=1

Ej

 ∪ Ek+1.

From 7.3.3c we get

µ

k+1⋃
j=1

Ej

 ≤ µ
 k⋃
j=1

Ej

+ µ(Ek+1)

≤
k∑
j=1

µ(Ej) + µ(Ek+1)

=

k+1∑
j=1

µ(Ej).

This gives us

µ

 k⋃
j=1

Ej

 ≤ k∑
j=1

µ(Ej).

but with k+1 in place of k. Since we’ve already seen
that the inequality holds for k = 0 we conclude that
it holds for all k, and in particular for k = m, so

µ

 k⋃
j=1

Ej

 ≤ k∑
j=1

µ(Ej).

Theorem 7.3.4. Suppose B is a Boolean algebra on
a set X and µ is a content on (X,B). Let B† be the
set of F ∈ ℘(X) such that for every ε > 0 there are
D,H ∈ B such that

F4H ⊆ D
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and
µ(D) < ε.

Then B† is a Boolean algebra on X and B ⊆ B†. For
F ∈ B† we define

µ−(F ) = sup
E∈B
E⊆F

µ(E)

and
µ+(F ) = inf

G∈B
F⊆G

µ(G).

Then µ−(F ) = µ+(F ) for all F ∈ B†. Let µ†(F ) be
their common value. Then µ† is a content on (X,B)
and

µ†(F ) = µ(F )

for all F ∈ B.

(X,B†, µ†) is called the completion of (X,B, µ).

Proof. First we show that B ⊆ B†. For any F ∈ B
and ε > 0 we choose D = ∅ and H = F . Then
D,H ∈ B,

F4H = ∅ ⊆ D

and
µ(D) = µ(∅) = 0 < ε

so F ∈ B†. So if F ∈ B then F ∈ B†. In other words,

B ⊆ B†.

Next we show that B† is a Boolean algebra on X.
∅ ∈ B and B ⊆ B† so ∅ ∈ B†. This is the first of the
required properties for a Boolean algebra.

Suppose F ∈ B†, i.e. that for all ε > 0 there are
D,H ∈ B such that

F4H ⊆ D

and
µ(D) < ε.

Then
(X \ F )4(X \H) = F4H ⊆ D,

X \H ∈ B and
µ(D) < ε.

So X \ F ∈ B†. This is the second of the required
properties for a Boolean algebra.

Suppose F1, F2 ∈ B†, i.e. that for any δ > 0 there
are D1, H1, D2, H2 ∈ B such that

Fi4Hi ⊆ Di

and
µ(Di) < δ.

Here and in the rest of this proof statements involving
i are to be interpreted as valid for i = 1 and for i = 2.
If ε > 0 then ε/2 > 0 so there are D1, H1, D2, H2 ∈ B
such that

Fi4Hi ⊆ Di

and
µ(Di) < ε/2.

Let
D = D1 ∪D2

and
H = H1 ∪H2.

Then D,H ∈ B,

(F1 ∪ F2)4H = (F1 ∪ F2)4(H1 ∪H2)

⊆ (F14H1) ∪ (F24H2)

⊆ D1 ∪D2 = D

and

µ(D) = µ(D1∪D2) ≤ µ(D1)+µ(D2) < ε/2+ε/2 = ε.

So for every ε > 0 there are D,H ∈ B such that

(F1 ∪ F2)4H ⊆ D

and
µ(D) < ε.

Therefore F1 ∪ F2 ∈ B†. This is the third and last
required property for a Boolean algebra so B† is a
Boolean algebra.

Next we show that if F ∈ B† then µ−(F ) = µ+(F ).
If E,B ∈ B and E ⊆ F ⊆ G then E ⊆ G and hence

µ(E) ⊆ µ(G).

Taking the supremum over E and the infimum over
G gives

µ−(F ) = sup
E∈B
E⊆F

µ(E) ≤ inf
G∈B
F⊆G

µ(G) = µ+(F ).
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So
µ−(F ) ≤ µ+(F ).

Now we show the reverse inequality. By hypothesis
F ∈ B† so for any ε > 0 there are D,H ∈ B such that

F4H ⊆ D

and
µ(D) < ε.

Let
E = H \D

and
G = H ∪D.

Then E,G ∈ B and

E ⊆ F ⊆ G

so
µ(E) ≤ µ−(F )

and
µ+(F ) ≤ µ(G).

On the other hand, G = E ∪D so

µ(G) ≤ µ(E) + µ(D) < µ(E) + ε.

Combining these inequalities,

µ+(F ) < µ−(F ) + ε.

This holds for all ε > 0 so

µ+(F ) ≤ µ−(F ).

Together with the reverse inequality, which we’ve al-
ready proved, this gives

µ+(F ) = µ−(F ).

Next we show that µ† is a content.

µ†(∅) = µ−(∅) = sup
E∈B
E⊆∅

µ(E)

= sup
E=∅

µ(E) = µ(∅) = 0.

That’s the first of the properties of a content.

Suppose F1, F2 ∈ B† and F1 ∩ F2 = ∅.

{E ∈ B : E ⊆ Fi} ⊆ {E ∈ B : E ⊆ F1 ∪ F2}

so

µ(Fi) = sup
E∈B
E⊆Fi

µ(E) ≤ sup
E∈B

E⊆F1∪F2

µ(E) = µ(F1 ∪ F2).

It follows that if µ(Fi) = +∞ then µ(F1∪F2) = +∞.
In that case

µ(F1 ∪ F2) = µ(F1) + µ(F2).

It remains to prove this equation when both µ(F1)
and µ(F2) are less than +∞.

Now
µ+(Fi) = inf

Gi∈B
Fi⊆Gi

µ(Gi).

If ε > 0 then µ+(Fi) + ε is greater than the infimum
and so is not a lower bound. In other words, there is
a Gi ∈ B such that Fi ⊆ Gi and

µ(Gi) < µ+(Fi) + ε.

Then

µ(G1∪G2) ≤ µ(G1)+µ(G2) < µ+(F1)+µ+(F2)+2ε.

Now
F1 ∪ F2 ⊆ G1 ∪G2

and G1 ∪G2 ∈ B so

µ+(F1 ∪ F2) = inf
G∈B

F1∪F2⊆G

µ(G) ≤ µ(G1 ∪G2).

Combining these,

µ+(F1 ∪ F2) < µ+(F1) + µ+(F2) + 2ε.

This holds for all ε > 0 so

µ+(F1 ∪ F2) ≤ µ+(F1) + µ+(F2).

Similarly,

µ−(Fi) = sup
Ei∈B
Ei⊆Fi

µ(Ei).
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If ε > 0 then µ−(Fi) − ε is less than the supremum
and so is not an upper bound. In other words, there
is an Ei ∈ B such that Ei ⊆ Fi and

µ(Ei) > µ−(Fi)− ε.

Then

µ(E1∪E2) = µ(E1)+µ(E2) > µ−(F1)+µ−(F2)−2ε.

Here we’ve used the fact that E1 ∩ E2 = ∅, which
follows from E1 ⊆ F1, E2 ⊆ F2 and F1 ∩ F2 = ∅.
Now

E1 ∪ E2 ⊆ F1 ∪ F2

and E1 ∪ E2 ∈ B so

µ−(F1 ∪ F2) = sup
E∈B

E⊆F1∪F2

µ(E) ≥ µ(E1 ∪ E2).

Combining these,

µ−(F1 ∪ F2) > µ−(F1)− µ+(F2)− 2ε.

This holds for all ε > 0 so

µ−(F1 ∪ F2) ≥ µ−(F1) + µ−(F2).

We now have

µ−(F1 ∪ F2) ≥ µ−(F1) + µ−(F2)

and
µ+(F1 ∪ F2) ≤ µ+(F1) + µ+(F2),

but
µ−(F1) = µ†(F1) = µ+(F1),

µ−(F2) = µ†(F2) = µ+(F2),

and

µ−(F1 ∪ F2) = µ†(F1 ∪ F2) = µ+(F1 ∪ F2)

so
µ†(F1 ∪ F2) = µ†(F1) + µ†(F2).

This is the second required property for a content.
Now we show that µ†(F ) = µ(F ) if F ∈ B. If

E ∈ B and E ⊆ F then µ(E) ≤ µ−(F ), by the
definition of µ−. This applies in particular to E = F ,
so µ(F ) ≤ µ−(F ). Similarly, if G ∈ B and F ⊆ G

then µ+(F ) ≤ µ(G). Applying this to G = F gives
µ+(F ) ≤ µ(F ). But

µ−(F ) = µ†(F ) = µ+(F )

so

µ†(F ) = µ(F ).

7.4 Jordan content on R

As we already saw, the set of finite unions of intervals
in R is a Boolean algebra, generated by the set of all
intervals. There is a natural content on it.

Definition 7.4.1. If I is a non-empty interval then
its length is defined to be

`(I) = sup I − inf I.

The length of ∅ is defined to be 0.

Proposition 7.4.2. Suppose I is the Boolean alge-
bra on R generated by the intervals. Then there is a
unique content µ on (R, I) such that if I1, . . . , Im
are disjoint intervals then

µ

 m⋃
j=1

Ij

 =

m∑
j=1

`(Ij).

Note that the equation above isn’t suitable as a
definition because there may be more than one way
to write a given set as a union of disjoint intervals
and it’s not immediately obvious that the right hand
side is independent of which way is chosen.

Proof. We define

µ(E) = lim
n→+∞

pn(E)

2n

where pn(E) is the number of points x ∈ E such that
2nx ∈ Z. This limit exists when

E =

m⋃
j=1

Ij
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for disjoint intervals I1, I2, . . . , Im because the num-
ber of points x ∈ Ij such that 2nx ∈ Z is within 1
of 2n`(Ij) so pn(E) is within m of 2n

∑m
j=1 `(Ij). It

follows that

lim
n→+∞

pn(E)

2n
=

m∑
j=1

`(Ij).

It’s clear that µ(∅) = ∅. If E ∩ F = ∅ then

pn(E ∪ F ) = pn(E) + pn(F )

for each n ∈ N and hence

µ(E ∪ F ) = µ(E) + µ(F ).

So µ is a content.
The uniqueness of µ is immediate since every ele-

ment of I is of the form E =
⋃m
j=1 Ij for some disjoint

intervals I1, . . . , Im and the equation

µ

 m⋃
j=1

Ij

 =

m∑
j=1

µ(`(I)).

determines its value on any such element.

Definition 7.4.3. The Jordan algebra J on R and
the Jordan content µ are the Boolean algebra and
content obtained by completing I and µI as in The-
orem 7.3.4.

It’s worth noting that the formula

µ(E) = lim
n→+∞

pn(E)

2n

holds for E ∈ I, but needn’t hold for E ∈ J .

Proposition 7.4.4. Let C be the Cantor set. Then
C ∈ J and µ(C) = 0 but C /∈ I.

Proof. Let Cn be the union of the 2n intervals of the
form

[
j
3n ,

j+1
3n

]
which contain an element of C. Then

Cn ∈ I, C ⊆ Cn and

µ(Cn) =

(
2

3

)n
.

For any ε > 0 there is an n such that(
2

3

)n
< ε

Then
Cn4C = C \ Cn ⊆ Cn

and
µ(Cn) < ε.

In other words, for every ε > 0 there are D,H ∈ I
such that D4C ⊆ H and µ(H) < ε, namely D =
H = Cn. Therefore C ∈ I† = J . Also, ∅ ⊆ C ⊆ Cn
so

0 ≤ µ(C) ≤ µ(Cn) =

(
2

3

)n
.

This holds for all n ∈ N so

µ(C) = 0.

If C were an element of I then we could write it
as a finite union of intervals, the sum of the lengths
of which is zero. The only intervals of length 0 are
empty or singletons, so C would be a finite set. But
we’ve already seen that it’s uncountable.

Proposition 7.4.5. Q /∈ J .

Proof. Suppose that I is an interval of positive length
which is a subset of Q. Then inf I ≤ sup I so there are
x, z ∈ I such that x < z. In between any two rational
numbers there is an irrational number so there is a
y ∈ R \ Q such that x ≤ y ≤ z. I is an interval
so y ∈ I. But I ⊆ Q, so we have a contradiction.
Therefore there any interval which is a subset of Q
must have length 0 and hence if E is an element of I
then µ(E) = 0. If Q ∈ J then we have

µ(Q) = µ−(Q) = sup
E∈I
E⊆Q

µ(E) = sup
E∈I
E⊆Q

0 = 0.

The argument above remains valid if we swap the
roles of Q and R \Q, so if R \Q ∈ J then

µ(R \Q) = 0.

J is a σ-algebra so if Q ∈ J then R \Q ∈ J and we
have both µ(Q) = 0 and µ(R \Q) = 0). But then

µ(R) = µ((R\Q)∪Q) ≤ µ(R\Q)+µ(Q) = 0+0 = 0.

But of course µ(R) = +∞, so Q /∈ J .
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7.5 Banach-Tarski

The following theorem is due to Banach and Tarski:

Theorem 7.5.1. There are sets E1, . . . , Em and
F1, . . . , Fm in R3 with the following properties:

(a) Ei is congruent to Fi for each i.

(b) The E’s are disjoint, i.e. Ej ∩ Ej = ∅ if i 6= j.

(c) The F ’s are disjoint, i.e. Fj ∩ Fj = ∅ if i 6= j.

(d)
⋃m
i=1Ei is a ball of radius 1.

(e)
⋃m
i=1 Fi is the union of two disjoint balls of ra-

dius 1.

Banach and Tarski’s argument doesn’t give a par-
ticular value of m, it just shows that there is one. It
was shown subsequently by Robinson that one can
take m = 5 or any higher value but not m = 4 or any
lower value.

We’re not going to prove the Banach-Tarski The-
orem, but we will prove the following corollary, as-
suming the validity Banach-Tarski Theorem.

Corollary 7.5.2. Suppose B is a Boolean algebra on
R3 and µ is a content on (R3,B) with the following
properties:

(a) If E ∈ B and F is congruent to E then F ∈ B
and µ(E) = µ(F ).

(b) B(x, r) ∈ B and µ(B(x, r)) = 4
3πr

3 for all x ∈
R3 and r > 0.

Then B 6= ℘(R3).

This corollary shows that any reasonable theory of
volumes of subsets of R3 must avoid assigning vol-
umes, even infinite volumes, to certain sets. The
meaning of the word “reasonable” is incorporated in
the definitions of Boolean algebras and contents. We
would like to assign a volume to any subsets which
arise naturally in examples, but we can’t hope to as-
sign one to all subsets.

Proof. Suppose there were such a µ with B = ℘(R3).
Let E1, . . . , Em and F1, . . . , Fm be as in the Banach-
Tarski Theorem. Then E1, . . . , Em ∈ B so by the first
condition above we have F1, . . . , Fm ∈ B and

µ(Ei) = µ(Fi).

The E’s are disjoint so

µ

(
m⋃
i=1

Ei

)
=

m∑
i=1

µ(Ei).

Similarly, the F ’s are disjoint so

µ

(
m⋃
i=1

Fi

)
=

m∑
i=1

µ(Fi).

It follows that

µ

(
m⋃
i=1

Ei

)
= µ

(
m⋃
i=1

Fi

)
.

Now
⋃m
i=1Ei is a ball of radius 1, so

µ

(
m⋃
i=1

Ei

)
=

4

3
π.

⋃m
i=1 Fi is a union of two disjoint balls of radius 1,

i.e there are B1 and B2 which balls of radius 1 such
that

⋃m
i=1 Fi = B1 ∪B2 and B1 ∪B2 = ∅. Therefore

µ

(
m⋃
i=1

Fi

)
= µ(B1) + µ(B2)

and

µ(Bn) =
4

3
π.

It follows that

4

3
π = µ

(
m⋃
i=1

Ei

)
= µ

(
m⋃
i=1

Fi

)

= µ(B1) + µ(B2) =
4

3
π +

4

3
π =

8

3
π

But of course
4

3
π 6= 8

3
π,

so the assumption that there is such a µ for B =
℘(R3) must be false.
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Both the theorem and the corollary require the Ax-
iom of Choice and are known not to be true in some
versions of Set Theory which do not include this ax-
iom or which include certain weaker versions of it.

7.6 Measures

Definition 7.6.1. Suppose (X,B) is a measurable
space. A measure on (X,B) is a function µ : B →
[0,+∞] such that

(a)
µ(∅) = 0.

(b) If A is a countable subset of B and E ∩ F = ∅
whenever E,F ∈ A and E 6= F then

µ

( ⋃
E∈A

E

)
=
∑
E∈A

µ(E).

A triple (X,B, µ) where (X,B) is a measurable
space and µ is a measure on (X,B) is called a
measure space.

Definition 7.6.2. If (X,B, µ) is a measure space
then a subset E of X is called a null set if E ∈ B
and µ(E) = 0.

Proposition 7.6.3. If (X,B, µ) is a measure space
then µ is a content on (X,B).

Note that every σ-algebra on X is a Boolean alge-
bra on X, so this statement is meaningful.

Proof. The first condition for a content, that µ(∅) =
0, is part of the definition of a measure. For the
second condition, suppose E,F ∈ B and E ∩ F = ∅.
Let A = {E,F}. Then A is a countable subset of B
and G ∩H = ∅ whenever G,H ∈ A and G 6= H, so

µ

( ⋃
G∈A

G

)
=
∑
G∈A

µ(E),

which just means

µ(E ∪ F ) = µ(E) + µ(F ).

So µ also satisfies the second condition for a content.

Proposition 7.6.4. All of the contents in Proposi-
tion 7.3.2 are measures, if B is a σ-algebra.

Proof. As noted in the proof of Proposition 7.3.2, the
first four examples are all special cases of the fifth and
last, so we only need to establish that

µ(E) =
∑
x∈E

w(x)

is a measure. We still have µ(∅) = 0 so we need only
check that if A ⊆ B and E ∩F = ∅ whenever E 6= F
then

µ

( ⋃
E∈A

E

)
=
∑
E∈A

µ(E).

Let S =
⋃
E∈AE. By Proposition 6.4.1 we have∑

x∈S
w(x) =

∑
E∈A

∑
x∈E

w(x),

which is just

µ

( ⋃
E∈A

E

)
=
∑
E∈A

µ(E).

Not every content on a σ-algebra is a measure
though.

Proposition 7.6.5. Suppose X is an infinite set and
B = ℘(X). Define µ : B → [0,+∞] by setting µ(E) =
0 if E is finite and µ(E) = +∞ if E is infinite. Then
µ is a content but is not a measure.

Proof. µ(∅) = 0 because ∅ is finite. Suppose E,F ∈
B. If E and F are finite then E ∪ F is finite and

µ(E ∪ F ) = 0 = 0 + 0 = µ(E) + µ(F ).

If E or F is infinite then E ∪ F is infinite and

µ(E ∪ F ) = +∞ = µ(E) + µ(F )

because at least one of µ(E) or µ(F ) is equal to +∞
and the sum of +∞ and anything in [0,+∞] is +∞.
So µ(E ∪F ) = µ(E) +µ(F ) in all cases. Therefore µ
is a content.
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To show that µ is not a measure we chose a count-
able subset S ⊆ X and let A be the set of subsets of
X which have a single element, which belongs to S.
Then A ⊆ ℘(X) = B. If E,F ∈ A and E 6= F then
E ∪ F = ∅. µ(E) = 0 for all E ∈ A since a set with
only a single element is finite, so∑

E∈A
µ(E) =

∑
E∈A

0 = 0.

On the other hand,

S ⊆
⋃
E∈A

E

since if x ∈ S then {x} ∈ E and hence x ∈
⋃
E∈AE.

It follows that
⋃
E∈AE is infinite, so

µ

( ⋃
E∈A

E

)
= +∞.

Thus

µ

( ⋃
E∈A

E

)
6=
∑
E∈A

µ(E),

so µ is not a measure.

Measures have properties analogous to those
proved for contents in Proposition 7.3.3.

Proposition 7.6.6. Suppose (X,B, µ) is a measure
space. Then

(a) If E,F ∈ B then

µ(E ∪ F ) + µ(E ∩ F ) = µ(E) + µ(F ).

(b) If E,F ∈ B and E ⊆ F then µ(E) ≤ µ(F ).

(c) If E,F ∈ B then

µ(E ∪ F ) ≤ µ(E) + µ(F ).

(d) If A is a countable subset of B and E ∩ F = ∅
whenever E,F ∈ A and E ∩ F = ∅ then

µ

( ⋃
E∈A

E

)
=
∑
E∈A

µ(E).

(e) If A is a countable subset of B then

µ

( ⋃
E∈A

E

)
≤
∑
E∈A

µ(E).

Proof. Measures are contents so 7.6.6a, 7.6.6b and
7.6.6e follow from 7.3.3a, 7.3.3b and 7.3.3c. 7.6.6d is
part of the definition of a measure.

If A is a countable subset of B. The finite case was
covered by Proposition 7.3.3 so we need only consider
the case where A is countably infinite, in which case
we can write it as

A = {E0, E1, E2, . . .}

for distinct E0, E1, E2,∈ B. Set

Gj = Ej \
⋃
i<j

Ei.

Then
Gj ⊆ Ej .

Also, for every x ∈
⋃∞
j=0Ej there is a first value of j

for which x ∈ Ej and so x ∈ Gj for this j. It follows
that

∞⋃
j=0

Ej ⊆
∞⋃
j=0

Gj

These inclusions, together with 7.6.6b, give

µ(Gj) ≤ µ(Ej)

and

µ

 ∞⋃
j=0

Ej

 ≤ µ
 ∞⋃
j=0

Gj

 .

Now Gj ∩Gk = ∅ if j 6= k so

µ

 ∞⋃
j=0

Gj

 =

∞∑
j=0

µ(Gj).

Combining this with the two inequalities which pre-
cede it gives

µ

 ∞⋃
j=0

Ej

 ≤ ∞∑
j=0

µ(Ej),

which is 7.6.6e
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Proposition 7.6.7. Suppose (X,B, µ) is a measure
space and E : N → B is a sequence of sets which is
monotone increasing in the sense that Ej ⊆ Ek if
j ≤ k. Then

µ

 ∞⋃
j=0

Ej

 = lim
j→∞

µ(Ej).

Proof. The fact that
⋃∞
j=0Ej ∈ B, and hence that

µ
(⋃∞

j=0Ej

)
is meaningful, follows from the assump-

tion that B is a σ-algebra.
As in the proof of 7.6.6e, define

Gj = Ej \
⋃
i<j

Ei.

As before
∞⋃
j=0

Gj =

∞⋃
j=0

Ej

and the G’s are disjoint so

µ

 ∞⋃
j=0

Ej

 =

∞∑
j=0

µ(Gj).

The same argument gives the corresponding proper-
ties of the partial sums.

m⋃
j=0

Gj =

m⋃
j=0

Ej

and

µ

 m⋃
j=0

Ej

 =

m∑
j=0

µ(Gj).

The monotonicity assumption on E means that

m⋃
j=0

Ej = Em.

So

µ(Em) =

m∑
j=0

µ(Gk)

and

µ

 ∞⋃
j=0

Ej

 =

∞∑
j=0

µ(Gj)

= lim
m→∞

m∑
j=0

µ(Gj)

= lim
m→∞

µ(Em).

There is a corresponding result for intersections of
decreasing sequences, but it requires and additional
hypothesis.

Proposition 7.6.8. Suppose (X,B, µ) is a measure
space and E : N → B is a sequence of sets which is
monotone decreasing in the sense that Ej ⊇ Ek if
j ≤ k. If µ(Em) < +∞ for some m then

µ

 ∞⋂
j=0

Ej

 = lim
j→∞

µ(Ej).

Proof. Let
Fj = Em \ Ej+m.

If j ≤ k then j + m ≤ k + m so Ej+m ⊇ Ek+m and
Fj ⊆ Fk. It follows from the preceding proposition
that

µ

 ∞⋃
j=0

Fj

 = lim
j→∞

µ(Fk).

Now
Em = Fj ∪ Ej+m

and
Fj ∩ Ej+m = ∅

so
µ(Em) = µ(Fj) + µ(Ej+m).

Taking limits,

µ(Em) = lim
j→∞

µ(Fj) + lim
j→∞

µ(Ej+m)

= µ

 ∞⋃
j=0

Fj

+ lim
j→∞

µ(Ej).
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Now

∞⋃
j=0

Fj =

∞⋃
j=0

(Em \ Ej+m) = Em \

 ∞⋂
j=0

Ej+m


and

∞⋂
j=0

Ej+m ⊆ Em

so

Em =

 ∞⋂
j=0

Ej+m

 ∪
 ∞⋃
j=0

Fj


and  ∞⋂

j=0

Ej+m

 ∩
 ∞⋃
j=0

Fj

 = ∅.

Therefore

µ(Em) = µ

 ∞⋂
j=0

Ej+m

+ µ

 ∞⋃
j=0

Fj

 .

If x ∈
⋂∞
j=0Ej+m then x ∈ Em and, by the mono-

tonicity assumption on E, x ∈ Ek for all k < m. But
also x ∈ Ek for all k ≥ m because such k can be
written as j + m for some m ∈ N. It follows that
x ∈

⋂∞
k=0Ek. Therefore

∞⋂
j=0

Ej+m ⊆
∞⋂
k=0

Ek.

The reverse inclusion holds as well because if k =
j +m and j ≥ 0 then k ≥ 0, so

∞⋂
j=0

Ej+m =

∞⋂
k=0

Ek.

We therefore have

µ(Em) = µ

( ∞⋂
k=0

Ek

)
+ µ

 ∞⋃
j=0

Fj

 ,

or, changing the indices,

µ(Em) = µ

 ∞⋂
j=0

Ej

+ µ

 ∞⋃
j=0

Fj

 ,

We combine this with the equation

µ(Em) = µ

 ∞⋃
j=0

Fj

+ lim
j→∞

µ(Ej)

obtained earlier. Either of these equations, to-
gether with the fact that µ(Em) < +∞, gives

µ
(⋃∞

j=0 Fj

)
< +∞ so we can subtract it from both

sides to obtain

µ

 ∞⋂
j=0

Ej

 = lim
j→∞

µ(Ej).

Without the hypothesis that µ(Em) < +∞ for
some m the statement would not be true. To see
this, consider N with counting measure and

Ej = {k ∈ N : j ≤ k}.

This gives

µ

 ∞⋂
j=0

Ej

 = µ(∅) = 0

and

lim
j→∞

µ(Ej) = lim
j→∞

+∞ = +∞.

Definition 7.6.9. A measure space (X,B, µ) is
called finite if µ(X) < +∞ and is called σ-finite
if there is a countable subset A ⊆ B such that
X =

⋃
E∈AE and µ(E) < +∞ for all E ∈ A.

Note that (X,B, µ) does not mean that X is a finite
set. In fact neither of these statements implies the
other.

Definition 7.6.10. Suppose (X, T ) is a locally com-
pact σ-compact Hausdorff topological space. Let B
be the Borel σ-algebra on X. A measure µ on (X,B)
is called a Borel measure. If it also satisfies the fol-
lowing conditions then it is called a Radon measure:

(a) If K is a compact subset of X then µ(K) < +∞.
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(b) If E ∈ B then µ(E) = supµ(K), where the
supremum is over all compact subsets K of E.

(c) If E ∈ B then µ(E) = inf µ(U), where the infi-
mum is over all open supersets U of E.

Lebesgue measure, which we will define in a later
chapter, is a Radon measure on R.

The following theorem is the analogue for measures
of Theorem 7.3.4 for contents.

Theorem 7.6.11. Suppose B is a σ-algebra on a set
X and µ is a measure on (X,B). Let B† be the set
of F ∈ ℘(X) such that for every ε > 0 there are
D,H ∈ B such that

F4H ⊆ D

and
µ(D) < ε.

Then B† is a σ-algebra on X and B ⊆ B†. For F ∈ B†
we define

µ−(F ) = sup
E∈B
E⊆F

µ(E)

and
µ+(F ) = inf

G∈B
F⊆G

µ(G).

Then µ−(F ) = µ+(F ) for all F ∈ B†. Let µ†(F )
be their common value. Then µ† is a measure on
(X,B†) and

µ†(F ) = µ(F )

for all F ∈ B.

(X,B†, µ†) is called the completion of (X,B, µ).

Proof. B is a Boolean algebra and µ is a content so
we can use Theorem 7.3.4 to conclude that B† is a
Boolean algebra on X, that B ⊆ B†, that µ+(F ) =
µ−(F ) for all F ∈ B†, that µ† is a content on (X,B†)
and that µ†(F ) = µ(F ) for all F ∈ B. The only
things which remain to be proved are that B† is a σ-
algebra rather than just a Boolean algebra and that
µ† is a measure rather than just a content. In other
words, we need to show that⋃

F∈A
F ∈ B†

if A is a countable subset of B† and that

µ†

( ⋃
F∈A

F

)
=
∑
F∈A

µ†(F )

if, in addition, the F ’s are disjoint. Only the count-
ably infinite case is needed because for finite A we
already have both statements. We can therefore as-
sume that

A = {F0, F1, . . .}

for some sequence of distinct F ’s and prove that

∞⋃
j=0

Fj ∈ B†

and

µ†

 ∞⋃
j=0

Fj

 =

∞∑
j=0

µ†(Fj).

Fi ∈ B† so for any δi > 0 there are Di, Hi ∈ B such
that Fi4Hi ⊆ Di and µ(Di) < δi. If ε > 0 then

δi =
ε

2i+1
> 0

we can choose Di and Hi such that

Fi4Hi ⊆ Di

and
µ(Di) <

ε

2i+1
.

Let

D =

∞⋃
i=0

Di,

F =

∞⋃
i=0

Fi

and

H =

∞⋃
i=0

Hi.

If x ∈ F4H then x ∈ F and x /∈ H or x ∈ H and
x /∈ F . In the former case x ∈ Fi for some i but
x /∈ Hj for any j. In particular x /∈ Hi so x ∈ Fi4Hi

and therefore x ∈ Di and x ∈ D. The same argument
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works in the latter case, with the roles of Fi and Hi

reversed. So

F4H ⊆ D.

Also,

µ(D) = µ

( ∞⋃
i=0

Di

)
≤
∞∑
i=0

µ(Di) <

∞∑
i=0

ε

2i+1
= ε.

So F ∈ B†. Therefore B† is a σ-algebra.

Fi ⊆
∞⋃
j=0

Fi

so

µ−(Fi) ≤ µ−
 ∞⋃
j=0

Fj


and hence

µ†(Fi) ≤ µ†
 ∞⋃
j=0

Fj

 .

If µ†(Fi) = +∞ for some i then µ†
(⋃∞

j=0 Fj

)
= +∞

and so

µ†

 ∞⋃
j=0

Fj

 =

∞∑
j=0

µ†(Fj).

We may therefore restrict our attention to the case
where µ†(Fi) < +∞ for all i.

µ+(Fi) = inf
Gi∈B
Fi⊆Gi

µ(Gi)

If ε > 0 then µ+(Fi) + ε/2i+1 is greater than the
infimum so there is a Gi ∈ B such that Fi ⊆ Gi and

µ(Gi) < µ+(Fi) +
ε

2i+1
.

Let

G =

∞⋃
i=0

Gi.

Then

µ(G) ≤
∞∑
i=0

µ(Gi)

<

∞∑
i=0

(
µ+(Fi) +

ε

2i+1

)
=

∞∑
i=0

µ+(Fi) + ε.

Now F ⊆ G and G ∈ B so µ+(F ) ≤ µ(G), and
therefore

µ+(F ) <
∞∑
i=0

µ+(Fi) + ε.

This holds for all ε > 0 so

µ+(F ) ≤
∞∑
i=0

µ+(Fi).

Similarly,

µ−(Fi) = sup
Ei∈B
Ei⊆Fi

µ(Ei)

If ε > 0 then µ−(Fi)− ε/2i+1 is less than the supre-
mum so there is an Ei ∈ B such that Ei ⊆ Fi and

µ(Ei) < µ−(Fi)−
ε

2i+1
.

Let

E =

∞⋃
i=0

Ei.

Then

µ(E) =

∞∑
i=0

µ(Ei)

>

∞∑
i=0

(
µ−(Fi)−

ε

2i+1

)
=

∞∑
i=0

µ−(Fi) + ε.

In the first line above we’ve used the fact that the
F ’s are disjoint so the E’s, which are subsets of the
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F ’s, are also disjoint. Now E ⊆ F and F ∈ B so
µ−(F ) ≥ µ(E), and therefore

µ−(F ) >

∞∑
i=0

µ−(Fi)− ε.

This holds for all ε > 0 so

µ−(F ) ≥
∞∑
i=0

µ−(Fi).

But Fi ∈ B† for each i and F ∈ B†

µ−(Fi) = µ†(Fi) = µ+(Fi)

and

µ−(F ) = µ†(F ) = µ+(F ).

From

µ+(F ) ≤
∞∑
i=0

µ+(Fi)

and

µ−(F ) ≥
∞∑
i=0

µ−(Fi).

it therefore follows that

µ†(F ) =

∞∑
i=0

µ†(Fi).

Thus µ† is a measure on (X,B†).

Proposition 7.6.12. Suppose that (X,B, µ) and
(X,B†, µ†) are as in the preceding theorem. Then
F ∈ B† if and only if there are D,H ∈ B such that

F4H ⊆ D

and

µ(D) = 0.

Then

µ†(F ) = µ(H).

Proof. Suppose that there are D,H ∈ B such that

F4H ⊆ D

and

µ(D) = 0.

For any ε > 0 we have µ(D) < ε so F ∈ B†.
Suppose, conversely, that F ∈ B†. 1/2k+1 > 0 so

there are Dk, Hk ∈ B such that

F4Hk ⊆ Dk

and

µ(Dk) <
1

2k+1
.

Let

D =

∞⋂
i=0

∞⋃
j=i

Dj

and

H =

∞⋂
i=0

∞⋃
j=i

Hj .

Note that D,H ∈ B. Now

F4H =

∞⋂
i=0

∞⋃
j=i

F4Hi.

F4Hi ⊆ Di so

∞⋃
j=i

F4Hi ⊆
∞⋃
j=i

Di

and
∞⋂
i=0

∞⋃
j=i

F4Hi ⊆
∞⋂
i=0

∞⋃
j=i

Di,

i.e.

F4H ⊆ D.

Also,

µ(

∞⋃
j=i

Dj) ≤
∞∑
j=i

µ(Dj) ≤
∞∑
j=i

1

2j+1
=

1

2i
.

The sequence of sets
⋃∞
j=iDj is monotone decreasing
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µ(D0) < +∞ so

µ(D) = µ

 ∞⋂
i=0

∞⋃
j=i

Dj


= lim
i→∞

µ

∞⋃
j=i

Dj


≤ lim
i→∞

1

2i
= 0.

So there are D,H ∈ B such that F4H ⊆ D and
µ(D) = 0.

µ†(H ∪D) + µ†(H ∩D) = µ†(H) + µ†(D)

and µ†(D) = µ(D) = 0, from which it follows that
µ†(H ∩D) = 0 as well. Therefore

µ†(H ∪D) = µ†(H).

Now F ⊆ H ∪D so

µ†(F ) ≤ µ†(H ∪D) = µ†(H) = µ(H).

On the other hand,

µ†(F ∪D) + µ†(F ∩D) = µ†(F ) + µ†(D),

µ†(D) = 0 and µ†(H ∩D) = 0 so

µ†(F ∪D) = µ†(F ).

Now H ⊆ F ∪D so

µ(H) = µ†(H) ≤ µ†(F ∪D) = µ†(F ).

Therefore
µ†(F ) = µ(H).

Proposition 7.6.13. Suppose that (X,B, µ) and
(X,B†, µ†) are as in the preceding theorem. The fol-
lowing two statements are equivalent:

(a) F ∈ B† and µ†(F ) = 0.

(b) There is a G ∈ B such that F ⊆ G and µ(G) = 0.

Proof. Suppose F ∈ B† and µ†(F ) = 0. By the
preceding proposition there are D,H ∈ B such that
F4H ⊆ D, µ(D) = 0 and µ(H) = µ(F ) = 0. Let
G = D ∪H. Then G ∈ B and

µ(G) = µ(D ∪H) ≤ µ(D) + µ(H) = 0

and hence µ(G) = 0. Also F ⊆ G.
Suppose conversely that there is a G ∈ B such that

F ⊆ G and µ(G) = 0. Let D = H = G. Then

F4H = G \ F ⊆ G = D

and µ(D) = µ(G) = 0. So F ∈ B† by the preceding
proposition. Also, F ⊆ G so

µ†(F ) ≤ µ†(G) = µ(G) = 0

and hence µ†(F ) = 0.

7.7 Atomic algebras

Definition 7.7.1. An atomic algebra on a set X is
a B ∈ ℘(℘(X)) satisfying the following conditions.

(a) ∅ ∈ B.

(b) If E ∈ B then X \ E ∈ B.

(c) If A ⊆ B then
⋃
E∈AE ∈ B.

Proposition 7.7.2. Every atomic algebra is a σ-
algebra and a Boolean algebra.

Proof. The first two conditions in the definition are
identical. Suppose that B is an atomic algebra, so
that if A ⊆ B then

⋃
E∈AE ∈ B. Then this holds in

particular for all countable A or for all finite A. The
former shows that B is a σ-algebra while the latter
shows that it is a Boolean algebra.

Not every Boolean algebra or σ-algebra is an
atomic algebra. For example I is a Boolean alge-
bra which is not an atomic algebra. I contains the
set {x} for each x ∈ R. If it were an atomic algebra
it would contain every union of such sets and there-
fore every subset of R, but not every subset is a finite
union of intervals. Similarly, the Borel σ-algebra on
R is not an atomic algebra because it contains {x}
for every x ∈ R but not every subset of R is a Borel
set. This last statement is more complicated to prove
however.
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Proposition 7.7.3. Suppose B is an atomic algebra
and A ⊆ B. Then

⋂
E∈AE ∈ B.

Proof. ⋂
E∈A

E = X \
⋂
E∈A

(X \ E).

We can construct atomic algebras via partitions or
equivalence relations.

Definition 7.7.4. Suppose X is a set. A partition
of X is a P ∈ ℘(℘(X)) such that

(a) If E ∈ B then E 6= ∅

(b) If E,F ∈ P then E = F or E ∩ F = ∅.

(c) X =
⋃
E∈P E.

Proposition 7.7.5. If ∼ is an equivalence relation
on X then the set of equivalence classes with respect
to ∼ is a partition of X.

Proof. For every x ∈ X the set {y ∈ X : x ∼ y}
is an equivalence class by definition and x ∈ {y ∈
X : x ∼ y} so every element of X belongs to some
equivalence class and every equivalence class is non-
empty. Suppose E and F are equivalence classes, i.e.
that E = {y ∈ X : w ∼ y} and F = {y ∈ X : x ∼ y}
for some w, x ∈ X. If E ∩ F 6= ∅ then there a
z ∈ E ∩ F . Then w ∼ z and x ∼ z. Also therefore
z ∼ w and z ∼ x If y ∈ F then x ∼ y. From this
and z ∼ x it follows that z ∼ y. From that and
w ∼ z it follows that w ∼ y, i.e. that y ∈ E. So
F ⊆ E. The same argument with the roles of w and
x reversed along with those of E and F gives E ⊆ F .
So E = F . We’ve just seen that for any equivalence
classes E and F , E ∩F = ∅ implies E = F . In other
words, E = F or E ∩ F = ∅.

Proposition 7.7.6. Suppose P is a partition of X.
Let B be set of all sets of the form

⋃
F∈Q F where

Q ⊆ P. Then B is an atomic algebra.

Proof. ∅ ⊆ P and ∅ =
⋃
E∈∅E so ∅ ∈ B.

If E ∈ B then E =
⋃
F∈Q F for some Q ⊆ P. Then

X \ E = X \
⋃
F∈Q

F =
⋂
F∈Q

(X \ F ).

Suppose x ∈ X \ E. Then x /∈ F for any F ∈ X.
On the other hand, x ∈ X =

⋃
F∈P F , so x ∈ F for

some F ∈ P. Therefore x ∈ F for some F ∈ P \ Q,
i.e. x ∈

⋃
F∈P\Q F . Suppose, conversely, that x ∈⋃

F∈P\Q F , i.e. that there is an F ∈ P \Q such that
x ∈ F . If G ∈ Q then F 6= G so F∩G = ∅. Therefore
x /∈ G, i.e. x ∈ X \ G. This holds for all G ∈ Q so
x ∈

⋂
G∈Q(X \ G). Therefore x ∈ X \ E. So we’ve

now seen that x ∈ X\E if and only if x ∈
⋃
F∈P\Q F ,

i.e. that
X \ E =

⋃
F∈P\Q

F.

But P \ Q ⊆ P so the set on the left belongs to B.
If A ⊆ B then for each E ∈ A there is a QE such

that E =
⋃
F∈QE

F . Then⋃
E∈A

E =
⋃
E∈A

⋃
F∈QE

F =
⋃

f∈
⋃

E∈AQE

F

so
⋃
E∈AE ∈ B.

Proposition 7.7.7. Suppose B is an atomic algebra
on a set X. Define a relation ∼ on X by x ∼ y
if x ∈ E ⇔ y ∈ E for all E ∈ B. Then ∼ is an
equivalence relation.

Proof. Trivially x ∈ E ⇔ x ∈ E, so x ∼ x. Also, if
x ∈ E ⇔ y ∈ E then y ∈ E ⇔ x ∈ E so if x ∼ y then
y ∼ x. Finally, if x ∈ E ⇔ y ∈ E and y ∈ E ⇔ z ∈ E
then x ∈ E ⇔ z ∈ E, so if x ∼ y and y ∼ z then
x ∼ z.

Proposition 7.7.8. Suppose B is an atomic algebra
on a set X, ∼ is the equivalence relation defined by
x ∼ y if and only if for all E ∈ B we have x ∈
E ⇔ y ∈ E, P is the set of equivalence classes for
the relation ∼ and B′ is the set of unions of these
equivalence classes. Then B′ = B.

Proof. Suppose E ∈ B. For each x ∈ E define

Cx = {y ∈ X : x ∼ y}.

In other words, Cx is the equivalence class of x with
respect to the equivalence relation ∼. Let

F =
⋃
x∈E

Cx.
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This is a union of equivalence classes so F ∈ B′. Sup-
pose w ∈ E. Then w ∈ Cw because w ∼ w so w ∈ F .
Suppose, conversely, that w ∈ F . Then w ∈ Cx for
some x ∈ E and therefore x ∼ w. So w ∈ E, by the
definition of the relation ∼. So w ∈ E if and only if
w ∈ F and therefore E = F . So E ∈ B′. So if E ∈ B
then E ∈ B′.

Suppose E ∈ B′. In other words, there is some set
Q of equivalence classes such that

E =
⋃
C∈Q

C.

If C ∈ Q then C is an equivalence class so

C = {y ∈ X : x ∼ y}

for some x ∈ X. By the definition of ∼ we have y ∈ C
if and only if y ∈ E for all E ∈ B such that x ∈ E.
In other words,

C =
⋂
E∈B
x∈E

E.

This is an intersection of elements of B and so is an
element of B. This holds for each C ∈ Q so E is a
union of elements of B and therefore also an element
of B. So if E ∈ B′ then E ∈ B. We already proved
the reverse implication so E ∈ B if and only if E ∈ B′.
In other words, B = B′.

We started with an atomic algebra and then went
through an equivalence relation and a partition to
get back to an atomic algebra but we could equally
well have started with the equivalence relation or the
partition. The point of the propositions above is that
atomic algebras, equivalence relations and partitions
are largely equivalent concepts.

Definition 7.7.9. A system of weights for a set X is
a function w : X → [0,+∞]. It is called finite if the
set

{x ∈ X : w(x) > 0}

is finite and is called countable if the set is countable.

For any set X the set ℘(X) is an atomic algebra
on X. We’ve already seen that for system of weights

w : X → [0,+∞] the function µ : ℘(X) → [0,+∞]
defined by

µ(E) =
∑
x∈E

w(x)

is a measure. That means in particular that it is
countably additive, i.e. that if A ⊆ ℘(X) is a count-
able set of disjoint subsets then

µ

( ⋃
E∈A

E

)
=
∑
E∈A

µ(E).

This equation in fact holds even without the assump-
tion that A is countable. Indeed,

µ

( ⋃
E∈A

E

)
=

∑
x∈

⋃
E∈A E

w(x)

=
∑
E∈A

∑
x∈E

w(x)

=
∑
E∈A

µ(E).

The first and last equations are definitions while
the middle one is a consequence of Theorem 6.4.1.
Note that these observations apply to any system of
weights, where or not they are finite or countable.

Definition 7.7.10. Suppose P and Q are partitions
of X. Then Q is said to be a refinement of P if for
every E ∈ Q there is an F ∈ P such that E ⊆ F .

Proposition 7.7.11. Suppose P and Q are parti-
tions of X. Let BP be the set of unions of elements
of P and let BQ be the set of unions of elements of Q.
Then Q is a refinement of P if and only if BP ⊆ BQ.

Proof. Suppose BP ⊆ BQ. Suppose also that E ∈ Q.
Then E 6= ∅ so there is an x ∈ E. X =

⋃
F∈P F so

there is an F ∈ P such that x ∈ F . Now F ∈ BP and
BP ⊆ BQ so F ∈ BQ. In other words, F is a union
of elements of Q, i.e. F =

⋃
G∈AG for some A ⊆ Q.

x ∈ F so x ∈ G for some G ∈ A. Now x ∈ E ∩ G
so E ∩ G 6= ∅. E,G ∈ Q and Q is a partition so
it follows that E = G, i.e. that E ∈ A. But then
E ⊆ F . For every E ∈ Q there is therefore an F ∈ P
such that E ⊆ F . In other words, Q is a refinement
of P.
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Suppose, conversely, that Q is a refinement of P.
Suppose also that G ∈ BP , i.e. that there is some
A ⊆ P such that

G =
⋃
E∈A

E.

Let

H =
⋃
F∈Q
F⊆G

F

Each such F is a subset of G so their union is as well.
Therefore

H ⊆ G.

Suppose x ∈ G. X =
⋃
F∈Q F because Q is a parti-

tion so x ∈ F for some F ∈ Q. Q is a refinement of
P so F ⊆ E′ for some E′ ∈ P. Also x ∈ G so x ∈ E
for some E ∈ A. x ∈ E∩E′ so E∩E′ 6= ∅ and hence
E = E′. Therefore F ⊆ E for some E ∈ A. But then
F ⊆ G, so x ∈ H. We’ve shown that if x ∈ G then
x ∈ H, so

G ⊆ H

and, since we already have the reverse inclusion,

G = H.

Now H ∈ BQ because it’s a union of elements of Q.
We’ve now shown that if G ∈ BP then G ∈ BQ. So

BP ⊆ BQ

if Q is a refinement of P.

Definition 7.7.12. Suppose P and Q are partitions
of a set X. Their common refinement is the set of
non-empty subsets of X of the form E ∩F for E ∈ P
and F ∈ Q.

This name is justified by the following proposition.

Proposition 7.7.13. Suppose P and Q are parti-
tions of a set X and R is their common refinement.
Then R is a partition of X and R is a refinement
of P and of Q. If P and Q are finite then so is R.
Similarly, if P and Q are countable then so is R.

Proof. Suppose G1, G2 ∈ R and G1 ∩G2 6= ∅. Then
there is an x ∈ G1 ∩ G2. Also G1 = E1 ∩ F1 for
some E1 ∈ P and F1 ∈ Q and G2 = E2 ∩ F2 for
some E2 ∈ P and F1 ∈ Q. But then x ∈ E1 ∩E2 and
x ∈ F1∩F2. Therefore E1∩E2 6= ∅ and F1∩F2 6= ∅.
E1, E2 ∈ P and P is a partition so E1 ∩ E2 6= ∅
implies E1 = E2. Similarly, F1, F2 ∈ Q and Q is a
partition so F1 ∩ F2 6= ∅ implies F1 = F2. But then

G1 = E1 ∩ F1 = E2 ∩ F2 = G2.

So if G1, G2 ∈ R and G1 ∩ G2 6= ∅ then G1 = G2.
The elements of R are non-empty by definition, so R
is a partition.

For every G ∈ R there is an E ∈ P and an F ∈ Q
such that G = E ∩ F and hence G ⊆ E and G ⊆
F . Therefore R is a refinement of P and R is a
refinement of Q.

If P and Q are finite then so is P ×Q. Subsets of
finite sets are finite so

S = {(E,F ) ∈ P ×Q : E ∩ F 6= ∅}

is finite. Define h : S → R by h(E,F ) = E ∩ F . The
definition of R means that h is a surjection. The
image of a finite set under a surjection is finite, so R
is finite.

The argument above applies without change if the
word “finite” is replaced by “countable”.

Proposition 7.7.14. If P and Q are partitions of
a set X, R is their common refinement, and B is a
Boolean algebra on X such that P ⊆ B and Q ⊆ B
then R ⊆ B.

Proof. If G ∈ R then G = E ∩ F for some E ∈ P
and F ∈ Q. P ⊆ B and Q ⊆ B so E ∈ B and F ∈ B.
Therefore E ∩ F ∈ B, i.e. G ∈ B. So if G ∈ R then
G ∈ B, i.e. R ⊆ B.

Proposition 7.7.15. Suppose B is a Boolean algebra
on a set X. Then the set P(X,B) of partitions Q of
X such that Q ⊆ B, with the order relation P 4 Q
if Q is a refinement of P, is a non-empty directed
set. So is the set of finite partitions, or the set of
countable partitions.
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Proof. {X} ∈ P(X,B) so P (X,B) is non-empty.
If BQ ⊆ BQ so Q is a refinement of itself, i.e. Q 4

Q for all Q ∈ P(X,B).
If Q1 4 Q2 and Q2 4 Q3 then Q2 is a refinement

of Q1 and Q3 is a refinement of Q2. Therefore BQ1
⊆

BQ2 and BQ2 ⊆ BQ3 so and BQ1 ⊆ BQ3 . Thus Q3 is
a refinement of Q1 and Q1 4 Q3.

Given any P,Q ∈ P(X,B) their common refine-
ment R belongs to P(X,B) and is a refinement of
both. In other words, P 4 R and Q 4 R. Thus
P(X,B) satisfies all the requirements for a directed
set.

8 Integration

8.1 Refinements of content spaces

Definition 8.1.1. Suppose (X,B, µ) and (Y, C, ν)
are content spaces. A morphism of content spaces
is a function f : X → Y satisfying the following con-
ditions:

(a)
C ⊆ f∗∗(B).

(b)
ν(E) = µ(f∗(E))

for all E ∈ C.

Proposition 8.1.2. Suppose (X,B, µ), (Y, C, ν) and
(Z,D, ξ) are content spaces and f : X → Y and
g : Y → Z are morphisms. Then g ◦ f is also a mor-
phism.

Proof. The hypotheses mean that

C ⊆ f∗∗(B),

ν(E) = µ(f∗(E))

for all E ∈ C,
D ⊆ g∗∗(C),

and
ξ(F ) = ν(g∗(F )),

for all F ∈ D. Then

g∗∗(C) ⊆ g∗∗(f∗∗(B)) = (g ◦ f)∗∗(B)

and hence
D ⊆ (g ◦ f)∗∗(B).

Also, if F ∈ D then g∗(F ) ∈ C and

ξ(F ) = ν(g∗(F )) = µ(f∗(g∗(F ))) = µ((g ◦ f)∗(F )).

Most of the time we’re interested in morphisms f
from (X,B, µ) to (Y, C, ν) where X = Y and f is the
identity function.

Definition 8.1.3. Suppose (X,B′, µ′) and (X,B′, µ′)
are content spaces. We say that (X,B′, µ′) is a re-
finement of (X,B, µ) if B ⊆ B′ and µ′(F ) = µ(F ) for
every F ∈ B.

Proposition 8.1.4. (X,B′, µ′) is a refinement of
(X,B, µ) if and only if the identity function i : X →
X is a morphism of content spaces from (X,B′, µ′)
to (X,B, µ).

Proof. Suppose (X,B′, µ′) is a refinement of
(X,B, µ). If E ∈ B then i∗(E) = E ∈ B′ so
E ∈ i∗∗(B′). Also, µ(E) = µ(i∗(E)) = µ′(i∗(E)). So
if E ∈ B then E ∈ i∗∗(B′), i.e.

B ⊆ i∗∗(B′),

and
µ(E) = µ′(i∗(E))

for all E ∈ B. Therefore i is a morphism of content
spaces from (X,B, µ) to (X,B′, µ′).

Suppose, conversely, that i is a morphism of con-
tent spaces from (X,B, µ) to (X,B′, µ′), i.e. that

B ⊆ i∗∗(B′),

and
µ(E) = µ′(i∗(E))

for all E ∈ B. If E ∈ B then E ∈ i∗∗(B′), so E =
i∗(E) ∈ B′. So

B ⊆ B′.

Also
µ(E) = µ′(i∗(E)) = µ′(E)

for all E ∈ B. So (X,B′, µ′) is a refinement of
(X,B, µ).
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Proposition 8.1.5. Suppose (X,B′, µ′) is a refine-
ment of (X,B, µ) and (X,B′′, µ′′) is a refinement
of (X,B′, µ′). Then (X,B′′, µ′′) is a refinement of
(X,B, µ).

Proof. (X,B′, µ′) is a refinement of (X,B, µ) so the
identity function on X is a morphism from (X,B′, µ′)
to (X,B, µ). Similarly, (X,B′′, µ′′) is a refinement
of (X,B′, µ′) so the identity is a morphism from
(X,B′′, µ′′) to (X,B′, µ′). The composition of two
morphism is a morphism so the identity is a mor-
phism from (X,B′′, µ′′) to (X,B, µ). Therefore
(X,B′′, µ′′) is a refinement of (X,B, µ).

The notion of a refinement generalises properties
we saw for completions of content spaces and measure
spaces in Theorems 7.3.4 and 7.6.11.

Proposition 8.1.6. Suppose (X,B, µ) and
(X,B†, µ†) are as in Theorem 7.3.4. Then (X,B†, µ†)
is a refinement of (X,B, µ).

Proof. The statements that B ⊆ B† and that µ†(F ) =
µ(F ) for every F ∈ B were part of the conclusions of
Theorem 7.3.4.

As an example (R,J , µ) is a refinement of
(R, I, µ). Strictly speaking we should write µJ and
µI for the two content functions. They have differ-
ent domains, J and I, respectively and so are dif-
ferent functions. But one generally uses the same
symbol for both, which causes no ambiguity be-
cause µJ (E) = µI(E) whenever both are defined,
i.e. whenever E ∈ I. In fact there’s no ambigu-
ity precisely because (R,J , µJ ) is a refinement of
(R, I, µI).

Proposition 8.1.7. Suppose (X,B, µ) and
(X,B†, µ†) are as in Theorem 7.6.11. Then
(X,B†, µ†) is a refinement of (X,B, µ).

Proof. The statements that B ⊆ B† and that µ†(F ) =
µ(F ) for every F ∈ B were part of the conclusions of
Theorem 7.6.11.

The notions of refinement of partitions and refine-
ment of content spaces are closely related.

Proposition 8.1.8. Suppose P and Q are partitions
of a set X and that Q is a refinement of P. Let BP
and BQ be the sets of unions of elements of P and
unions of elements of Q respectively. Suppose µQ is
a content on (X,BQ). Define µP : BP → [0,+∞] by

µP(E) = µQ(E)

for all E ∈ BP . Then (X,Q, µQ) is a refinement of
(X,P, µP).

Proof. We’ve already seen that BP ⊆ BQ. Also, we
defined µP such that µP(E) = µQ(E) for all E ∈ BP ,
so all the requirements for a refinement are met.

8.2 Definition of the integral

Definition 8.2.1. Suppose (X,B, µ) is a content
space, P is a partition of X and w is a system of
weights on X. The three are said to be compatible if
P ⊆ B and

µ(E) =
∑
x∈E

w(x)

for all E ∈ P.

Proposition 8.2.2. Suppose (X,B′, µ′) is a refine-
ment of (X,B, µ), P is a partition of X and w is a
system of weights on X. Then (X,B′, µ′), P and w
are compatible if (X,B, µ), P and w are. (X,B, µ),
P and w are compatible if (X,B′, µ′), P and w are
and P ⊆ B.

Proof. Suppose that (X,B, µ), P and w are compat-
ible. P ⊆ B and B ⊆ B′ so

P ⊆ B′.

Also,

µ(E) =
∑
x∈E

w(x)

for each E ∈ P since (X,B, µ), P and w are compat-
ible. But µ′(E) = µ(E) for E ∈ P so

µ′(E) =
∑
x∈E

w(x)

Therefore (X,B′, µ′), P and w are compatible.
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Suppose (X,B′, µ′), P and w are compatible and

P ⊆ B.

We have

µ′(E) =
∑
x∈E

w(x)

for each E ∈ P since (X,B′, µ′), P and w are com-
patible. But µ(E) = µ′(E) for all E ∈ B and hence
for all E ∈ P, so

µ(E) =
∑
x∈E

w(x)

Therefore (X,B, µ), P and w are compatible.

Proposition 8.2.3. Suppose (X,B, µ) is a content
space, P is a finite partition of X and w is a system of
weights on X. Let BP be the set of unions of elements
of P. Let µP(E) =

∑
x∈E w(x) for E ∈ BP and let

µw(E) =
∑
x∈E w(x) for E ∈ ℘(X). Then (X,B, µ),

P and w are compatible if and only if (X,B, µ) and
(X,℘(X), µw) are both refinements of (X,BP , µP).

Proof. Suppose (X,B, µ), P and w are compatible,
i.e. that

P ⊆ B

and

µ(E) =
∑
x∈X

w(x)

for all E ∈ P. The elements of BP are finite unions of
elements of P, and therefore finite unions of elements
of B, and B is a Boolean algebra so

BP ⊆ B.

If F ∈ BP then F =
⋃
E∈AE for some finite A ⊆ P.

P is a partition so A is a disjoint collection and

µP(F ) =
∑
x∈F

w(x) =
∑
E∈A

∑
x∈E

w(x)

=
∑
E∈A

µ(E) = µ

( ⋃
E∈A

E

)
= µ(F ).

So BP ⊆ B and µP(F ) = µ(F ) for all F ∈ BP . In
other words, (X,B, µ) is a refinement of (X,BP , µP).
Also, BP ⊆ ℘(X) and

µP(F ) =
∑
x∈F

w(x) = µw(F )

if F ∈ BQ so (X,℘(X), µw) is a refinement of
(X,BP , µP).

Suppose, conversely, that (X,B, µ) and
(X,℘(X), µw) are refinements of (X,BP , µP),
i.e. that

BP ⊆ B,

BP ⊆ ℘(X),

and

µ(E) = µP(E) = µw(E)

for all E ∈ BP . Then

P ⊆ B

since P ⊆ BP . Also,

µP(E) = µw(E) =
∑
x∈E

µ(x)

for all E ∈ P. Therefore (X,B, µ), P and w are
compatible.

There is a similar result for measure spaces and
countable partitions.

Proposition 8.2.4. Suppose (X,B, µ) is a measure
space, P is a countable partition of X and w is a
system of weights on X. Let BP be the set of unions
of elements of P. Let µP(E) =

∑
x∈E w(x) for

E ∈ BP and let µw(E) =
∑
x∈E w(x) for E ∈ ℘(X).

Then (X,B, µ), P and w are compatible if and only if
(X,B, µ) and (X,℘(X), µw) are both refinements of
(X,BP , µP).

Proof. The proof is the same as for the previous
proposition, with “finite” replaced by “countable”,
“Boolean algebra” replaced by “σ-algebra” and “con-
tent” replaced by “measure” everywhere.
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Proposition 8.2.5. Suppose (X,B, µ) is a content
space, P and Q are finite partitions of X and w is
a system of weights on X. Suppose also that Q is a
refinement of P. If (X,B, µ), Q and w are compatible
then so are (X,B, µ), P and w.

Proof. (X,B, µ), Q and w are compatible so (X,B, µ)
and (X,℘(X), µw) are refinements of (X,BQ, µQ). Q
is a refinement of P so (X,BQ, µQ) is a refinement of
(X,BP , µP). Therefore (X,B, µ) and (X,℘(X), µw)
are refinements of (X,BP , µP). So (X,B, µ), P and
w are compatible.

Again, there’s a version for measure spaces and
countable partitions.

Proposition 8.2.6. Suppose (X,B, µ) is a measure
space, P and Q are countable partitions of X and w
is a system of weights on X. Suppose also that Q is a
refinement of P. If (X,B, µ), Q and w are compatible
then so are (X,B, µ), P and w.

Proof. The proof is word for word identical to that
of the preceding proposition.

Definition 8.2.7. Suppose (X,B, µ) is a content
space Y is either [0,+∞] or R, and f : X → Y is
a function. Let P be the set of finite subsets of B
which are partitions of X and let U be the set of sys-
tems of weights w on X such that

∑
x∈X w(x)f(x)

converges. Define Rf : U → Y by

Rf (w) =
∑
x∈X

w(x)f(x).

Define α : P→ ℘(U) by

α(Q) = {w ∈ U : (X,B, µ), Q and w are compatible}.

Let E be the upward closure of α∗(P). f is said to be
integrable with respect to the content space (X,B, µ)
if α(Q) 6= ∅ for each Q ∈ P and the filter

R∗∗g (E)

converges. Its limit is then known as the integral of
f with respect to (X,B, µ) and is denoted∫

x∈X
f(x) dµ(x).

P is a non-empty directed set. α∗(P) is therefore
also a non-empty directed subset of ℘(X), the or-
dering being given by the superset relation. If f is
integrable then ∅ /∈ α∗(P). α∗(P) is therefore a pre-
filter and E is a filter. So the reference to convergence
is meaningful. Also Y is Hausdorff, so the limit, i.e.
the integral, is unique if it exists.

Similarly we can define the integral of a function
on a measure space.

Definition 8.2.8. Suppose (X,B, µ) is a measure
space, Y is either [0,+∞] or R and f : X → Y is a
function. Let P be the set of countable subsets of
B which are partitions of X and let U be the set of
systems of weights w on X such that

∑
x∈X w(x)f(x)

converges and define Rf : U → Y by

Rf (w) =
∑
x∈X

w(x)f(x).

Define α : P→ ℘(U) by

α(Q) = {w ∈ U : (X,B, µ), Q and w are compatible}.

Let E be the upward closure of α∗(P). f is said to be
integrable with respect to the measure space (X,B, µ)
if α(Q) 6= ∅ for each Q ∈ P and the filter

R∗∗f (E)

converges. Its limit is then known as the integral of
f with respect to (X,B, µ) and is denoted∫

x∈X
f(x) dµ(x).

Every measure space is a content space, so we ap-
pear to have defined the integral twice in this case.
Are these definitions compatible? Yes, in the sense
that f is integrable when considered as a function
on the measure space if it’s integrable when consid-
ered as a function on the content space, and the two
integrals then agree. This will follow from Proposi-
tion 8.2.11. It’s possible for a f to be integrable as a
function on the measure space but not on the content
space however.

The advantage of defining integrals as limits is that
we can immediately see that they have the usual
properties of limits.
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Proposition 8.2.9. Suppose (X,B, µ) is a content
space or a measure space and f and g are integrable
functions on X such that f(x) ≤ g(x) for all x ∈ X.
Then ∫

x∈X
f(x) dµ(x) ≤

∫
x∈X

g(x) dµ(x).

Proof. This follows from Theorem 1.16.3b.

Proposition 8.2.10. Suppose (X,B, µ) is a con-
tent space or a measure space c1, . . . , cm ∈ R and
f1, . . . , fm : X → [−∞,+∞] are integrable functions.
Define g : X → [−∞,+∞] by

g(x) =

m∑
i=1

cifi(x),

assuming this is possible. Then g is an integrable
function and∫

x∈X
g(x) dµ(x) =

m∑
i=1

ci

∫
x∈X

fi(x) dµ(x).

Proof. This follows from Theorem 1.16.3c.

Proposition 8.2.11. Suppose that (X,B′, µ′) is a
refinement of (X,B, µ). If f is integrable with re-
spect to (X,B, µ) then it is integrable with respect to
(X,B′, µ′) and the integrals are equal.

We haven’t specified whether (X,B, µ) and
(X,B′, µ′) are content spaces or measure spaces. In
fact the proposition holds if both are content space or
if both are measure spaces. It also holds if (X,B, µ)
is a content space and (X,B′, µ′) is a measure space,
although it can fail if (X,B, µ) is a measure space and
(X,B′, µ′) is a content space.

Proof. To avoid giving three separate, but nearly
identical, proofs for the three different cases listed
above we adopt the following convention for the re-
mainder of the proof. The word “tiny” will mean
“finite” if (X,B, µ) is a content space and will mean
“countable” if (X,B, µ) is a measure space. The word
“small” will mean “finite” if (X,B′, µ′) is a content
space and will mean “countable” if (X,B′, µ′) is a
measure space. In each of the three cases allowed

above it’s true that every tiny set is small, though
this is not true in the excluded case where (X,B, µ)
is a measure space and (X,B′, µ′) is a content space.

Let P be the set of tiny subsets of B which are
partitions of X and let P′ be the set of small subsets
of B′ which are partitions of X. B ⊆ B′ and every
tiny subset is small so P ⊆ P′. Let U be the set of
systems of weights w on X such that

∑
x∈X w(x)f(x)

converges and define Rf : U → Y by

Rf (w) =
∑
x∈X

w(x)f(x).

Define α : P→ ℘(U) by

α(Q) = {w ∈ U : (X,B, µ), Q and w are compatible}

and α′ : P′ → ℘(U) by

α′(Q) = {w ∈ U : (X,B′, µ′), Q and w are compatible}.

If Q ∈ P then α(Q) = α′(Q) since (X,B′, µ′), Q and
w are compatible if and only if (X,B, µ), Q and w
are compatible, by Proposition 8.2.2. Let E be the
upward closure of α∗(P). and let E ′ be the upward
closure of α′∗(P

′). Suppose Z ∈ E , i.e. that there is
a Q ∈ P such that α(Q) ⊆ Z. Then Q ∈ P′ and
α′(Q) ⊆ Z. So Q ∈ E ′. Therefore E ⊆ E ′ so E ′
converges if E does and the limits are the same.

The characterisation of integrals as limits is useful
for proving theorem but it’s helpful to have a more
explicit description for examples. This will require
some preliminary definitions.

Definition 8.2.12. Suppose B is a Boolean algebra
on a set X and Y is a set. A function f : X → Y is
called a simple function if there is a finite partition
Q ⊆ B such that ℘(Y ) ⊆ f∗∗(BQ) where BQ is the
atomic algebra of unions of elements of Q.

Proposition 8.2.13. Suppose B is a Boolean algebra
on a set X, Y is a set and f : X → Y is a function.
The following statements are equivalent.

(a) f is a simple function.

(b) There is a finite partition Q ⊆ B such that
℘(Y ) = f∗∗(BQ).
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(c) There is a finite partition Q ⊆ B such that

{x ∈ X : f(x) = y} ∈ BQ

for each y ∈ Y .

(d) There is a finite partition Q ⊆ B of X and
a function ϕ : Q → Y such that f(x) = ϕ(E)
whenever E ∈ Q.

Proof. For any function f : X → Y we have

f∗∗(BQ) ⊆ ℘(Y )

so (a) implies (b).
Suppose (b) holds, i.e. that

℘(Y ) = f∗∗(BQ).

{y} ∈ ℘(Y ) so {y} ∈ f∗∗(BQ) and f∗({y}) ∈ BQ.
Therefore (c) holds.

Suppose (c) holds. Define an equivalence relation
∼ by w ∼ x if and only if f(w) = f(x). Let P be the
set of equivalence classes for this equivalence relation.
As with any set of equivalence classes, these form a
partition. If E ∈ P then E is the equivalence class of
some w ∈ X. Then

E = {x ∈ X : w ∼ x}
= {z ∈ X : f(w) = f(x)}
= f∗({f(w)})

so E ∈ BQ, because of (c). We define ϕ(E) = f(w).
This is independent of which w ∈ E is chosen since
f(w) = f(x) for all w ∈ E. Then

f(x) = ϕ(E),

so (d) holds.
Suppose (d) holds. Let

A = {E ∈ Q : ∃w ∈ E : f(w) ∈ V }

Suppose x ∈ f∗(V ), i.e. that f(x) ∈ V . Q is a
partition so there is an E ∈ Q such that x ∈ E and
therefore E ∈ A and

x ∈
⋃
E∈A

E.

Suppose, conversely, that x ∈
⋃
E∈AE. Then there

is an E ∈ A such that x ∈ E. By the definition of A
there is a w ∈ E such that f(w) ∈ V . Then

f(x) = ϕ(E) = f(w) ∈ V

so f(x) ∈ V , i.e. x ∈ f∗(V ). We’ve just seen that
x ∈ f∗(V ) if and only if x ∈

⋃
E∈AE so

f∗(V ) =
⋃
E∈A

E.

Now E ∈ Q and Q ⊆ BQ so E ∈ BQ and therefore⋃
E∈A

E ∈ BQ.

Then f∗(V ) ∈ BQ, i.e. V ∈ f∗∗(BQ). This holds for
all V ∈ ℘(Y ) so

℘(Y ) ⊆ f∗∗(BQ),

which is (a).

Simple functions are easy to integrate.

Proposition 8.2.14. Suppose (X,B, µ) is a content
space, Y = [0,+∞] or Y = R and f : X → Y is a
simple function. Then∫

x∈X
f(x) dµ =

∑
E∈Q

ϕ(E)µ(E)

where Q and ϕ are as in the preceding proposition.

Proof. Let

z =
∑
E∈Q

ϕ(E)µ(E).

If (X,B, µ), Q and w are compatible then

Rf (w) =
∑
x∈X

w(x)f(x) =
∑
E∈Q

∑
x∈E

w(x)f(x)

=
∑
E∈Q

∑
x∈E

w(x)ϕ(E) =
∑
E∈Q

ϕ(E)
∑
x∈E

w(x)

=
∑
E∈Q

ϕ(E)µ(E) = z.

In other words, Rf (w) = {z} for all w ∈ α(Q), or,
equivalently,

α(Q) ⊆ R∗f ({z}) .
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But Q ∈ P so
α(Q) ∈ α∗(P)

and therefore
R∗f ({z}) ∈ E

and so
{z} ∈ R∗∗f (E).

If V ∈ N (z) then z ∈ V so {z} ⊆ V . R∗∗f (E) is a
filter, hence is upward closed, so V ∈ R∗∗f (E). This
holds for all V ∈ N (z) so

N (z) ⊆ R∗∗f (E).

In other words, R∗∗f (E) converges to z. Thus z =∑
E∈Q ϕ(E)µ(E) is the integral of f with respect to

(X,B, µ).

Definition 8.2.15. Suppose B is a σ-algebra on a
set X and Y is a set. A function f : X → Y is called
a semisimple function if there is a countable partition
Q ⊆ B such that ℘(Y ) ⊆ f∗∗(BQ) where BQ is the
atomic algebra of unions of elements of Q.

The term “simple function” is nearly universal.
There is less unanimity on whether to require Q ⊆ B
but the the usual convention is to require it, as I have
above. The term “semisimple function” is not new,
but it is rare. There doesn’t seem to be any other
term which is less rare though.

Proposition 8.2.16. Suppose B is a σ-algebra on a
set X, Y is a set and f : X → Y is a function. The
following statements are equivalent.

(a) f is a semisimple function.

(b) There is a countable partition Q ⊆ B such that
℘(Y ) = f∗∗(BQ).

(c) There is a countable partition Q ⊆ B such that

{x ∈ X : f(x) = y} ∈ BQ

for each y ∈ Y .

(d) There is a countable partition Q ⊆ B of X and
a function ϕ : Q → Y such that

f(x) = ϕ(E)

whenever E ∈ Q.

Proof. The proof is word for word identical with that
of Proposition 8.2.13.

Semisimple functions are also easy to integrate.

Proposition 8.2.17. Suppose (X,B, µ) is a measure
space, Y = [0,+∞] or Y = R and f : X → Y is a
function. Then∫

x∈X
f(x) dµ =

∑
E∈Q

ϕ(E)µ(E)

where Q and ϕ are as in the preceding proposition.

Proof. The proof is word for word the same as that
of Proposition 8.2.14.

8.3 Alternate characterisations of the
integral

Definition 8.3.1. Suppose (X,B, µ) is a content
space. A statement is said to hold for almost all
x ∈ X if there is a set E such that µ(E) = 0 and the
statement holds for all x ∈ X \ E.

In other words, the statement holds except for x
in a null set. Of course measure spaces are content
spaces, so the definition above applies to them to.

Proposition 8.3.2. Suppose (X,B, µ) is a content
space, Y ⊆ [−∞,+∞] and g, h : X → Y are func-
tions such that g(x) = h(x) for almost all x ∈ X.
Then g is integrable if and only if h is, in which case∫

x∈X
g(x) dµ(x) =

∫
x∈X

h(x) dµ(x).

Proof. The hypothesis that g(x) = h(x) almost ev-
erywhere means that there is an E ∈ B with µ(E) = 0
such that g(x) = h(x) for all x ∈ X \ E. With no-
tation as in the definition of the integral, suppose
T ∈ R∗∗g (E), i.e. that R∗g(T ) ∈ E . Let V = R∗g(T ).
Then V ∈ E so there is Q ∈ P such that α(Q) ⊆ V .
LetR be the common refinement ofQ and {E,X\E}.
If w ∈ α(R) then w ∈ α(Q) and so w ∈ V . So
α(R) ⊆ V and hance α(R) ∈ E . For w ∈ α(R) we
have E ∈ BR so∑

x∈E
w(x) = µ(E) = 0
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so w(x) = 0 for all x ∈ E and hence∑
x∈E

g(x)w(x) = 0 =
∑
x∈E

h(x)w(x).

On the other hand, we have g(x) = h(x) for x ∈ X\E
so ∑

x∈X\E

g(x)w(x) =
∑

x∈X\E

h(x)w(x).

Then

Rg(w) =
∑
x∈X

g(x)w(x)

=
∑
x∈E

g(x)w(x) +
∑

x∈X\E

g(x)w(x)

=
∑
x∈E

h(x)w(x) +
∑

x∈X\E

h(x)w(x)

=
∑
x∈X

h(x)w(x) = Rh(w).

So Rg(w) = Rh(w) for all w ∈ α(R). Let S =
Rh∗(α(R)). If w ∈ α(R) then Rh(w) ∈ S so
w ∈ R∗h(S). Therefore

α(R) ⊆ R∗h(S).

α(R) ∈ E and E is upward closed so

R∗h(S) ∈ E

and hence
S ∈ R∗∗h (E).

If z ∈ S then z = Rh(w) for some w ∈ α(R). Then
z = Rg(w). α(R) ⊆ V so w ∈ V and hence z =
Rg(w) ∈ T . This holds for all z ∈ S so S ⊆ T . From
this and S ∈ R∗∗h (E) it follows that

T ∈ R∗∗h (E),

since R∗∗h (E) is upward closed. T was an arbitrary
element of R∗∗g (E) so

R∗∗g (E) ⊆ R∗∗h (E).

The same argument with the roles of g and h reversed
gives

R∗∗h (E) ⊆ R∗∗g (E),

so

R∗∗g (E) = R∗∗h (E).

Therefore R∗∗g (E) converges if and only if R∗∗h (E) con-
verges, in which case the limits are the same. In terms
of integrals this means that g is integrable if and only
if h is, in which case∫

x∈X
g(x) dµ(x) =

∫
x∈X

h(x) dµ(x).

Proposition 8.3.3. Suppose (X,B, µ) is a measure
space, Y ⊆ [−∞,+∞] and g, h : X → Y are func-
tions such that g(x) = h(x) for almost all x ∈ X.
Then g is integrable if and only if h is, in which case∫

x∈X
g(x) dµ(x) =

∫
x∈X

h(x) dµ(x).

Proof. The proof is word for word the same as for the
previous proposition.

Corollary 8.3.4. Suppose that (X,B, µ) is a mea-
sure space or a content space, Y ⊆ [−∞,+∞] and
g : X → Y is a function such that g(x) = 0 for al-
most all x ∈ X. Then g is integrable and∫

x∈X
f(x) dµ(x) = 0.

Proof. We just take h = 0. This is a simple function
so its integral was computed in the last section and
is, as expected, zero.

The propositions show that as far as integration is
concerned there is not much point in distinguishing
functions which take the same values at almost all
points. Similarly, it generally makes more sense to
impose a condition at almost all points rather than all
of them. That’s why the inequalities f(x) ≤ g(x) ≤
h(x) in the following definition are required to hold
for almost all x ∈ X rather than for all x ∈ X.

Definition 8.3.5. Suppose (X,B, µ) is a content
space and g : X → Y is a function, where Y =
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[0,+∞] or Y = R. The lower integral of g with
respect to (X,B, µ), denoted∫

x∈(X,B,µ)
g(x) dµ(x),

is the supremum of all
∫
x∈X f(x) dµ(x) where f

ranges over all simple functions such that f(x) ≤ g(x)
for almost all x ∈ X. The upper integral of g with
respect to (X,B, µ), denoted is the infimum of all∫

x∈(X,B,µ)
g(x) dµ(x),

∫
x∈X h(x) dµ(x) where h ranges over all simple func-

tions such that g(x) ≤ h(x) for almost all x ∈ X.

Definition 8.3.6. Suppose (X,B, µ) is a measure
space and g : X → Y is a function, where Y =
[0,+∞] or Y = R. The lower integral of g with
respect to (X,B, µ), denoted∫

x∈(X,B,µ)
g(x) dµ(x),

is the supremum of all
∫
x∈X f(x) dµ(x) where f

ranges over all semisimple functions such that f(x) ≤
g(x) for all x. The upper integral of g with respect
to (X,B, µ), denoted∫

x∈(X,B,µ)
g(x) dµ(x),

is the infimum of all
∫
x∈X h(x) dµ(x) where h ranges

over all semisimple functions such that g(x) ≤ h(x)
for all x.

Every measure space is a content space so we’ve
defined upper and lower integrals twice for measure
spaces. The values do not, in general, agree. There is
therefore an unfortunate ambiguity. In general, if the
space is a measure space and we refer to upper and
lower integrals then we mean the versions for mea-
sure spaces unless otherwise stated. From the fact
that every simple function is a semisimple function
it follows that the lower integral of f , viewed as a
function on a measure space, is no smaller than its

lower integral when viewed as a function on a content
space and that the upper integral of f , viewed as a
function on a measure space, is no larger than its up-
per integral when viewed as a function on a content
space.

The following is the analogue for filters of
Lemma 6.3.5 for nets, which, in turn, was a gener-
alisation of a familiar convergence criterion for se-
quences.

Proposition 8.3.7. Suppose E is a filter on a set X,
Y ⊆ [−∞,+∞], and r : X → Y is a function. Then

sup
V ∈E

inf
w∈V

r(w) ≤ inf
V ∈E

sup
w∈V

r(w)

in [−∞,+∞]. r∗∗(E) is convergent in Y if and only
if

inf
V ∈E

sup
w∈V

r(w) ∈ Y,

sup
V ∈E

inf
w∈V

r(w) ∈ Y,

and
inf
V ∈E

sup
w∈V

r(w) ≤ sup
V ∈E

inf
w∈V

r(w).

In this case their common value is the limit of r∗∗(E)

We are, of course, primarily interested in the case
Y = [0,+∞] and Y = R.

Proof. Note that all the infima and suprema are un-
derstood to be in [−∞,+∞], and so definitely exist.
That they belong to Y is an additional hypothesis
though, which we make only in the “if” part of the
statement.

If Z ∈ E then Z 6= ∅ so

inf
w∈Z

r(w) ≤ sup
w∈Z

r(w).

Therefore

sup
S∈E

inf
w∈Z

r(w) ≤ sup
w∈Z

r(w)

and
sup
S∈E

inf
w∈Z

r(w) ≤ inf
T∈E

sup
w∈T

r(w)

so
sup
V ∈E

inf
w∈V

r(w) ≤ inf
V ∈E

sup
w∈V

r(w).
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Suppose that

inf
V ∈E

sup
w∈V

r(w) ∈ Y,

sup
V ∈E

inf
w∈V

r(w) ∈ Y,

and
inf
V ∈E

sup
w∈V

r(w) ≤ sup
V ∈E

inf
w∈V

r(w).

Then the two sides of the inequality are equal, since
we already have the reverse inequality, so there is a
y ∈ Y such that

sup
V ∈E

inf
w∈V

r(w) = y = inf
V ∈E

sup
w∈V

r(w).

Suppose x < y and let I = Y ∩ (x,+∞]. Then

x < sup
V ∈E

inf
w∈V

r(w)

so there is a V ∈ E such that

inf
w∈V

r(w) > x.

So if w ∈ V then r(w) > x, i.e. r(w) ∈ I.
Similarly, if z > y and J = Y ∩ [−∞, y) Then

z > inf
V ∈E

sup
w∈V

r(w)

so there is a V ∈ E such that

sup
w∈V

r(w) < z.

So if w ∈ V then r(w) < z, i.e. r(w) ∈ J .
If x < y < z let K = Y ∩ (x, z) = I ∩J . We’ve just

seen that there is a VI ∈ E such that r(w) ∈ I for
all w ∈ VI and a VJ ∈ E such that r(w) ∈ J for all
w ∈ VJ . Let V = VI ∩VJ . Then V ∈ E and r(w) ∈ K
for all w ∈ V .

Every neighbourhood of y in Y contains a set of
the form I, J , of K, so if N is a neighbourhood of y
then there is a V ∈ E such that r(w) ∈ N if w ∈ V .
In other words, V ⊆ r∗(N). V ∈ E and E is upward
closed so r∗(N) ∈ E , i.e. N ∈ r∗∗(E). This holds for
all N ∈ N (y) so

N (y) ⊆ r∗∗(E).

Therefore E converges to y. Thus if

inf
V ∈E

sup
w∈V

r(w) ≤ sup
V ∈E

inf
w∈V

r(w)

then they are equal and E converges to their common
value.

Suppose, conversely, that E converges to some y ∈
Y . If x < y then I = Y ∩ (x,+∞] is a neighbourhood
of y in Y so r∗(I) ∈ E . If w ∈ r∗(I) then r(w) ∈ I
and hence r(w) > x. This holds for all w ∈ r∗(I) so
infw∈r∗(I) r(w) ≥ x. r∗(I) ∈ E so

sup
V ∈E

inf
w∈V

r(w) ≥ x.

This holds for all x < y so

sup
V ∈E

inf
w∈V

r(w) ≥ y.

Strictly speaking, the argument above fails if y = −∞
because then there is no x < y, but

sup
V ∈E

inf
w∈V

r(w) ≥ y

holds trivially if y = −∞, since every element of
[−∞,+∞] is greater than or equal to −∞.

Similarly, If z > y then J = Y ∩ [−∞, z) is a neigh-
bourhood of y in Y so r∗(J) ∈ E . If w ∈ r∗(J) then
r(w) ∈ J and hence r(w) < z. This holds for all
w ∈ r∗(J) so supw∈r∗(J) r(w) ≥ x. r∗(J) ∈ E so

inf
V ∈E

sup
w∈V

r(w) ≤ z.

This holds for all z > y so

inf
V ∈E

sup
w∈V

r(w) ≤ y.

This time the argument fails for y = +∞ but again
the inequality holds trivially in that case. From

inf
V ∈E

sup
w∈V

r(w) ≤ y

and
sup
V ∈E

inf
w∈V

r(w) ≥ y

we get
inf
V ∈E

sup
w∈V

r(w) ≤ sup
V ∈E

inf
w∈V

r(w).
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The reverse inequality holds without any assump-
tions so in fact

inf
V ∈E

sup
w∈V

r(w) = sup
V ∈E

inf
w∈V

r(w).

But we’ve already seen that the left hand side is less
than or equal to y while the right hand side is greater
than or equal to y so

inf
V ∈E

sup
w∈V

r(w) = y = sup
V ∈E

inf
w∈V

r(w).

y ∈ Y so
inf
V ∈E

sup
w∈V

r(w) ∈ Y

and
sup
V ∈E

inf
w∈V

r(w) ∈ Y.

Proposition 8.3.8. Suppose that (X,B, µ) is a mea-
sure space, Y ⊆ [−∞,+∞] and g : X → Y is a func-
tion. Then

inf
V ∈E

sup
w∈V

Rg(w) =

∫
x∈X

g(x) dµ(x)

and

sup
V ∈E

inf
w∈V

Rg(w) =

∫
x∈X

g(x) dµ(x).

All the suprema, and infima, including those in the
definition of

∫
x∈X g(x) dµ(x) and

∫
x∈X

g(x) dµ(x) are

to be understood in [−∞,+∞].

Proof. We’ll prove only the first of these equations.
The second can proved by swapping infima and
suprema and the directions of inequalities in the proof
of the first, or, more simply, by applying the first
equation to −g in place of g.

Suppose

inf
V ∈E

sup
w∈V

Rg(w) <

∫
x∈X

g(x) dµ(x).

Then there are y1, y2 ∈ R such that

inf
V ∈E

sup
w∈V

Rg(w) < y1 < y2 <

∫
x∈X

g(x) dµ(x).

By the definition of the infimum there is then a V ∈ E
such that

sup
w∈V

Rg(w) < y1.

V ∈ E so there is a countable partition Q of X such
that α(Q) ⊆ V . Then

sup
w∈α(Q)

Rg(w) < y1.

Define ϕ : Q → Y by

ϕ(E) = sup
y∈E

g(y)

for E ∈ Q and h : E → Y by

h(x) = ϕ(E),

where E is the unique element of Q such that x ∈
E. Then h ∈ BQ and g(x) ≤ h(x) for all x so h
is one of the functions appearing in the definition of∫
x∈Xg(x) dµ(x). Therefore∫

x∈X
h(x) dµ(x) ≥

∫
x∈X

g(x) dµ(x) > y2.

Let
ε = y2 − y1.

Then ε > 0.
Q is countable. Label its elements E0, E1, etc.

The sequence may or may not terminate after finitely
many terms. For each j choose a sequence mj,0, mj,1,
. . . such that mj,k < +∞ for each j and k but∑

k

mj,k = µ(Ej).

This sequence also may or may not terminate after
finitely many terms. There definitely is a sequence
satisfying these requirements. If µ(Ej) < +∞ then
we can just take

mj,0 = µ(Ej)

and stop there. If µ(Ej) = +∞ then we can take

mj,k = 1
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for all k. Let

δj,k =
ε

2j+k+2(1 +mj,k)
> 0.

We then choose, for each j, a sequence of points such
that xj,k ∈ Ej and

g(xj,k) > ϕ(Ej)− δj,k.

There must exist such an xj,k because ϕ(Ej) is the
supremum of g on Ej and so ϕ(Ej)− δj,k is less than
the supremum. Define a system of weights w by

w(x) =
∑

j,k : x=xj,k

mj,k.

Then∑
x∈El

w(x) =
∑
x∈El

∑
j,k : x=xj,k

mj,k

=
∑

j,k : xj,k∈El

mj,k =
∑
k

ml,j = µ(El).

The second to last equation holds because xj,k ∈ Ej
and Ej ∩ El = ∅ if j 6= l. So (X,B, µ), Q and w are
compatible and therefore w ∈ U .

Rg(w) =
∑
x∈X

g(x)w(x)

=
∑
x∈X

g(x)
∑

j,k : x=xj,k

mj,k

=
∑
j,k

g(xj,k)mj,k

>
∑
j,k

ϕ(Ej)mj,k −
∑
j,k

δj,kmj,k

>
∑
j

∑
k

ϕ(Ej)mj,k −
∑
j,k

ε

2j+k+2

=
∑
j

ϕ(Ej)
∑
k

mj,k −
∑
j

∑
k

ε

2j+k+2

≥
∑
j

ϕ(Ej)w(Ej)−
∑
j

ε

2j+1

≥ y2 − ε = y1.

But this contradicts the inequality

Rg(w) < y1

from earlier, so the assumption that

inf
V ∈E

sup
w∈V

Rg(w) <

∫
x∈X

g(x) dµ(x)

can’t hold.
Suppose now that∫

x∈X
g(x) dµ(x) < inf

V ∈E
sup
w∈V

Rg(w).

Then there is a y ∈ R such that∫
x∈X

g(x) dµ(x) < y < inf
V ∈E

sup
w∈V

Rg(w).

∫
x∈Xg(x) dµ(x) is the infimum of

∫
x∈X h(x), dµ(x)

over all semisimple functions h such that g(x) ≤ h(x)
for all x ∈ X. There must therefore be such an h such
that ∫

x∈X
h(x) dµ(x) < y.

In other words, there is a countable partition Q of X
and a function ϕ : Q → Y such that

h(x) = ϕ(E)

for each x ∈ X, where E is the unique element of Q
such that x ∈ E. Let V = α(Q). If w ∈ V then

Rg(w) =
∑
x∈X

g(x)w(x) ≤
∑
x∈X

h(x)w(x)

=
∑
E∈Q

∑
x∈E

h(x)w(x) =
∑
E∈Q

∑
x∈E

ϕ(E)w(x)

=
∑
E∈Q

ϕ(E)
∑
x∈E

w(x) =
∑
E∈Q

ϕ(E)µ(E)

=

∫
x∈X

h(x) dµ(x) dx < y

so

sup
w∈V

Rg(w) ≤ y,

where V = α(Q), and α(Q) ∈ E , so

inf
V ∈E

sup
w∈V

Rg(w) ≤ y.
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But this contradicts the inequality

inf
V ∈E

sup
w∈V

Rg(w) > y.

from earlier, so the assumption∫
x∈X

g(x) dµ(x) < inf
V ∈E

sup
w∈V

Rg(w).

cannot hold either. Therefore∫
x∈X

g(x) dµ(x) = inf
V ∈E

sup
w∈V

Rg(w).

Proposition 8.3.9. Suppose that (X,B, µ) is a con-
tent space, Y ⊆ [−∞,+∞] and g : X → Y is a func-
tion. Then

inf
V ∈E

sup
w∈V

Rg(w) =

∫
x∈X

g(x) dµ(x)

and

sup
V ∈E

inf
w∈V

Rg(w) =

∫
x∈X

g(x) dµ(x).

Proof. The proof is almost identical to that of the
preceding proposition. The partitions Q are finite
though, and the range of the index j is therefore finite
as well, although k may still need to be countable
unless µ(X) < +∞. Some further simplifications are
possible, but none are necessary.

Theorem 8.3.10. Suppose (X,B, µ) is a content
space, Y is a subset of [−∞,+∞] and g : X → Y
is a function. Then∫

x∈X
g(x) dµ(x) ≤

∫
x∈X

g(x) dµ(x).

Also, g is integrable if and only if∫
x∈X

g(x) dµ(x) ∈ Y,

∫
x∈X

g(x) dµ(x) ∈ Y,

and ∫
x∈X

g(x) dµ(x) ≤
∫
x∈X

g(x) dµ(x),

in which case the integral is their common value.

We are, of course, primarily interested in the cases
Y = [0,+∞] and Y = R. In the former case the
hypotheses ∫

x∈X
g(x) dµ(x) ∈ Y

and ∫
x∈X

g(x) dµ(x) ∈ Y

are always fulfilled.

Proof. We apply Proposition 8.3.7 to r = Rg and E
the filter from the definition of the integral. Proposi-
tion 8.3.9 allows us to identify the supremum of the
infima and the infimum of the suprema with the lower
and upper intervals, respectively.

Theorem 8.3.11. Suppose (X,B, µ) is a measure
space, Y is a subset of [−∞,+∞] and g : X → Y is
a function. Then∫

x∈X
g(x) dµ(x) ≤

∫
x∈X

g(x) dµ(x).

Also, g is integrable if and only if∫
x∈X

g(x) dµ(x) ∈ Y,

∫
x∈X

g(x) dµ(x) ∈ Y,

and ∫
x∈X

g(x) dµ(x) ≤
∫
x∈X

g(x) dµ(x),

in which case the integral is their common value.
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Again, we are primarily interested in the cases
Y = [0,+∞] and Y = R and in the former case
the hypotheses ∫

x∈X
g(x) dµ(x) ∈ Y

and ∫
x∈X

g(x) dµ(x) ∈ Y

are always fulfilled.

Proof. The proof is the same as in the preceding theo-
rem, except with Proposition 8.3.8 in place of Propo-
sition 8.3.9.

The characterisation of integrability in terms of up-
per and lower integrals can be used to show that a
function is integrable over a content or measure space
if and only if it is integrable over the completion of
that space.

Theorem 8.3.12. Suppose (X,B, µ) is a content
space and (X,B†, µ†) is its completion. Suppose
Y ⊆ [−∞,+∞]. Then g : X → Y is integrable with
respect to (X,B†, µ†) if and only if it is integrable
with respect to (X,B, µ). The two integrals are then
equal.

Proof. The “if” part and the equality of the two inte-
grals follow immediately from Proposition 8.2.11 but
the “only if” part requires more work.

Suppose that g is integrable with respect to
(X,B†, µ†). By Theorem 8.3.11 then∫

x∈X
g(x) dµ†(x) =

∫
x∈X

g(x) dµ†(x)

and both sides belong to Y .
The lower integral, i.e. the left hand side, was de-

fined to be the supremum of
∫
x∈X f(x), dµ†(x) where

f ranges over simple functions such that f(x) ≤ g(x)
for all x ∈ X. Simple here means that there is a finite
partition Q ⊆ B† of X such that ℘(Y ) ⊆ f∗∗(BQ).
It’s B† rather than B since this is the lower integral
with respect to (X,B†, µ†) rather than with respect
to (X,B, µ).

Suppose y1, y2 ∈ R are such that

y1 < y2 <

∫
x∈X

g(x) dµ†(x).

We can do this unless
∫
x∈X

g(x) dµ†(x) = −∞, a

case which we will consider separately later. By the
definition of the supremum there’s an f as above and
a corresponding Q such that∫

x∈X
f(x) dµ†(x) > y2.

Let
ε = y2 − y1.

As usual we have a ϕ : Q → Y such that

f(x) = ϕ(E)

where E is the unique element of Q such that x ∈ E.
We can write f as

f =
∑
E∈Q

ϕ(E)χE ,

where χE is the characteristic function of E. Define

Q+ = {E ∈ Q : ϕ(E) > 0},

Q0 = {E ∈ Q : ϕ(E) = 0},

and
Q− = {E ∈ Q : ϕ(E) < 0}.

These are finite, so

Q+ = {F0, F1, . . . , Fm}

for some distinct F0, F1, . . . , Fm and

Q+ = {G0, G1, . . . , Gn}

for some distinct G0, G1, . . . , Gn. These are all ele-
ments of Q and hence of B†.

Let
δj =

ε

2j+2|ϕ(Ej)|
> 0.

Fj ∈ B†. By the definition of B† there are Dj , Hj ∈ B
such that

Fj4Gj ⊆ Dj
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and
µ(Dj) < δj .

Then
Hj \Dj ⊆ Fj ⊆ Hj ∪Dj

so
µ†(Hj \Dj) ≤ µ†(Fj) ≤ µ†(Hj ∪Dj).

But
Hj ∪Dj = (Hj \Dj) ∪Dj

and
(Hj \Dj) ∩Dj = ∅

so

µ†(Hj ∪Dj) = µ†(Hj \Dj) + µ†(Dj)

= µ†(Hj \Dj) + µ(Dj)

< µ†(Hj \Dj) + δj

It follows that

µ†(F̃j) < µ(Fj) + δj

where
F̃j = Hj \Dj .

ϕ(Fj) > 0 so

ϕ(Fj)µ(F̃j) < ϕ(Fj)µ(Fj) +
ε

2j+2
.

Also F̃j ⊆ Fj so

χF̃j
(x) ≤ χFj (x)

and hence

ϕ(Fj)χF̃j
(x) ≤ ϕ(Fj)χFj

(x)

for all x ∈ X.
Similarly, let

θk =
ε

2k+2|ϕ(Ek)|
> 0.

Gk ∈ B†. By the definition of B† there are Dk, Hk ∈
B such that

Gk4Gk ⊆ Dk

and
µ(Dk) < θk.

Then

Hk \Dk ⊆ Gk ⊆ Hk ∪Dk,

µ†(Hk \Dk) ≤ µ†(Gk) ≤ µ†(Hk ∪Dk),

Hk ∪Dk = (Hk \Dk) ∪Dk,

(Hk \Dk) ∩Dk = ∅,

and

µ†(Hk ∪Dk) = µ†(Hk \Dk) + µ†(Dk)

= µ†(Hk \Dk) + µ(Dk)

< µ†(Hk \Dk) + θk.

It follows that

µ†(Gk) < µ(G̃k) + θk

where

G̃k = Hk ∪Dk.

Now ϕ(Gk) < 0 so

ϕ(Gk)µ(G̃k) < ϕ(Gk)µ(Gk) +
ε

2k+2
.

Also Gk ⊆ G̃k, so

χGk
(x) ≤ χG̃k

(x)

and hence

ϕ(GK)χG̃k
(x) ≤ ϕ(Gk)χGk

(x)

for all x ∈ X.

Now let

f̃ =
∑
j

ϕ(Fj)χF̃j
+
∑
k

ϕ(Gk)χG̃k
.

Then

f̃(x) ≤ f(x) ≤ g(x)

for all x ∈ X. Also F̃j ∈ B and G̃k ∈ B. f̃ takes
only finitely many values and takes each of them on
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an element of B, so is a simple function with respect
to (X,B). Also,∫
x∈X

f(x) dµ†(x) =
∑
j

ϕ(Fj)µ(Fj) +
∑
k

ϕ(Gk)µ(Gk)

=
∑
j

ϕ(Fj)µ
†(Fj) +

∑
k

ϕ(Gk)µ†(Gk)

<
∑
j

ϕ(F̃j)µ
†(Fj) +

∑
j

ε

2j+2

+
∑
k

ϕ(G̃k)µ†(Gk) +
∑
k

ε

2j+2

=

∫
x∈X

f̃(x) dµ(x) + ε.

Now
∫
x∈X f(x) dµ†(x) > y2 and ε = y2 − y1 so∫

x∈X
f̃(x) dµ(x) > y1.

This holds for all y1 <
∫
x∈X

g(x) dµ†(x) so∫
x∈X

f̃(x) dµ(x) ≥
∫
x∈X

g(x) dµ†(x),

and hence, since f̃ is one of the functions in the supre-
mum defining

∫
x∈X

g(x) dµ(x),∫
x∈X

g(x) dµ(x) ≥
∫
x∈X

g(x) dµ†(x).

The proof above assumed
∫
x∈X

g(x) dµ†(x) 6= −∞
but the inequality holds even without this assumption
because every element of [−∞,+∞] is greater than
or equal to −∞.

A similar argument works for the upper integrals
and gives∫

x∈X
g(x) dµ(x) ≤

∫
x∈X

g(x) dµ†(x).

We already have∫
x∈X

g(x) dµ†(x) ≤
∫
x∈X

g(x) dµ†(x)

by the integrability of g with respect to (X,B†, µ†)
and Theorem 8.3.11, so∫

x∈X
g(x) dµ(x) ≤

∫
x∈X

g(x) dµ(x).

Using Theorem 8.3.11 again we see that g is inte-
grable with respect to (X,B, µ).

Theorem 8.3.13. Suppose (X,B, µ) is a measure
space and (X,B†, µ†) is its completion. Suppose Y ⊆
[−∞,+∞]. Then g : X → Y is integrable with respect
to (X,B†, µ†) if and only if it is integrable with respect
to (X,B, µ). The two integrals are then equal.

Proof. The proof is nearly identical to the proof of
the preceding theorem, with the obvious changes,
such as replacing the “finite” with “countable”, “con-
tent” with “measure”, “simple” with “semisimple”,
etc. There is one exception though. In the proof of
the preceding theorem we used the fact a finite lin-
ear combination of characteristic functions takes only
finitely many values to conclude that f̃ is simple. It
is not true in general, however, that a countable lin-
ear combination of characteristic functions takes only
countably many values. A convergent sum of pos-
itive numbers can have only countably many non-
zero terms though, so we can modify f̃ by choosing
its value to be an arbitrary element of Y on all of
those sets which contribute nothing to the integral.
The new f will be semisimple and will still satisfy the
necessary inequality on the integral.

8.4 Riemann integration

Definition 8.4.1. A function g : R → R is said to
be Riemann integrable if it is integrable with respect
to the content space (R, I, µ) where I is the set of
finite unions of intervals and µ is the length content
whose existence was proved in Proposition 7.4.2.

Proposition 8.4.2. If f is Riemann integrable then
it is integrable with respect to (R,J , µ), where J is
the Jordan algebra and µ is its associated content.
Conversely, if f is integrable with respect to (R,J , µ)
then it is Riemann integrable.
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Proof. This follows from Theorem 8.3.12, since
(R,J , µ) is the completion of (R, I, µ).

Definition 8.4.3. Suppose (X, T ) is a topological
space and f : X → R is a function. The support of f
is the set

f∗(R− {0}).

f is said to be compactly supported if its support is
compact.

Proposition 8.4.4. Every compactly supported con-
tinuous function is Riemann integrable.

Proof. Suppose g is compactly supported and con-
tinuous. Then the support of g is bounded since all
compact subsets of a metric space are bounded. So

g∗(R− {0}) ⊆ g∗(R− {0}) ⊆ B̄(0, r) = [−r, r]

for some r > 0. In other words, g(x) = 0 if
x /∈ [−r, r]. For each n > 0 we form a partition Qn
consisting of (−∞,−r), (r,+∞) and 2n intervals of
length r/n which together form a partition of [−r, r].
Define

ϕ(E) = inf
x∈E

g(x),

ψ(E) = sup
x∈E

g(x),

fn(x) = ϕ(E)

and
hn(x) = ψ(E)

where E is the unique element of Qn such that x ∈ E.
Then fn and hn are simple functions and

fn(x) ≤ g(x) ≤ hn(x).

g is continuous on the compact set [−r, r] and hence
is uniformly continuous. For each θ > 0 there is
therefore a δ > 0 δ > 0 such that if |x− y| < δ then

|g(x)− g(y)| < ε,

where
θ =

ε

4r + 1
.

Choose n sufficiently large that r/n < δ. If x ∈ E
then

g(y)− ε < g(x) < g(z) + ε

for all y, z ∈ E and, taking infima and suprema,

hn(x)− ε ≤ g(x) ≤ fn(x) + ε

and hence
hn(x) ≤ fn(x) + 2ε.

Then∫
x∈R

hn(x) dµ(x) ≤
∫
x∈R

fn(x) dµ(x) + 4rε < θ.

Then ∫
x∈R

g(x) dµ(x) <

∫
x∈R

g(x) dµ(x) + θ.

This holds for all θ > 0, so∫
x∈R

g(x) dµ(x) ≤
∫
x∈R

g(x) dµ(x).

Thus g is integrable by Theorem 8.3.11.

8.5 Measurable functions

Definition 8.5.1. Suppose (X,B, µ) is a measure
space, (Y, τ) is topological space and f : X → Y is a
function. Then f is said to be measurable if f∗(E) ∈
B for all Borel subsets E of Y .

Lemma 8.5.2. Suppose (X,BX , µ) is a measure
space, (Y, TY ) and (Z, TZ) are topological spaces,
f : X → Y is a measurable function and g : Y → Z
is a continuous function. Then g ◦ f is a measurable
function.

Proof. Let BY and BZ be the Borel σ-algebras on
(Y, TY ) and (Z, TZ), respectively. If V ∈ BZ then
g∗(V ) ∈ BY by Proposition 7.2.9. Then f∗(g∗(V )) ∈
BX because f is measurable. But

f∗(g∗(V )) = (f∗ ◦ g∗)(V ) = (g ◦ f)∗(V ).

So (g ◦ f)∗(V ) ∈ BX whenever V ∈ BZ . In other
words, g ◦ f is measurable.

Proposition 8.5.3. Suppose (X,B, µ) is a measure
space and f : X → R is a measurable function. Then
|f | is also measurable.
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Proof. The absolute value function is continu-
ous, so this follows immediate from the preceding
lemma.

Lemma 8.5.4. Suppose (X,BX , µ) is a measure
space, (Y, TY ) is a topological space and f : X → Y is
a function such that f∗(V ) ∈ BX for every V ∈ TY .
Then f is measurable.

Proof. Let BY be the Borel σ-algebra on (Y, TY ). The
hypothesis that f∗(V ) ∈ BX for every V ∈ TY means
that

TY ⊆ f∗∗(BX).

f∗∗(BX) is a σ-algebra by Proposition 7.2.4. Any σ-
algebra which contains TY also contains the σ-algebra
generated by TY , i.e. BY , so

BY ⊆ f∗∗(BX).

In other words, if E ∈ BY then f∗(E) ∈ BX . So f is
measurable.

Lemma 8.5.5. Suppose (X,B, µ) is a measure space
and f : X → R and g : X → R are measurable func-
tions. Define h : X → R2 by h(x) = (f(x), g(x)).
Then h is measurable.

Proof. Suppose that V is an open subset of R2. Let
A be the set of sets of the form (a, b) × (c, d) such
that a, b, c, d ∈ Q and (a, b) × (c, d) ⊆ V . Then A
is countable, because Q4 is countable. If (x, y) ∈ V
then there is an r > 0 such that B((x, y), r) ⊆ V .
Every interval of positive length contains a rational
number so choose a rational δ ∈ (0, r). Then(

x− δ

2
, x+

δ

2

)
×
(
y − δ

2
, y +

δ

2

)
⊆ B((x, y), δ)

⊆ B((x, y), r)

⊆ V.

Using again the fact that every interval of positive
length contains a rational number we choose

p ∈
(
x− δ

6
, x+

δ

6

)
, q ∈

(
y − δ

6
, y +

δ

6

)
.

Then (
p− δ

3
, p+

δ

3

)
⊆
(
x− δ

2
, x+

δ

2

)

and (
q − δ

3
, q +

δ

3

)
⊆
(
y − δ

2
, y +

δ

2

)
so

(a, b)× (c, d) ⊆
(
x− δ

2
, x+

δ

2

)
×
(
y − δ

2
, y +

δ

2

)
⊆ V,

where

a = p− δ

3
, b = p+

δ

3
, c = q − δ

3
, d = q +

δ

3
.

So (a, b)× (c, d) ∈ A. Also,

(x, y) ∈ (a, b)× (c, d).

Therefore

(x, y) ∈
⋃

(a,b)×(c,d)∈A

(a, b)× (c, d).

This holds for all (x, y) ∈ V so

V ⊆
⋃

(a,b)×(c,d)∈A

(a, b)× (c, d).

Every element of the union is a subset of V though,
so

V =
⋃

(a,b)×(c,d)∈A

(a, b)× (c, d).

But then

h∗(V ) =
⋃

(a,b)×(c,d)∈A

h∗((a, b)× (c, d))

=
⋃

(a,b)×(c,d)∈A

f∗((a, b)) ∩ g∗((c, d))

(a, b) and (c, d) are Borel sets so f∗((a, b)) and
g∗((c, d)) are elements of B, as is their intersection.
Any countable union of elements of B is an element of
B, so h∗(V ) ∈ V. This holds for all open subsets V of
R2 so h is measurable, by the preceding lemma.

Proposition 8.5.6. Suppose (X,B, µ) is a measure
space, f : X → R and g : X → R are measurable
functions and α, β ∈ R. Then αf+βg is measurable.
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Proof. Define h : X → R2 by

h(x) = (g(x), h(x)),

as in the lemma. Then h is measurable. Define
k : R2 → R by

k(y, z) = αy + βz.

Then k is continuous. By Lemma 8.5.2 then k ◦ h is
measurable. But

k ◦ h = αf + βg.

Proposition 8.5.7. Suppose (X,B, µ) is a measure
space and f : X → R and g : X → R are measurable
functions. Then fg is measurable.

Proof. Define h : X → R2 as before and note that
it’s measurable. Define k : R2 → R by

k(y, z) = yz.

Then k is continuous. By Lemma 8.5.2 then k ◦ h is
measurable. But

k ◦ h = fg.

Proposition 8.5.8. Suppose (X,B, µ) is a measure
space and f : N×X → [−∞,+∞] is such that fn(x)
is a measurable function of x for each n. Then

(a) infn∈N fn is measurable.

(b) supn∈N fn is measurable.

(c) supm∈N infn≥m fn is measurable.

(d) infm∈N supn≥m fn is measurable.

(e) limn→∞ fn is measurable, if it exists.

Note that all of these infima and suprema exist as
elements of [−∞,+∞], though the limit might not.
For functions with values in [0,+∞] the infima and
suprema also exist as elements of [0,+∞], though the
limit might not. For functions with values in R the
infima and suprema exist as elements of [−∞,+∞]
but possibly not as elements of R, and again the limit
need not exist.

Proof. y ≥ infn∈N fn(x) if and only if y ≥ fn(x) for
all x. In other words, x ∈ g∗([y,+∞]) if and only if
x ∈ f∗n([y,+∞]) for all n, where

g(x) = inf
n∈N

fn(x).

Thus
g∗([y,+∞]) =

⋂
n∈N

f∗n([y,+∞]).

From this it follows that

g∗([−∞, z)) = g∗([−∞,+∞] \ [z,+∞])

= g∗([−∞,+∞]) \ g∗([z,+∞])

= X \
⋂
n∈N

f∗n([z,+∞])

=
⋃
n∈N

(X \ f∗n([z,+∞]))

=
⋃
n∈N

(f∗n([−∞,+∞]) \ f∗n([z,+∞]))

=
⋃
n∈N

f∗n([−∞,+∞] \ [z,+∞])

=
⋃
n∈N

f∗n([−∞, z)).

Then

g∗([y, z)) = g∗([y,+∞] ∩ [−∞, z))
= g∗([y,+∞]) ∩ g∗([−∞, z))

=

( ⋂
n∈N

f∗n([y,+∞])

)
∩

( ⋃
n∈N

f∗n([−∞, z))

)
.

The sets [y,+∞] and [−∞, z) are Borel sets. fn is
measurable so f∗n([y,+∞]) ∈ B and f∗n([−∞, z)) ∈ B
for each n ∈ N . B is a σ-algebra and hence countable
unions or intersections of elements of B are elements
of B. It follows that

g∗([y, z)) ∈ B

for any y, z ∈ [−∞,+∞].
Suppose V is an open subset of R. Then

V =
⋃

(y,z)∈Q2

[y,z)⊆V

[y, z).
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The proof is similar to, but simpler than the one given
in Lemma 8.5.5 to show that every open subset of R2

is a union of countably many open rectangles with
with rational coefficients. Then

g∗(V ) =
⋃

(y,z)∈Q2

[y,z)⊆V

g∗([y, z)) ∈ B

because the union of countably many elements of B
is an element of B. In particular,

g∗(R) ∈ B

so

g∗({−∞,+∞}) = g∗([−∞,+∞] \R)

= g∗([−∞,+∞]) \ g∗(R)

= X \ g∗(R)

is an element of B. So are

g∗({−∞}) = g∗({−∞,+∞} ∩ [−∞,+∞))

= g∗({−∞,+∞}) ∩ g∗([−∞,+∞))

and

g∗({+∞}) = g∗({−∞,+∞} \ {−∞})
= g∗({−∞,+∞}) \ g∗({−∞}).

If W is an open set in [−∞,+∞] then W = V , W =
V ∪{−∞,+∞}, W = V ∪{−∞} or W = V ∪{+∞},
where V = W∩R is an open set in R. so g∗(W ) is one
of g∗(V ), g∗(V )∪g∗({−∞,+∞}), g∗(V )∪g∗({−∞})
or g∗(V )∪ g∗({+∞}), each of when belongs to B. So
for any open W ⊆ [−∞,+∞] we have g∗(W ) ∈ B. It
follows from Lemma 8.5.4 that g is measurable. This
completes the proof of 8.5.8a.

Fortunately the other parts are now easy to prove.
If fn is measurable for each n then so is −fn, so

− sup
n∈N

fn(x) = inf
n∈N

(−fn(x))

is measurable and hence so is supn∈N fn.
If fn is measurable for each n then for any m ∈ N

we have that gk = fm+k is measurable. Then

sup
n≥m

fn = sup
k∈N

gk

is measurable, so

inf
m∈N

sup
n≥m

fn

is measurable. Similarly,

inf
n≥m

fn = inf
k∈N

gk

is measurable, so

sup
m∈N

inf
n≥m

fn

is measurable. limn→∞, assuming it exists, is equal
to supm∈N infn≥m fn and so is measurable.

8.6 Integrability and measurability

Proposition 8.6.1. Suppose (X,B, µ) is a content
space and (X,B†, µ†) is its completion. If f is inte-
grable with respect to (X,B, µ) then it is measurable
with respect of (X,B†, µ†).

Proposition 8.6.2. If
∫
|f | < +∞ and f is measur-

able then f is integrable.

Proposition 8.6.3. Suppose (X,B, µ) is a measure
space and f : X → [0,+∞] is a function. Then f is
integrable if and only if its is measurable with respect
to (X,B†, µ), the completion of (X,B, µ).

Corollary 8.6.4. Suppose (X,B, µ) is a measure
space and f : N×X → [0,+∞] is such that fn(x) is
integrable as a function of x for each n and conver-
gent as a sequence in n for each x. Then limn→∞ fn
is integrable.

Proof. Each fn is integrable and hence measur-
able by the proposition above. The limit of a se-
quence of measurable functions is measurable by
Proposition ?? so limn→∞ fn is measurable. Using
the proposition above again we see that it is inte-
grable.

Note that this just says the integral of the limit
exists, not that it is equal to the limit of the integrals.
That’s not true without further assumptions.
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8.7 Convergence properties

The following theorem is known as the Monotone
Convergence Theorem for integrals.

Theorem 8.7.1. Suppose (X,B, µ) is a measure
space and f : N × X → [0,+∞] is a function such
that

(a) fn(x) is an integrable function of x for each n ∈
N, and

(b) fn(x) is a monotone increasing sequence in n for
each x ∈ X.

Then

lim
m→∞

∫
x∈X

fm(x) dµ(x) =

∫
x∈X

lim
m→∞

fm(x) dµ(x).

Note the second condition above implies that
limm→∞ fm(x) exists, so the integrand on the right
hand side is well defined.

Proof.

fm(x) ≤ sup
n∈N

fn(x) = lim
n→∞

fn(x)

for all m ∈ N. The equation between the supremum
and the limit follows from the monotonicity assump-
tion on f . Therefore∫

x∈X
fm(x) dµ(x) ≤

∫
x∈X

lim
n→∞

fn(x) dµ(x).

The integral of the limit makes sense by Corol-
lary 8.6.4. Taking the supremum over all m ∈ N
we get

sup
m∈N

∫
x∈X

fm(x) dµ(x) ≤
∫
x∈X

lim
n→∞

fn(x) dµ(x).

If m ≤ n then fm(x) ≤ fn(x) for all x ∈ X by the
monotonicity assumption so∫

x∈X
fm(x) dµ(x) ≤

∫
x∈X

fn(x) dµ(x)

so
∫
x∈X fm(x) dµ(x) is a monotone sequence and

therefore

lim
m→∞

∫
x∈X

fm(x) dµ(x) = sup
m∈N

∫
x∈X

fm(x) dµ(x).

Thus

lim
m→∞

∫
x∈X

fm(x) dµ(x) ≤
∫
x∈X

lim
n→∞

fn(x) dµ(x).

The name of the variable in the limit is irrelevant, so

lim
m→∞

∫
x∈X

fm(x) dµ(x) ≤
∫
x∈X

lim
m→∞

fm(x) dµ(x).

Suppose g is a semisimple function such that

g(x) ≤ lim
m→∞

fm(x)

for all x ∈ X. In other words, there is a countable
partition Q ⊆ B of X such that

℘([0,+∞]) ⊆ g∗∗(B).

Then, as we’ve seen, there is a ϕ : Q → [0,+∞] such
that f(x) = ϕ(E) when x ∈ E. Suppose κ ∈ (0, 1).
Then

lim
m→∞

fm(x) = sup
m→∞

fm(x) ≥ g(x) = ϕ(E) > κϕ(E)

for all x ∈ E. The last inequality requires ϕ(E) 6=
0, which we’ll assume from now until further notice.
Define

Fm,E = {x ∈ E : fm(x) > κϕ(E)}.

Then
Fm,E ⊆ Fn,E

whenever m ≤ n and⋃
m∈N

Fm,E = E.

It follows from Theorem 7.6.7 that

lim
m→∞

µ(Fm,E) = µ(E).

Let

hm(x) =

{
κy if x ∈ Fm,E ,
0 otherwise.

Then fm(x) ≥ hm(x) for all x ∈ X so∫
x∈X

fm(x) dµ(x) ≥
∫
x∈X

hm(x) dµ(x).

=
∑
E∈Q

κϕ(E)µ (Fm,E) .
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The sum is over all E and we proved the inequality
only for those E for which ϕ(E) 6= 0, but that’s okay
since the E’s for which ϕ(E) = 0 don’t contribute to
any of the sums or integrals. Now

lim
m→∞

∑
E∈Q

κϕ(E)µ(Fm,E) =
∑
E∈Q

lim
m→∞

κϕ(E)µ(Fm,E)

=
∑
E∈Q

κϕ(E)µ(E)

= κ
∑
E∈Q

ϕ(E)µ(E)

= κ

∫
x∈X

g(x) dµ(x).

The interchange of the sum and limit is justified by
the Monotone Convergence Theorem for sums, The-
orem 6.3.1. It follows that

lim
m→∞

∫
x∈X

fm(x) dµ(x) ≥ κ
∫
x∈X

g(x) dµ(x)

for all κ ∈ (0, 1) and hence, taking the limit as κ
tends to 1 from below,

lim
m→∞

∫
x∈X

fm(x) dµ(x) ≥
∫
x∈X

g(x) dµ(x).

This is true for all simple g such that

g(x) ≤ lim
m→∞

fm(x)

so the limit on the left is greater than or equal to the
supremum over all such g, i.e.

lim
m→∞

∫
x∈X

fm(x) dµ(x) ≥
∫
x∈X

lim
m→∞

fm(x) dµ(x).

=

∫
x∈X

lim
m→∞

fm(x) dµ(x).

We already have the reverse inequality, so

lim
m→∞

∫
x∈X

fm(x) dµ(x) =

∫
x∈X

lim
m→∞

fm(x) dµ(x).

The Monotone Convergence Theorem for sums ap-
plied to nets of functions, not just sequences. Un-
fortunately the Monotone Convergence Theorem for

integrals does not apply to nets in general. To see
this assume that there is a measure µ on the Borel
σ-algebra on R such that µ({x}) = 0 for all x ∈ R
and µ([0, 1]) = 1. We will see in the next chapter
that there is a measure, the Lebesgue measure, with
these properties. Let D be the set of finite subsets of
[0, 1]. We make this into a directed set by choosing ⊆
as our order relation. Consider the function f : D×R
defined by

f(G, x) =

{
1 if x ∈ G,
0 if x /∈ G.

Then f(G, x) is a monotone net in G for each x and
a measurable function in x for each G. Also,∫

x∈R
f(G, x) dµ(x) = 0

for all G ∈ D and

lim
G∈D

f(G, x) =

{
1 if x ∈ [0, 1],

0 if x /∈ [0, 1].

It follows that∫
x∈R

lim
G∈D

f(G, x) dµ(x) = µ([0, 1]) = 1,

so

lim
G∈D

∫
x∈X

f(G, x) dµ(x) 6=
∫
x∈X

lim
G∈D

f(G, x) dµ(x).

The following theorem is known as Fatou’s Lemma
for integrals.

Theorem 8.7.2. Suppose (X,B, µ) is a measure
space and f : N×X → [0,+∞] is a function. Then∫

x∈X
sup
m∈N

inf
n≥m

fn(s) dµ(x)

≤ sup
m∈N

inf
n≥m

∫
x∈X

fn(s) dµ(x).

Proof. Define g : N×X → [0,+∞] by

gm(x) = inf
n≥m

fn(x).
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Also, if m ≤ n then

{p ∈ N : p ≥ n} ⊆ {p ∈ N : p ≥ m}

and so

inf
p≥m

fp(x) ≤ inf
p≥n

fp(x).

In other words, if m ≤ n then

gm(x) ≤ gn(x).

It follows from the Monotone Convergence Theorem
that∫
x∈X

lim
m→∞

gm(x) dµ(x) = lim
m→∞

∫
x∈X

gm(x) dµ(x).

These are monotone sequences so the limit is the
same as the supremum and therefore∫

x∈X
sup
m∈N

gm(x) dµ(x) = sup
m∈N

∫
x∈X

gm(x) dµ(x).

Now if m ≤ n then

gm(x) = inf
p≥m

fp(x) ≤ fn(x)

so ∫
x∈X

gm(x) dµ(x) ≤
∫
x∈X

fn(x) dµ(x).

This holds for all n ≥ m so∫
x∈X

gm(x) dµ(x) ≤ inf
n≥m

∫
x∈X

fn(x) dµ(x)

and

sup
m∈N

∫
x∈X

gm(x) dµ(x) ≤ sup
m∈N

inf
n≥m

∫
x∈X

fn(x) dµ(x).

Combining this with the equation∫
x∈X

sup
x∈X

gm(x) dµ(x) = sup
m∈N

∫
x∈X

gm(x) dµ(x)

obtained earlier, we find that∫
x∈X

sup
m∈N

gm(x) dµ(x) ≤ sup
m∈N

inf
n≥m

∫
x∈X

fn(x) dµ(x),

or, in view of how g was defined,∫
x∈X

sup
m∈N

inf
n≥m

fn(x) dµ(x)

≤ sup
m∈N

inf
n≥m

∫
x∈X

fn(x) dµ(x).

The following theorem is known as the Dominated
Convergence Theorem for integrals.

Theorem 8.7.3. Suppose (X,B, µ) is a measure
space and f : N×X → R is a function and g : X →
[0,+∞] is a function such that

lim
m→∞

fm(x)

exists for all x ∈ X,∫
x∈X

g(x) dµ(x) < +∞

and

|fm(x)| ≤ g(x)

for all m ∈ N. Then

lim
m→∞

∫
x∈X

fm(x) dµ(x) =

∫
x∈X

lim
m→∞

fm(x) dµ(x).

Proof. Define

hm(x) = g(x) + fm(x).

Then hm(x) ≥ 0 for all m ∈ N and x ∈ X. By
Fatou’s Lemma,∫

x∈X
sup
m∈N

inf
n≥m

hn(x) dµ(x)

≤ sup
a∈N

inf
n≥m

∫
x∈X

hn(x) dµ(x).

Now

sup
m∈N

inf
n≥m

hn(x) = g(x) + sup
m∈N

inf
n≥m

fn(x)

= g(x) + lim
m→∞

fm(x).
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Also, ∫
x∈X

hm(x) dµ(x) =

∫
x∈X

g(x) dµ(x)

+

∫
x∈X

fm(x) dµ(x)

so

sup
m∈N

inf
n≥m

∫
x∈X

hn(x) dµ(x)

=

∫
x∈X

g(x) dµ(x)

+ sup
m∈N

inf
n≥m

∫
x∈X

fn(x) dµ(x).

Therefore∫
x∈X

g(x) dµ(x) +

∫
x∈X

lim
m→∞

fm(x) dµ(x)

≤
∫
x∈X

g(x) dµ(X)

+ sup
m∈N

inf
n≥m

∫
x∈X

fn(x) dµ(x)

Because ∫
x∈X

g(x) dµ(x) < +∞

we can conclude that∫
x∈X

lim
m→∞

fm(x) dµ(x)

≤ sup
m∈N

inf
n≥m

∫
x∈X

fn(x) dµ(x)

We can apply the same argument with −fm(x) in
place of fm(x) to get∫

x∈X
lim
m→∞

−fm(x) dµ(x)

≤ sup
m∈N

inf
n≥m

∫
x∈X
−fm(x) dµ(x),

or, equivalently,

inf
m∈N

sup
n≥m

∫
x∈X

fm(x) dµ(x) ≤
∫
x∈X

lim
m→∞

fm(x).

It follows that

sup
m∈N

inf
n≥m

∫
x∈X

fn(x) dµ(x)

≤ inf
m∈N

sup
n≥m

∫
x∈X

fn(x) dµ(x)

and therefore

lim
m→∞

∫
x∈X

fm(x) dµ(x)

exists and is equal to their common value. So

lim
m→∞

∫
x∈X

fm(x) dµ(x) =

∫
x∈X

lim
m→∞

fm(x) dµ(x).

9 Constructing measures

9.1 Semicontinuity

Definition 9.1.1. Suppose (X, T ) is a topological
space. A function f : X → R is called lower semi-
continuous if f∗((a,+∞)) ∈ T for all a ∈ R and is
called upper semicontinuous if f∗((−∞, b)) ∈ T for
all b ∈ R.

Proposition 9.1.2. Suppose (X, T ) is a topological
space. f : X → R is continuous if and only if it is
both lower and upper semicontinuous.

Proof. Suppose f is continuous. (a,+∞) and
(−∞, b) are open so f∗((a,+∞)) and f∗((−∞, b))
are open. Therefore f is both lower and upper semi-
continuous.

Suppose, conversely, that f is both lower and upper
semicontinuous. Then f∗((a,+∞)) and f∗((−∞, b))
are open for all a and b, and therefore

f∗((a, b) = f∗((a,+∞) ∩ (−∞, b))
= f∗((a,+∞)) ∩ f∗((−∞, b))

is open. Every open set is a union of open inter-
vals and the preimage of a union is the union of the
preimages, so the preimage of every open set is open.
Therefore f is continuous.
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Proposition 9.1.3. Suppose (X, T ) is a topological
space, E ∈ ℘(X) and χE is the characteristic func-
tion of E, i.e. χE(x) = 1 if x ∈ E and χE(x) = 0 if
x /∈ E. Then χE is lower semicontinuous if and only
if E is open and χE is upper semicontinuous if and
only if E is closed.

Proof. Suppose χE is lower semicontinuous. Charac-
teristic functions only take the values 0 and 1 so

E = χ∗E({1}) = E = χ∗E((1/2,+∞))

is open. Suppose, conversely, that E is open. Then

χ∗E((a,+∞)) =


∅ if a ≥ 1.

E if 0 ≤ a < 1,

X if a < 0

In either case χ∗E((a,+∞)) is open.
Suppose χE is upper semicontinuous. Characteris-

tic functions only take the values 0 and 1 so

X \ E = χ∗E({0}) = E = χ∗E((−∞, 1/2))

is open and hence E is closed. Suppose, conversely,
that E is closed. Then

χ∗E((−∞, b)) =


∅ if b ≤ 0,

X \ E if 0 < b ≤ 1,

X if b > 1.

In either case χ∗E((−∞, b)) is open.

Proposition 9.1.4. Suppose (X, T ) is a topological
space, f1, . . . , fm : X → R are functions and g : X →
R is defined by g =

∑m
i=1 cifi. If f1, . . . , fm are lower

semicontinuous then so is g. If f1, . . . , fm are upper
semicontinuous then so is g.

Proof. g(x) > a if and only if there are α1, . . . , αm
such that fi(x) > αi for each i and

∑m
i=1 ciαi = a.

In other words,

g∗((a,+∞)) =
⋃ m⋂

i=1

f∗i ((αi,+∞)),

where the union is over α’s such that
∑m
i=1 ciαi = a.

If each fi is lower semicontinuous then f∗i ((αi,+∞))

is open. The intersection of finitely many open sets
is open and the union of arbitrarily many open sets
is open so g∗((a,+∞)) is open. In other words, g is
lower semicontinuous. The proof for upper semicon-
tinuity is similar, except we use the identity

g∗((−∞, b)) =
⋃ m⋂

i=1

f∗i ((−∞, βi)),

where the union is over β’s such that
∑m
i=1 ciβi =

b.

9.2 The Riesz Representation Theo-
rem, compact case

Proposition 9.2.1. Suppose (X, T ) is a compact
Hausdorff space. Suppose I is a linear transforma-
tion from the vector space of continuous functions
from X to R such that I(g) ≥ 0 whenever g is such
that g(x) ≥ 0 for all x ∈ X. Then there is a Radon
measure µ on X such that

I(g) =

∫
x∈X

g(x) dµ(x)

for all continuous g.

Proof. This proof is very long, so it may be helpful
to start with an overview of its structure.

(a) We prove a monotonicity property for I: If
f(x) ≤ g(x) for all x ∈ X then I(f) ≤ I(g).

(b) We define a function J from the set of bounded
non-negative lower semicontinuous functions by
J(g) = sup I(f), where the supremum is over
all continuous functions f such that 0 ≤ f(x) ≤
g(x) for all x ∈ X.

(c) We show that 0 ≤ J(g) < +∞ for all such g.

(d) We show that when I(g) and J(g) are defined,
i.e. when g is continuous and non-negative,
I(g) = J(g).

(e) We prove a monotonicity property for J : If
g(x) ≤ h(x) for all x ∈ X then J(g) ≤ J(h).
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(f) We prove that J is homogeneous in the sense
that if c ≥ 0 and g is bounded, non-negative and
lower semicontinuous then J(cg) = cJ(g).

(g) We prove that J is finitely superadditive in the
sense that if g0, . . . , gm are bounded, non-
negative and lower semicontinuous then

J

(
m∑
k=0

gk

)
≥

m∑
k=0

J(gk).

(h) We prove that J is countably subadditive in
the sense that if g0, g1, . . . , are bounded, non-
negative and lower semicontinuous then

J

( ∞∑
k=0

gk

)
≤
∞∑
k=0

J(gk).

This is in fact a special case of a slightly more
general statement. If g0, g1, . . . , are bounded,
non-negative and lower semicontinuous and

f(x) ≤
∞∑
k=0

gk(x)

for all x ∈ X, where f is also bounded, non-
negative and lower semicontinuous, then

J (f) ≤
∞∑
k=0

J(gk).

(i) We define a function ν on the set of open subsets
of X by

ν(E) = J(χE)

and a function ν on the set of closed subsets of
X by

ν(E) = J(χX)− J(χX\E)

and show that if E is both open and closed then
the two definitions agree.

(j) We prove a monotonicity property of ν: If V ⊆ U
and ν(V ) and ν(U) are both defined, i.e. if each
of U and V is open or closed, then ν(V ) ≤ ν(U).

(k) We define functions µ− and µ+ on ℘(X) by

µ−(E) = sup ν(V )

and

µ+(E) = inf ν(U),

where the supremum is over closed V such that
V ⊆ E and the infimum is over open U such that
E ⊆ U .

(l) We define B to be the set of E ∈ ℘(X) such that
µ+(E) ≤ µ−(E), which then implies µ+(E) =
µ−(E).

(m) We define a function µ on B by µ(E) = µ+(E) =
µ−(E).

(n) We show that B is a σ-algebra on X and µ is a
measure on (X,B).

(o) We show that if E is closed then E ∈ B and
µ(E) = ν(E).

(p) We show that if E is open then E ∈ B and
µ(E) = ν(E).

(q) We show that B is a superset of the Borel σ-
algebra.

(r) We show that if f is bounded, positive and lower
semicontinuous then∫

x∈X
f(x) dµ(x) = J(f).

(s) We show that if f is continuous then∫
x∈X

f(x) dµ(x) = I(f).

Suppose that f and g are continuous functions from
X to R such that

f(x) ≤ g(x)

for all x ∈ X. Let h = g − f . Then

I(g) = I(f) + I(h)
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and h(x) ≥ 0 for all x ∈ X so

I(h) ≥ 0

and hence
I(f) ≤ I(g).

So if f(x) ≤ g(x) for all x ∈ X then I(f) ≤ I(g).
This will be referred to below as the monotonicity
property of I.

For each bounded non-negative lower semicontinu-
ous function g on X we define J(g) by

J(g) = sup I(f),

where the supremum is over all continuous f such
that 0 ≤ f(x) ≤ g(x) for all x ∈ X. Note that if
0 ≤ f(x) ≤ g(x) for all x ∈ X then 0 ≤ f(x) ≤ h(x)
for all x ∈ X, where h(x) = supw∈X g(w) so 0 =
I(0) ≤ I(f) ≤ I(h). This holds for all f satisfying the
conditions above so 0 ≤ J(g) ≤ I(h). In particular,
J(g) is finite and non-negative.

If g is continuous and non-negative then f = g
belongs to this set so J(g) ≥ I(g). On the other
hand, for any continuous f such that f(x) ≤ g(x)
for all x we have I(f) ≤ I(g) by the monotonicity
property of I and hence sup I(f) ≤ I(g). In other
words, J(g) ≤ I(g). Since we already have the reverse
inequality we conclude that

I(g) = J(g)

whenever both the left and right hand sides are de-
fined, i.e. whenever g is non-negative and continuous.

If g and h are bounded non-negative lower semi-
continuous functions on X and

g(x) ≤ h(x)

for all x ∈ X then any continuous f such that 0 ≤
f(x) ≤ g(x) for all x ∈ X also satisfies 0 ≤ f(x) ≤
h(x) for all x ∈ X. The supremum over a larger set
is at least as large as the supremum over a smaller
set so

J(g) ≤ J(h).

So if g(x) ≤ h(x) for all x ∈ X then J(g) ≤ J(h).
We’ll refer to this as the monotonicity property of J .

Suppose that c > 0 and g is bounded, non-negative
and lower semicontinuous. Then

J(cg) = sup I(f)

where the supremum is over continuous f such that
0 ≤ f(x) ≤ cg(x) for all x ∈ X. For any such f we
have 0 ≤ c−1f(x) ≤ g(x) so c−1f is one of the func-
tions appearing in the definition of J(g) and hence

I(c−1f) ≤ J(g).

But
I(f) = I(cc−1f) = cI(c−1f)

by the linearity of I so

I(f) ≤ cJ(g).

This holds for all continuous f such that 0 ≤ f(x) ≤
cg(x) for all x ∈ X, so it holds for their supremum,
so

J(cg) ≤ cJ(g).

The same argument works with c−1 in place of c and
cg in place of g so

J(g) ≤ c−1J(cg)

and hence
cJ(g) ≤ J(cg).

Since we already have the reverse inequality we con-
clude that

J(cg) = cJ(g)

for all c > 0 and all bounded non-negative lower semi-
continuous functions g. In fact this applies for all
c ≥ 0, since the case c = 0 follows immediately from
J(0) = 0.

If g0, . . . , gm are bounded non-negative lower semi-
continuous functions then

J

(
m∑
k=0

gk

)
≥

m∑
k=0

J(gk).

To prove this we note that if 0 ≤ fk(x) ≤ gk(x) for
each x ∈ X and each k then 0 ≤ f(x) ≤

∑m
k=1 gk(x)

for all x ∈ X, where f =
∑m
k=1 fk. This f therefore
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belongs to the class over which we take the supremum
of I(f) to get J (

∑m
k=0 gk) so

I(f) ≤ J

(
m∑
k=0

gk

)
.

But

I(f) = I

(
m∑
k=0

fk

)
=

m∑
k=0

I(fk)

by the linearity of I. So

m∑
k=0

I(fk) ≤ J

(
m∑
k=0

gk

)
.

Taking the supremum over all allowed f0, . . . , fm
gives

m∑
k=0

J(gk) ≤ J

(
m∑
k=0

gk

)
.

We’ll now prove the reverse inequality, but this is
harder.

Suppose g is bounded, non-negative and lower
semicontinuous, hi is bounded, non-negative and
lower semicontinuous for each i ∈ N, and

g(x) ≤
∞∑
i=0

hi(x)

for all x ∈ X. Suppose k ≥ 1. Suppose f is con-
tinuous and 0 ≤ f(x) ≤ g(x) for all x ∈ X. f is
continuous on X and 1

22k
> 0 so for each x ∈ X the

set

Ux =

{
y ∈ X : |f(x)− f(y)| < 1

22k

}
is open. It contains x and so is a neighbourhood of x.
By the definition of convergence there is an nx ∈ N
such that if m ≥ nx then∣∣∣∣∣

∞∑
i=0

hi(x)−
m∑
i=0

hi(x)

∣∣∣∣∣ < 1

22k
.

In that case

∞∑
i=0

hi(x)−
m∑
i=0

hi(x) <
1

22k

and so
m∑
i=0

hi(x) > g(x)− 1

22k
.

For each j ≤ nx the function hj is lower semicontin-
uous so the set

Vx,j = h∗j

((
hj(x)− 1

2j+2k
,+∞

))
is open. It contains x so is an open neighbourhood
of x. Therefore

Wx = Ux ∩
⋂

0≤j≤nx

Vx,j

is an open neighbourhood of x. So if y ∈Wx then

|f(x)− f(y)| < 1

22k

and

hj(y) > hj(x)− 1

2j+2k

for j ≤ nx. X was assumed to be compact and Haus-
dorff, so is X is normal and there is an open neigh-
bourhood Zx of X such that

Zx ⊆Wx.

Again because X was assumed to be compact, there
is a finite set x1, . . . , xl such that

X =

l⋃
i=1

Zxi
.

By Proposition 3.13.4 there are continuous functions
ψ1, . . . , ψl from X to X to [0, 1] such that ψi(x) = 0
if x /∈ Zxi

and
l∑
i=1

ψi(x) = 1

for all x ∈ X.
Suppose x is such that

f(x) ≥ 1

2k
.

Let
Sx = {j : x ∈ Zxj

}.
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Then

f(x) = 1f(x) =

m∑
j=1

ψj(x)f(x)
∑
j∈Sx

ψj(x)f(x)

since the other summands are all zero. We have

|f(x)− f(xj)| <
1

22k

From this and f(x) ≥ 1
22k

is follows that

f(xj) >
1

2k+1

and hence

g(xj) >
1

2k+1
.

Then
nxj∑
i=0

hi(xj) ≥ g(xj)−
1

22k

so
nxj∑
i=0

hi(xj)

g(xj)
≥ χX −

1

2k−1
.

From this and

f(x) =
∑
j∈Sx

ψj(x)f(x)

we get

f(x) ≤
∑
j∈Sx

nxj∑
i=0

hi(xj)

g(xj)
ψj(x)f(xj) +

sup f

2k−1
.

=

∞∑
i=0

∑
j∈Ti,x

hi(xj)

g(xj)
ψj(x)f(xj) +

sup f

2k−1

=

∞∑
i=0

ϕi(x) +
sup f

2k−1
,

where

Ti,x = {j : j ∈ Sx, i ≤ nxj}

and

ϕi(x) =
∑
j∈Ti,x

hi(xj)

g(xj)
ψj(x)f(xj).

If x is such that

f(x) ≤ 1

2k

then

f(x) ≤ 1/2

2k−1
≤
∞∑
i=0

ϕi(x) +

1
/2

2k−1
,

so for any x ∈ X we have

f(x) ≤ 1/2

2k−1
≤
∞∑
i=0

ϕi(x) +
C

2k−1
,

where C = max(sup f, 1/2).
Ti,x = ∅ if i > max1≤j≤l nxj so the sum over i is,

despite appearances, finite. From the linearity of I
we therefore have

I

( ∞∑
i=0

ϕi +
C

2k−1

)
=

∞∑
i=0

I(ϕi) +
C

2k−1
I(χX).

From the monotonicity property of I it follows that

I(f) ≤
∞∑
i=0

I(ϕi) +
C

2k−1
I(χX).

Now f(xj) ≤ g(xj) so

ϕi(x) ≤
∑
j∈Ti,x

hi(xj)ψj(x) ≤
l∑

j=1

hi(xj)ψj(x).

Now

hi(xj) ≤ hi(x) +
1

2i+2k

so

ϕi(x) ≤ hi(x) +
1

2i+2k
.

Using the linearity and monotonicity properties of I
again,

I(ϕi) ≤ I(hi) +
I(χX)

2i+2k
.

Now hi is non-negative and continuous so

I(hi) = J(hi).

Combining what we have so far,

I(f) ≤
∞∑
i=0

J(hi) +

∞∑
i=0

I(χX)

2i+2k
+

C

2k−1
I(χX)

=

∞∑
i=0

J(hi) +
I(χX)

22k−1
+

C

2k−1
I(χX).
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This holds for all continuous f such that 0 ≤ f(x) ≤
g(x) for all x ∈ X so, by the definition of J ,

J(g) ≤
∞∑
i=0

J(hi) +
I(χX)

22k−1
+

C

2k−1
I(χX).

This, in turn, holds for all k ≥ 1 so

J(g) ≤
∞∑
i=0

J(hi).

This was proved under the assumption that g(x) ≤∑∞
i=0 hi(x) for all x ∈ X. In particular it holds if

h0 = 0 and hi = 0 for i > m, in which case it gives

J

(
m∑
i=1

hi

)
≤

m∑
i=1

J(hi).

We already proved the reverse inequality, so

J

(
m∑
i=1

hi

)
=

m∑
i=1

J(hi).

J is therefore finitely additive.
If U ∈ ℘(X) is both closed and open then χU is

upper and lower semicontinuous by Proposition 9.1.3
and so is continuous by Proposition 9.1.2. Therefore
χX − χU = χX\U is also continuous. Using Proposi-
tion 9.1.3 we see that it’s lower semicontinuous. By
the finite additivity property we just proved we there-
fore have

J(χU ) + J(χX\U ) = J(χU + χX\U ) = J(χX).

Define ν(U) for open U ∈ ℘(X) by

ν(U) = J(χU )

and define ν(U) for closed U ∈ ℘(X) by

ν(U) = J(χX)− J(χX\U ).

This is consistent because we’ve just seen that if U is
both open and closed then

J(χU ) = J(χX)− J(χX\U ).

Suppose
V ⊆ U.

Then
ν(V ) ≤ ν(U).

If U and V are both open then χV (x) ≤ χU (x) for
all x so this follows from the monotonicity property
of J . If U and V are both closed then V ⊆ U implies
X \ U ⊆ X \ V so χX\U (x) ≤ χX\V (x) for all x and
hence J(χX\U ) ≤ J(χX\V ) and

J(χX)− J(χX\V ) ≤ J(χX)− J(χX\U ),

i.e. ν(V ) ≤ ν(U). If V is open and U is closed then
V ⊆ U implies

V ∩ (X \ U) = ∅

so
χV (x) + χX\U (x) ≤ 1

for all x ∈ X and so, by the finite additivity and
monotonicity of J ,

J(χV ) + J(χX\U ) ≤ J(χX)

or
J(χV ) ≤ J(χX)− J(χX\U )

or ν(V ) ≤ ν(U). If V is closed and U is open then
V ⊆ U implies

χU (x) + χX\V (x) = χX(x) + χU\V (x).

Using the finite additivity of J we get

J(χU ) + J(χX\V ) = J(χX) + J(χU\V )

so
J(χU ) = J(χX)− J(χX\V ) + J(χU\V )

or
ν(U) = ν(V ) + ν(U \ V ).

ν(U \ V ) ≥ 0 so again ν(V ) ≤ ν(U). In all cases we
therefore have

ν(V ) ≤ ν(U)

if V ⊆ U . In particular,

0 = J(∅) = ν(∅) ≤ ν(U) ≤ ν(X) = J(X) < +∞

for all open or closed U .
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Define µ− : ℘(X) → [0,+∞] and µ+ : ℘(X) →
[0,+∞] by

µ−(E) = sup ν(V )

where the supremum is over all closed V such that
V ⊆ E and

µ+(E) = inf ν(U)

where the infimum is over all open U such that E ⊆
U . From ∅ ⊆ E ⊆ X it follows that

0 ≤ µ−(E) ≤ µ+(E) ≤ J(χX)

for all E ∈ ℘(X). Let B be the set of all E ∈ ℘(X)
such that

µ+(E) ≤ µ−(E).

For such E we define µ to be the common value of
µ−(E) and µ+(E).
B is a σ-algebra and µ is a measure. We see this

as follows. ν(∅) = J(∅) = 0, ∅ ⊆ ∅ and ∅ is
open so µ+(∅) ≤ 0. But 0 ≤ µ−(∅) ≤ µ+(∅) so
0 = µ−(∅) = µ+(∅). Therefore ∅ ∈ B and µ(∅) = 0.

Suppose E ∈ B. If V is closed and V ⊆ E then
U = X \ V is open and U ⊆ X \ E. Conversely, if
U = X \ V is open and U ⊆ X \ E then V is closed
and V ⊆ E. So

µ−(E) = sup ν(U) = sup(ν(X)− ν(X \ U))

= ν(X)− inf ν(V ) = µ(X)− µ+(X \ E).

The same argument applied to X \ E rather than E
gives

µ−(X \ E) = µ+(X \ (X \ E)) = µ+(E).

But E ∈ B so µ−(E) = µ+(E) and therefore

µ+(X \ E) = µ−(X \ E).

Then X \ E ∈ B. So if E ∈ B then X \ E ∈ B.
Suppose E0, E1, . . . ∈ ℘(X) and let

E =

∞⋃
i=0

Ei.

Then for each i ∈ N we have Ei ∈ B and

µ+(Ei) +
ε

2i+2
> µ+(E) = inf ν(U)

where the infimum is over open U such that Ei ⊆ U
so there is an open Ui such that Ei ⊆ Ui and

ν(Ui) < µ+(Ei) +
ε

2i+2
.

Similarly,

µ−(Ei)−
ε

2i+2
< µ−(E) = sup ν(V )

where the infimum is over closed V such that V ⊆ Ui
so there is a closed Vi such that Vi ⊆ Ei and

ν(Vi) > µ−(Ei)−
ε

2i+2
.

So
Vi ⊆ Ei ⊆ Ui

and
ν(Ui) < µ+(Ei) +

ε

2i+2
.

We showed earlier that if g, hi are non-negative,
bounded and lower semicontinuous

g(x) ≤
∞∑
i=0

hi(x)

for all x then

J(g) ≤
∞∑
i=0

J(hi).

We apply this to gχU and hi = χUi
, where

U =

∞⋃
i=0

Ui.

This gives

ν(U) = J(χU ) ≤
∞∑
i=0

J(χUi) =

∞∑
i=0

ν(Ui).

So

ν(U) ≤
∞∑
i=0

(
µ+(Ei) +

ε

2i+2

)
=

∞∑
i=0

µ+(Ei) +
ε

2
.

But E ⊆ U and U is open so

µ+(E) ≤ ν(U).
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Therefore

µ+(E) ≤
∞∑
i=0

µ+(Ei) +
ε

2
.

This holds for all ε > 0 so

µ+(E) ≤
∞∑
i=0

µ+(Ei).

Suppose now that Ei∩Ej = ∅ if i 6= j. Then Vi∩Vj =
∅ if i 6= j. Let

Wj =
⋃
i<j

Vi.

Then Vj and Wj is closed and Vj ∩Wj = ∅ so

ν(Vj ∪Wj) = ν(Vj) + ν(Wj).

From this and

ν(W0) + ν(∅) = 0

it follows by induction that

ν(Wj) =
∑
i

< jν(Vi).

Now ν(Wj) ≤ ν(X) = J(χX) so∑
i

< jν(Vi) ≤ J(χX).

These partial sums form a bounded monotone se-
quence and so converge. There is therefore an n such
that ∑

i<n

ν(Vi) >

∞∑
i=0

ν(Vi)−
ε

2
.

Let
V = Wn =

⋂
i<n

Vi.

Now

ν(V ) =
∑
i<n

ν(Vi) ≥
∞∑
i=0

ν(Vi)−
ε

2

≥
∞∑
i=0

(
µ−(Ei)−

ε

2i

)
− ε

2
≥
∞∑
i=0

µ−(Ei)− ε.

Also V is closed and V ⊆ E so

µ−(E) ≥ ν(V )

and therefore

µ−(E) ≥
∞∑
i=0

µ−(Ei)− ε.

This holds for all ε > 0 so

µ−(E) ≥
∞∑
i=0

µ−(Ei).

If Ei ∈ B for each i then

µ−(Ei) = µ(Ei) = µ+(Ei)

so

µ+(E) ≤
∞∑
i=0

µ(Ei) ≤ µ−(E).

Therefore E ∈ B and

µ(E) =

∞∑
i=0

µ(Ei).

So if E0, E1, . . . ∈ B are disjoint then E =
⋃∞
i=0Ei ∈

B and

µ(E) =

∞∑
i=0

µ(Ei).

Suppose E is a closed subset of X. Let ε > 0 and
κ ∈ (0, 1). Then

ν(E) + ε > ν(E) = J(χX)− J(χX\E)

so

J(χX\E) > J(χX)− ν(E)− ε.

Now

J(χX\E) = sup I(f)

where the supremum is over all continuous f such
that 0 ≤ f(x) ≤ χX\E(x). By the definition of the
supremum there is such an f such that

I(f) > J(χX)− ν(E)− ε.
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Let g = χX − f . Then

I(f) = I(χX)− I(f) = J(χX)− I(f) < ν(E) + ε

and
χE(x) ≤ g(x) ≤ χX(x)

for all x ∈ X. Define h by

h(x) =

{
0 if g(x) ≤ κ,
g(x)−κ
1−κ if g(x) ≥ κ.

Then h is continuous and non-negative. For all x we
have h(x) ≤ g(x) for all x, so

I(h) ≤ I(g)

by the monotonicity of I, so

I(h) ≤ ν(E) + ε.

Let

U = {x ∈ X : h(x) > 0} = {x ∈ X : g(x) > κ}

If x ∈ U then h(x)/κ ≥ 1 = χU (x). If x /∈ U then
h(x)/κ = 0 = χU (x). So

χU (x) ≤ h(x)/κ

for all x ∈ X then therefore

I(χU ) ≤ I(h/κ) = I(h)/κ.

So

ν(U) = J(χU ) = I(χU ) ≤ I(h)/κ ≤ ν(E) + ε

κ
.

U is an open set such that E ⊆ U so

µ+(E) ≤ ν(E) ≤ ν(E) + ε

κ
.

This holds for all ε > 0 and all κ ∈ (0, 1) so

µ+(E) ≤ ν(E).

µ−(E) is the supremum of all closed sets such that
V ⊆ E. E is closed so E itself is such a V . Therefore

ν(E) ≤ µ−(E).

Therefore

µ+(E) ≤ ν(E) ≤ µ−(E),

from which it follows that E ∈ B and µ(E) = ν(E).
If E is open then X \E is open so X \E ∈ B. B is

a σ-algebra so E = X \ (X \ E) ∈ B. Also

µ(E) = µ(X)−µ(X \E) = ν(X)−ν(X \E) = ν(E).

So µ(E) = ν(E) for all E for which ν(E) is defined.
Now B is a σ-algebra and contains every open set.

The Borel σ-algebra is the smallest σ-algebra which
contains the open sets, so B is a superset of the Borel
σ-algebra.

If E in B then

µ(E) = µ−(E) = sup ν(V ) = supµ(V ),

where the supremum is over all closed V such that
V ⊆ E. X is compact so closed subsets and compact
sets are the same. So

µ(E) = supµ(V )

where the supremum is over all compact sets such
that V ⊆ E. Also,

µ(E) = µ+(E) = inf ν(U) = inf µ(U),

where the infimum is over all open U such that E ⊆
U . µ is therefore a Radon measure.

Suppose g is bounded, positive and lower semicon-
tinuous. For any ε > 0, let

δ = ε/µ(X).

Define

h(x) = kδ,

where k is the least integer such that

g(x) ≤ kδ.

Then

0 ≤ g(x) ≤ h(x)

for all x ∈ X.

198



If j = k − 1 then j < k, so g(x) > jδ, since
otherwise k would not be the greatest integer with
g(x) ≤ kδ, and therefore

h(x) = kδ = jδ + δ < g(x) + δ.

So

0 ≤ g(x) ≤ h(x) < g(x) + δ.

g is bounded so h is bounded.
Suppose a ∈ R. Then there is a greatest integer i

such that a ≥ iδ. So

iδ ≤ a < (i+ 1)δ.

Suppose

x ∈ h∗(a,+∞).

Then

h(x) > a ≥ iδ.

Now h(x) is an integer multiple of δ so if h(x) > iδ
then h(x) ≥ (i+ 1)δ. Then

g(x) > h(x)− δ > iδ.

So

x ∈ g∗((iδ,+∞)).

Suppose, conversely, that

x ∈ g∗((iδ,+∞).

Then g(x) > iδ so i < k, i+ 1 ≤ k, and

a < (i+ 1)δ ≤ kδ = h(x).

So x ∈ h∗((a+∞)). We have x ∈ h∗((a+∞)) if and
only if x ∈ g∗((iδ,+∞), so

h∗((a,+∞)) = g∗((iδ,+∞)).

g is lower semicontinuous so the right hand side is an
open set for all a ∈ R and therefore the left hand side
is an open for all a ∈ R. In other words, h is lower
semicontinuous.

Define f by

f(x) = h(x)− δ.

Then f and h are bounded, non-negative and lower
semicontinuous and

0 ≤ f(x) < g(x) ≤ h(x) < f(x) + δ

for all x. From the monotonicity property of J it
follows that

J(f) ≤ J(g) ≤ J(h).

Using the additivity homogeneity properties as well,

J(h) ≤ J(f + δχX) = J(f) + δJ(χX) = J(f) + ε.

Let

Ui = g∗((iδ,+∞)).

Ui is open because g is lower semi-continuous. Let-
ting k be the least integer such that g(x) ≤ kδ, as
before, we have x ∈ Ui precisely when i < k, so

h(x) = kδ = δ
∑
i

χUi
(x).

The sum can be taken over all i ∈ N, but we can also
take it over all i such that Ui 6= ∅, of which there
are only finitely many. We’ll interpret it in the latter
sense. Then

J(h) = δ
∑
i

J(χUi
) = δ

∑
i

ν(Ui)

= δ
∑
i

µ(Ui) = δ
∑
i

∫
x∈X

χUi
(x) dµ(x)

=

∫
x∈X

∑
i

δχUi(x) dµ(x) =

∫
x∈X

h(x) dµ(x).

Similarly,

J(f) =

∫
x∈X

f(x) dµ(x).

So we have∫
x∈X

f(x) dµ(x) ≤ J(g) ≤
∫
x∈X

h(x) dµ(x)

where f and h are simple functions such that

0 ≤ f(x) ≤ g(x) ≤ h(x).

199



We also have∫
x∈X

f(x) dµ(x) ≤
∫
x∈X

g(x) dµ(x)

≤
∫
x∈X

h(x) dµ(x)

by the monotonicity property of the integral. In ad-
dition we have∫

x∈X
h(x) dµ(x) ≤

∫
x∈X

f(x) dµ(x) + ε.

It follows from these that∣∣∣∣∫
x∈X

g(x) dµ(x)− J(g)

∣∣∣∣ ≤ ε.
This holds for all ε > 0 so∫

x∈X
g(x) dµ(x) = J(g).

Suppose g is continuous. Define

g+(x) = 1 + max(0, g(x))

and
g−(x) = 1−min(0, g(x)).

Then g+ and g− are bounded positive continuous
functions, hence also lower semicontinuous, and

g(x) = g+(x)− g−(x).

It follows that

I(g) = I(g+)− I(g−) = J(g+)− J(g−)

=

∫
x∈X

g+(x) dx−
∫
x∈X

g−(x) dx

=

∫
x∈X

g(x) dx.

9.3 Uniqueness

The proposition in the previous section just gives
the existence of a measure with the stated prop-
erties. The uniqueness is, fortunately, easier to
prove, even under weaker hypotheses. In the proof
we’ll need the following variant of Urysohn’s Lemma,
Lemma 3.13.2.

Lemma 9.3.1. Suppose (X, T ) is a locally com-
pact Hausdorff topological space and K ∈ ℘(X) is
compact, U ∈ ℘(X) is open and K ⊆ U . Then
there is a continuous compactly supported function
g : X → [0, 1] such that g(x) = 1 for all x ∈ K and
g(x) = 0 for all x ∈ X \ U .

Proof. (X, T ) is locally compact by hypothesis.
There is therefore a compact neighbourhood Wx of x
for each x ∈ X. In other words, Wx is compact and
there is an open Vx such that x ∈ Vx and Vx ⊆ Wx.
The Vx form an open cover of the compact set K so
there is a finite subcover. In other words, there are
x1, . . . , xm such that

K ⊆ V

where

V =

m⋃
i=1

Vxi
.

Let

W =

m⋃
i=1

Wxi
.

Then W is compact and

K ⊆ U ∩ V ⊆ V ⊆W.

Let
L = W \ (U ∩ V ).

U ∩ V is open so L is a closed subset of W . W is a
compact Hausdorff space and so is normal. We can
therefore apply Urysohn’s Lemma, Lemma 3.13.2, to
get a continuous f : W → [0, 1] such that f(x) = 0 for
x ∈ L and f(x) = 1 for x ∈ K. Define g : X → [0, 1]
by

g(x) =

{
f(x) if x ∈ V,
0 if x ∈ X \W.

Suppose Z is an open subset of [0, 1]. If 0 /∈ Z then
g∗(Z) = f∗(Z) is open because f is continuous. If
0 ∈ Z then

g∗(Z) = f∗(Z) ∪ (X \W )

is open. So g∗(Z) is open for all open Z. In other
words, g is continuous. If x ∈ K then X ∈ V so
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g(x) = f(x) = 1. If x ∈ X \ U . If x ∈ X \ U then
x ∈ X \W or x ∈W \U ⊆ L. In either case f(x) = 0.
g(x) = 0 for x /∈W so the support of g is contained in
W . The support of any function is closed and a closed
subset of a compact set is compact so the support of
g is compact.

Proposition 9.3.2. Suppose (X, T ) is a locally com-
pact Hausdorff space. Suppose I is a linear transfor-
mation from the vector space of continuous compactly
supported functions from X to R such that I(g) ≥ 0
whenever g is such that g(x) ≥ 0 for all x ∈ X. Then
there is at most one Radon measure µ on X such that

I(g) =

∫
x∈X

g(x) dµ(x)

for all continuous compactly supported g.

Proof. Suppose µ1 and µ2 are Radon measures such
that∫

x∈X
g(x) dµ1(x) = I(g) =

∫
x∈X

g(x) dµ2(x)

for all continuous compactly supported g. Suppose K
is compact, U is open and K ⊆ U . By Lemma 9.3.1
there is a continuous compactly supported function g
such that such that g(x) = 1 for x ∈ K and g(x) = 0
for x /∈ U . In other words,

χK(x) ≤ g(x) ≤ χU (x)

for all x ∈ U . Therefore

µ1(K) =

∫
x∈X

χK(x) dµ1(x) ≤
∫
x∈X

g(x) dµ1(x)

= I(g) =

∫
x∈X

g(x) dµ2(x)

≤
∫
x∈X

χU (x) dµ2(x) = µ2(U).

Thus µ1(K) ≤ µ2(U) whenever K is closed, U is open
and K ⊆ U . µ1 is a Radon measure so

µ1(U) = supµ1(K)

where the supremum is over all compact subsets K
of U so

µ1(U) ≤ µ2(U).

The same argument works with µ1 and µ2 swapped,
so µ2(U) ≤ µ1(U) and hence

µ1(U) = µ2(U).

µ1 and µ2 are both Radon measures so

µ1(E) = inf µ1(U)

and
µ2(E) = inf µ2(U)

for any Borel set E, where the infimum in both cases
is over open supersets U of E. The right hand sides
are equal, so the left hand sides are equal:

µ1(E) = µ2(E).

9.4 The Riesz Representation Theo-
rem

Proposition 9.4.1. Suppose (X, T ) is a locally com-
pact σ-compact Hausdorff topological space. Then
there is a sequence K0, K1, . . . of compact subsets
such that

Km ⊆ K◦m+1

for all m and
∞⋃
m=0

Km = X.

Proof. By the definition of σ-compactness there is a
sequence A0, A1, . . . of compact subsets such that

∞⋃
m=0

Am = X.

By the definition of local compactness there is, for
each x ∈ X, a compact neighbourhood Cx of x, i.e.
a compact set Cx such that there is an open set Bx
with x ∈ Bx and Bx ⊆ Cx. Define Km inductively as
follows. Let A0 = ∅. The sets Bx for x ∈ Am ∪Km

form an open cover of Am ∪Km, which is a compact
set, so there are is a finite subcover, i.e. there are
xm,0, . . . , xm,nm such that

Am ∪Km ⊆ Um,
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where

Um =

nm⋃
j=0

Bxm,j
.

Let

Km+1 =

nm⋃
j=0

Cxm,j
.

This is a finite union of compact sets and so is com-
pact. Um ⊆ Km+1, since Bx ⊆ Cx for all x, and Um
is open so

Um ⊆ K◦m+1

and hence, since Km ⊆ Um,

Km ⊆ K◦m+1.

Also Am ⊆ Km+1 so

X =

∞⋃
m=0

Am ⊆
∞⋃
m=0

Km+1 =

∞⋃
m=1

Km =

∞⋃
m=0

Km.

But Km ⊆ X for all m so

∞⋃
m=0

Km ⊆ X

and hence
∞⋃
m=0

Km = X.

Theorem 9.4.2. Suppose B is a σ algebra on a set
X and µ0, µ1, . . . are measures on (X,B) which are
monotone in the sense that for all E ∈ B then

µj(E) ≤ µk(E)

whenever j ≤ k. Let

µ(E) = lim
j→∞

µj(E).

Then µ is a measure on (X,B) and∫
x∈X

f(x) dµ(x) = lim
x∈X

∫
x∈X

f(x) dµj(x).

This can be thought of as a Monotone Convergence
Theorem for measures.

Proof.

µ(∅) = lim
j→∞

µj(∅) = lim
j→∞

= 0.

Suppose E0, E1, . . . are disjoint elements of B. Then

µ

( ∞⋃
k=0

Ek

)
= lim
j→∞

µj

( ∞⋃
k=0

Ek

)

= lim
j→∞

∞∑
k=0

µj(Ek)

=

∞∑
k=0

lim
j→∞

µj(Ek)

=

∞∑
k=0

µ(Ek).

Here we’ve used the definition of µ, the fact that µj
is a measure, the Monotone Convergence Theorem
for sums, and the definition of µ again. So µ is a
measure. If f is semisimple then there is a partition
Q of X and a function ϕ : Q such that f(x) = ϕ(E)
if x ∈ E. Also,∫

x∈X
f(x) dµ(x) =

∑
E∈Q

ϕ(E)µ(E)

and ∫
x∈X

f(x) dµj(x) =
∑
E∈Q

ϕ(E)µj(E).

Then ∫
x∈X

f(x) dµ(x) =
∑
E∈Q

ϕ(E)µ(E)

=
∑
E∈Q

ϕ(E) lim
j→∞

µj(E)

= lim
j→∞

∑
E∈Q

ϕ(E)µj(E)

= lim
j→∞

∫
x∈X

f(x)µj(x).

Here we’ve used the Monotone Convergence Theorem
for sums again. So we have∫

x∈X
f(x) dµ(x) = lim

x∈X

∫
x∈X

f(x) dµj(x)
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for semisimple f . From this we get the correspond-
ing equation for the upper and lower integrals of any
measurable function and therefore the same equation
for the integrals of any measurable function.

The following is the full version of the Riesz Rep-
resentation Theorem.

Theorem 9.4.3. Suppose (X, T ) is a locally compact
σ-compact Hausdorff space. Suppose I is a linear
transformation from the vector space of continuous
functions from X to R such that I(g) ≥ 0 whenever
g is such that g(x) ≥ 0 for all x ∈ X. Then there is
a unique Radon measure µ on X such that

I(g) =

∫
x∈X

g(x) dµ(x)

for all continuous g.

Proof. The uniqueness follows from Proposi-
tion 9.3.2. For the existence we start by applying
Proposition 9.4.1 to get a sequence K0, K1, . . . of
compact subsets such that

Kn ⊆ K◦n+1

for all n and
∞⋃
n=0

Kn = X.

We then apply Proposition 9.3.1 to get functions
hn : X → [0, 1] such that hn(x) = 1 if x ∈ Kn and
hn(x) = 0 if x /∈ K◦n+1. For fixed x the property
Kn ⊆ K◦n+1 implies that hn(x) is a monotone se-
quence. Together with the fact that

⋃∞
n=0Kn = X

we find that for any fixed x there is an m such that
hn(x) = 1 for all n ≥ m.

For any continuous function g on X the function
ghn is a compactly supported continuous function on
X and its restriction to Kn+1 is also a compactly
supported continuous function. ghn depends only on
the restriction of g to Kn+1 since hn is zero outside
of Kn+1. It therefore makes sense to define

In(g) = I(ghn)

and to consider it either as a function on compactly
supported continuous functions on Kn+1 or on com-
pactly supported continuous functions on X.

By Proposition 9.2.1 there is a Radon measure µn
on Kn+1 such that

In(g) =

∫
x∈Kn+1

g(x) dµn(x).

We can extend the measure µn from Kn+1 to all of
X by taking µn(E) where E is a Borel set on X to be
µn(E ∩Kn+1). Denoting both the measure on Kn+1

and the measure on X by µn is an abuse of notation,
but a harmless one since their value is the same for
any set on which both are defined. The inclusion of
Kn+1 in X gives a morphism of measure spaces from
(Kn+1,BKn+1

, µn,Kn+1
) to (X,BX , µn,X), where I’ve

temporarily added subscripts to distinguish the Borel
algebras and measures on Kn+1 from those on X. It
follows that∫

x∈X
g(x) dµn(x) =

∫
x∈Kn+1

g(x) dµn(x)

for any integrable function g on X. For compactly
supported continuous functions g on X we therefore
have

In(g) =

∫
x∈X

g(x) dµn(x).

Suppose g is a compactly supported continuous
function from X to R. Let L be its support. Then

L ⊆ X =

∞⋃
m=0

Km ⊆
∞⋃
m=0

K◦m+1.

The sets K◦m+1 are therefore an open cover of L and
so there’s a finite subcover. Since they form an in-
creasing sequence there’s a single m such that

L ⊆ K◦m+1.

Also L ⊆ K◦n+1 for all n ≥ m. For such n we have
g(x) = g(x)hn(x) For all such n we have

g(x) = g(x)hn(x)

because hn(x) = 1 when x ∈ Kn and g(x) = 0 when
x /∈ K◦m+1. It then follows that I(g) = In(g) for
n ≥ m. But then

I(g) = lim
n→∞

In(g) = lim
n→∞

∫
x∈X

g(x) dµn(x)

=

∫
x∈X

g(x) dµ(x).
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We can now state the most important definition
for this semester:

Definition 9.4.4. Let µ be the unique Radon mea-
sure on R such that∫

x∈X
g(x) dm(x) =

∫
g(x) dx

for all compactly supported continuous g, where the
integral on the right hand side is the Riemann inte-
gral. Let (R,B†, µ†) be the completion of (R,B, µ)
where B is the Borel σ-algebra on R. B† is called the
Lebesgue algebra on R and its elements are called
Lebesgue sets. The measure µ† is called Lebesgue
measure.

Note that this definition relies on a number of
rather deep theorems. The existence of µ follows from
the Riesz Representation Theorem, the linearity and
monotonicity properties of the Riemann integral and
the fact that R is locally compact and σ-compact.
The existence of µ† relies on Theorem 7.6.11.

9.5 Subspace measure

This section makes precise the notions of extending a
measure from a subset to a larger set and restricting
a measure from a larger set to a smaller set.

The following is an extension of Proposition 8.2.11.

Proposition 9.5.1. Suppose that (X,BX , µX) and
(Y,BY ,
muY ) are measure spaces and j : X → Y is a mor-
phism. Suppose Z ⊆ [−∞,+∞]. If f : Y → Z is
integrable with respect to (Y,BY , µY ) then f ◦ j is in-
tegrable with respect to (X,BX , µX) and∫

x∈X
f(j(x)) dµX(x) =

∫
y∈Y

f(y) dµY (y)

Proof. Let PX be the set of countable subsets of BX
which are partitions of X and let PY be the set of
countable subsets of BY which are partitions of Y . If
Q is a partition of Y then (j∗)∗(Q) is a partition of
X, so

PY ⊆ ((j∗)∗)
∗(PX)

Let UX be the set of systems of weights v on X
such that

∑
x∈X f(j(x))v(x) converges and let UY

be the set of system of weights w on Y such that∑
y∈Y f(y)w(y) converges. Define ϕj : UX → UY by

(ϕj(v))(y) =
∑

x∈j∗(y)

v(x),

so that ∑
x∈X

f(j(x))v(x) =
∑
y∈Y

f(y)(ϕjv)(y).

Define Rf◦j : UX → Z and Rf : UY → Z by

Rf◦j(v) =
∑
x∈X

f(j(x))v(x)

and
Rf (w) =

∑
y∈Y

f(y)w(y).

Then
Rf ◦ ϕ = Rf◦j .

Define αX : PX → ℘(UX) by saying v ∈ αX(Q) if and
only if (X,BX , µX), Q and v are compatible. Simi-
larly, define αY : PY → ℘(UY ) by saying w ∈ αY (R)
if and only if (Y,BY , µY ), R and w are compatible.
If Q ∈ PX then

αX(Q) ⊆ ϕ∗j (αY ((j∗)∗(Q))).

Let EX be the upward closure of αX∗(PX). and let
EY be the upward closure of αY ∗(PY ). Suppose W ∈
EX , i.e. that there is a Q ∈ PX such that αX(Q) ⊆
W . Then (j∗)∗(Q) ∈ PY and ϕ∗j (αY ((j∗)∗(Q))) ⊆
W . Therefore EY ⊆ EX so EX converges if EY does
and the limits are the same.

Proposition 9.5.2. Suppose (Y,BY ) is a measurable
space X ∈ BY and

BX = {E ∈ BY : E ⊆ X}

Suppose µX is a measure on (X,BX). Define
µY : BY → [0,+∞] by

µY (E) = µX(X ∩ E).
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Then (Y,BY , µY ) is a measure space, the inclusion
function j : X → Y is a morphism from (X,BX , µX)
to (Y,BY , µY ), and∫

s∈X
f(s) dµX(s) =

∫
s∈Y

f(s) dµY (s)

for every integrable function f on (Y,BY , µY ).

The measure µY is said to be obtained from µX by
extending it to be zero outside of X. This terminol-
ogy is motivated by the observation that µY (Y \X) =
0.

Proof.

µY (∅) = µX(X ∩∅) = µX(∅) = 0.

If E0, E1, . . . are disjoint elements of BY then X∩E0,
X ∩ E1, . . . are disjoint elements of BX and

µY

(⋃
Ei

)
= µX

(
X ∩

⋃
Ei

)
= µX

(⋃
(X ∩ Ei)

)
=
∑

µX(X ∩ Ei) =
∑

µY (Ei).

So µY is a measure on (Y,BY ).
If E ∈ BY then

j∗(E) = E ∩X ∈ BX
so E ∈ j∗∗(BX). Therefore

BY ⊆ BX .

Also,

µY (E) = µX(X ∩ E) = µX(j∗(E)).

So j is a morphism. The equality of the integrals
therefore follows from Proposition 9.5.1.

Proposition 9.5.3. Suppose (Y,BY , µY ) is a mea-
sure space and X ∈ BY . Define

BX = {E ∈ BY : E ⊆ X}

and define µX : BX → [0,+∞] by

µX(E) = µY (X ∩ E).

Then (X,BX , µX) is a measure space and∫
t∈X

g(t) dµX(t) =

∫
t∈Y

χX(t)g(t) dµY (t)

for every integrable function g on (Y,BY , µY ).

The measure µX is said to be the restriction of µY
from Y to X.

Proof. ∅ ∈ BY and ∅ ⊆ X so ∅ ∈ BX . If E ∈ BX
then E ∈ BY . X ∈ BY so X \ E ∈ BY . We also
have X \ E ⊆ X so X \ E ∈ BX . If E0, E1, . . . are
elements of BX then they’re all elements of BY as well
so
⋃
Ei ∈ BY . Now Ei ⊆ X for each i so

⋃
Ei ⊆ X.

Therefore
⋃
Ei ∈ BX . So BX is a σ-algebra.

µX(∅) = µY (X ∩∅) = µY (∅) = 0.

If E0, E1, . . . are disjoint elements of BX then X∩E0,
X ∩ E1, . . . are disjoint elements of BY so

µX

(⋃
Ei

)
µY

(
X ∩

⋃
Ei

)
= µY

(⋃
(X ∩ Ei)

)
=
∑

µY (X ∩ Ei) =
∑

µX (Ei) ,

so µX is a measure.
If g is an integrable function on Y then for every

ε > 0 there are semisimple functions f and h such
that f(t) ≤ g(t) ≤ h(t) for almost all t ∈ X and∫

t∈Y
h(t) dµY (t) ≤

∫
t∈Y

f(t) dµY (t) + ε

Then

χX(t)f(t) ≤ χX(t)g(t) ≤ χX(t)h(t)

for almost all t ∈ S. The functions χXf and χXh are
semisimple functions. So there are partitions P and
Q such that f is constant on elements of P and h is
constant on elements of Q. Let R be the common
refinement of P, Q and {X,Y \ X}. The both f
and h are constant on elements of R, so there are
ϕ,ψ : R → Z such that f(t) = ϕ(E) and h(t) = ψ(E)
if x ∈ E. Define

S = {E ∈ R : E ⊆ X}.

Then S is a countable partition of X. Now∫
t∈Y

f(t) dµY (t) =
∑
E∈R

ϕ(E)µY (E),

∫
t∈Y

h(t) dµY (t) =
∑
E∈R

ψ(E)µY (E),
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∫
t∈X

f(t) dµY (t) =
∑
E∈S

ϕ(E)µX(E),

and ∫
t∈X

h(t) dµY (t) =
∑
E∈S

ψ(E)µX(E).

We can rewrite∫
t∈Y

h(t) dµY (t) ≤
∫
t∈Y

f(t) dµY (t) + ε

as ∑
E∈R

ψ(E)µY (E) ≤
∑
E∈R

ϕ(E)µY (E) + ε.

f(t) ≤ h(t) for almost all t ∈ Y so

ϕ(E)µY (E) ≤ ψ(E)µY (E)

for all E ∈ R. If E ∈ S then µY (E) = µX(E). It
follows that∑

E∈S
ψ(E)µY (E) ≤

∑
E∈S

ϕ(E)µY (E) + ε.

So for every ε > 0 there are semisimple functions f
and h such that

f(t) ≤ g(t) ≤ h(t)

for almost all t ∈ X and∫
t∈X

h(t) dµX(t) ≤
∫
t∈X

f(t) dµX(t) + ε.

So f is integrable with respect to (X,BX , µX). If we
set

ϕ′(E) =

{
ϕ(E) if E ∈ S,
0 if E ∈ R \ S,

and

ψ′(E) =

{
ψ(E) if E ∈ S,
0 if E ∈ R \ S,

Then

f ′(t) ≤ χX(t)g(t) ≤ h′(t)

for almost all t ∈ Y , where f ′(t) = ϕ′(E) and h′(t) =
ψ′(E) if t ∈ E. Therefore∫

t∈Y
f ′(t) dµY (t) ≤

∫
t∈Y

χX(t)g(t) dµY (t)

≤
∫
t∈Y

h′(t) dµY (t).

The integrals of f ′ and h′ are equal to∑
E∈S

ϕ(E)µX(E)

and ∑
E∈S

ψ(E)µX(E)

respectively, which are within a distance ε of∫
t∈X

g(t) dµX(t)

so ∣∣∣∣∫
t∈Y

χX(t)g(t) dµY (t)−
∫
t∈X

g(t) dµX(t)

∣∣∣∣ ≤ ε
for all ε > 0. The two integrals are therefore equal.

Note that extending a measure by zero to a super-
set and then restricting back to the original subset
gives us back the measure we started with. Restrict-
ing to a subset and then extending by zero back to
the original set does not. More precisely, if we start
with a measure µY on Y and restrict it to a measure
µX on X ⊆ Y and then extend this by zero to Y we
get a measure ν on Y , where ν(E) = µY (X ∩ E).

We’ll always use the restriction of Lebesgue mea-
sure as our measure on subsets of R unless some other
measure is specified.

10 The Fundamental Theorem
of Calculus

10.1 Riemann integration

The following theorem is half of the Fundamental
Theorem of Calculus for the Riemann integral.
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Theorem 10.1.1. Suppose f : [a, b] → R is contin-
uous. Define F : [a, b]→ R by

F (y) =

∫ y

a

f(x) dx.

Then F is differentiable and F ′(x) = f(x) for all
x ∈ [a, b].

The other half is

Theorem 10.1.2. Suppose F : [a, b] → R is differ-
entiable and F ′ is Riemann integrable. Then∫ b

a

F ′(x) dx = F (b)− F (a).

These are often called the First Fundamental The-
orem of Calculus and the Second Fundamental The-
orem of Calculus, respectively. The goal of this chap-
ter is to prove analogous results for the Lebesgue in-
tegral.

An easy consequence of Theorem 10.1.2 is the fol-
lowing.

Corollary 10.1.3. Suppose f : [a, b]→ R is contin-
uous. Then

lim
h↘0

1

h

∫ y+h

y

f(x) dx = f(y)

for all y ∈ [a, b),

lim
h↘0

1

h

∫ y

y−h
f(x) dx = f(y)

for all y ∈ (a, b], and

lim
h↘0

1

2h

∫ y+h

y−h
f(x) dx = f(y)

for all y ∈ (a, b).

Proof. Let F (y) =
∫ y
a
f(x) dx. Then

F ′(y) = lim
h→0

1

h

∫ y+h

y

f(x) dx

by the definition of the derivative. By Theorem 10.1.2
this limit exists and is equal to f(y). The one sided

limits must then exist, subject to a restriction discuss
below, and are also equal to f(y), so

lim
h↘0

1

h

∫ y+h

y

f(x) dx = f(y)

for all y ∈ [a, b),

lim
h↘0

1

h

∫ y

y−h
f(x) dx = f(y)

for all y ∈ (a, b]. We need to exclude y = b in the first
limit and y = a in the second limit because there are
no points of the form y+h in [a, b] if y = b and there
are no points of the form y−h in [a, b] if y = a. Now

1

2h

∫ y+h

y−h
f(x) dx

=
1

2

(
1

h

∫ y+h

y

f(x) dx+
1

h

∫ y

y−h
f(x) dx

)
.

Taking limits gives

lim
h↘0

1

2h

∫ y+h

y−h
f(x) dx =

1

2
(f(y) + f(y)) = f(y).

For this we require y ∈ (a, b) so that both limits on
the right exist.

10.2 The First Fundamental Theorem

Proposition 10.2.1. Suppose (X,B, µ) is a measure
space, g : X → [0,+∞] is integrable and λ > 0. Then

µ(Eλ) ≤ 1

λ

∫
x∈X

g(x) dµ(x)

where
Eλ = {x ∈ X : g(x) ≥ λ} .

The inequality above is known as Markov’s In-
equality .

Proof. Let f = λχE . In other words,

f(x) =

{
λ if x ∈ Eλ,
0 if x /∈ Eλ.
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Then f is a simple function and∫
x∈X

f(x) dµ(x) = λµ(Eλ).

On the other hand f(x) ≤ g(x) for all x ∈ X so∫
x∈X

f(x) dµ(x) ≤
∫
x∈X

g(x) dµ(x).

Therefore

λµ(Eλ) ≤
∫
x∈X

g(x) dµ(x).

Dividing by λ gives

µ(Eλ) ≤ 1

λ

∫
x∈X

g(x) dµ(x)

Proposition 10.2.2. Suppose W is an open subset
of R. Show that there is a countable partition P of
U such that if V ∈ P then V is an open interval and
the endpoints of V , if any, are not in W .

Proof. For each x ∈W let Ax be set of open intervals
U such that x ∈ U and U ⊆W . Let

Vx =
⋃

U∈Ax

U.

Then x ∈ Vx, Vx is open and Vx ⊆ W . Suppose
p, q, r ∈ Vx and p ≤ q ≤ r. Then there are Up ∈ Ax
and Ur ∈ Ax such that p ∈ Up and r ∈ Ur. If x ≤ q
then q ∈ Ur because x ∈ Ur, r ∈ Ur, x ≤ q ≤ r and
Ur is an interval. If x ≥ Ur then q ∈ Up because
p ∈ Up, x ∈ Up, p ≤ q ≤ x and Up is an interval.
In either case, q ∈ Vx. So if p ≤ q ≤ r, p ∈ Vx and
r ∈ Vx then q ∈ Vx. In other words, Vx is an interval.
The endpoints of an open interval do not belong to
the interval. Suppose Vx ∩ Vy 6= ∅. Then there is
a z ∈ Vx ∩ Vy. Vx is an open interval, z ∈ Vx and
Vx ⊆ W so Vx ∈ Az and therefore Vx ⊆ Vz. But
then x ∈ Vz, Vz is an open interval and Vz ⊆ W so
Vz ∈ Ax and Vz ⊆ Vx. Since we already have the
reverse inequality we find that Vx = Vz. The same
argument with y in place of x gives Vy = Vz and
therefore Vx = Vy. So for any x, y ∈ W we either

have Vx = Vy or Vx∩Vy = ∅. In other words, the set
P of sets of the form Vx for some x ∈W is a partition
of W . Every element of P is a non-empty open set
and so contains a rational number and there are only
countably many rationals so P is countable.

Proposition 10.2.3. Suppose F : [a, b]→ R is con-
tinuous. Then there are countable sets P+, P+, P−
and P− of open subintervals of [a, b] such that

(a) If I, J ∈ P+ then I = J or I ∩ J = ∅,

(b) If (α, β) ∈ P+ then F (α) ≤ F (β) and if F (α) <
F (β) then α = a.

(c) If a ≤ x ≤ y ≤ b and x /∈
⋃
E∈P+ E then F (x) ≥

F (y).

(d) If I, J ∈ P+ then I = J or I ∩ J = ∅,

(e) If (α, β) ∈ P+ then F (α) ≥ F (β) and if F (α) >
F (β) then α = a.

(f) If a ≤ x ≤ y ≤ b and x /∈
⋃
E∈P+

E then F (x) ≤
F (y).

(g) If I, J ∈ P− then I = J or I ∩ J = ∅,

(h) If (α, β) ∈ P− then F (α) ≥ F (β) and if F (α) >
F (β) then β = b.

(i) If a ≤ x ≤ y ≤ b and y /∈
⋃
E∈P− E then F (x) ≤

F (y).

(j) If I, J ∈ P− then I = J or I ∩ J = ∅,

(k) If (α, β) ∈ P− then F (α) ≤ F (β) and if F (α) <
F (β) then β = b.

(l) If a ≤ x ≤ y ≤ b and y /∈
⋃
E∈P− E then F (x) ≥

F (y).

Proof. It suffices to prove the existence of one of P+

P+, P− or P−. We can then get the other three either
by changing the directions of some inequalities in the
proof or simply by working with −F (x), F (a+ b−x)
or −F (a+ b− x) in place of F (x).

Let W be the set of x ∈ (a, b) such that there is a
z ∈ (x, b) such that F (x) < F (z). Suppose x ∈ W ,
i.e. that the is a z as above. Then

x ∈ (a, z) ∩ F ∗((−∞, F (z))).
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If

y ∈ (a, z) ∩ F ∗((−∞, F (z)))

then y < z and F (y) < F (z) so y ∈ W . F is con-
tinuous so F ∗((−∞, F (z))) is open and therefore so
is (a, z)∩F ∗((−∞, F (z))). This is therefore an open
neighbourhood of x in W . Since each x ∈ W has
such a neighbourhood it follows that W is open.

We now apply Proposition 10.2.2 to get a partition
P of W by countably many disjoint open intervals.
W ⊆ (a, b) so if E ∈ P then E = (α, β) for some
α, β ∈ [a, b].

If x /∈ W then there is, by the definition of W , no
z ∈ (x, b) and F (x) < F (z). In other words, if x /∈W
then F (z) ≥ F (x) for all z ∈ (x, b). By continuity
it then follows that F (z) ≥ F (x) for all z ∈ [x, b].
Replacing z by y, this means that if a ≤ x ≤ y ≤ b
and x /∈

⋃
E∈P+ E then F (x) ≤ F (y).

Suppose (α, β) ∈ P and t ∈ (α, β) is such that
F (β) < F (t). Then

A = [t, β] ∩ F ∗([F (t),+∞))

is closed, t ∈ A and β /∈ A. Let u = supA. Then

u ∈ [t, b) ⊆ (α, β) ⊆W.

In other words, there is a v ∈ (u, b) such that F (u) <
F (v). Then

F (β) < F (t) ≤ F (u) < F (v).

β /∈ W so if β 6= b then β /∈ (a, b) and F (w) ≤ F (β)
for all w ∈ [β, b]. This also holds, trivially, if β = b.
So

F (w) < F (v)

for all w ∈ [β, b]. Therefore v /∈ [β, b]. But then
v ∈ (α, β) and F (v) > F (t) so v ∈ A. But v > u =
sup(A) so we have a contradiction. There is therefore
no t ∈ (α, β) is such that F (β) < F (t). In other
words, F (t) ≤ F (β) for all t ∈ (α, β). By continuity
then

F (α) ≤ F (β).

Suppose α 6= a. Then α ∈ (a, b) but α /∈ W so
F (z) ≤ F (α) for all z ∈ [α, b]. In particular, F (β) ≤
F (α).

Proposition 10.2.4. Suppose f : R → R is inte-
grable and

F (y) =

∫
x∈(−∞,y)

f(x) dµ(x).

Then F is continuous.

Proof. Suppose x ∈ R and ε > 0. f is integrable so
|f | is integrable. Let

gn = χ(x,x+1/n)|f |.

Then
lim
n→∞

gn(s) = 0.

Also
|gn(s)| = gn(s) ≤ |f(s)|

for all s ∈ R and∫
s∈R
|f(s)|dm(s) < +∞

so by the Dominated Convergence Theorem, Theo-
rem ??, we have

lim
n→∞

∫
s∈R

gn(s) dm(s) =

∫
s∈R

lim
n→∞

gn(s) dm(s) = 0.

In other words, there is a k+ such that if n ≥ k+ then∫
s∈R

gn(s) dm(s) =

∣∣∣∣∫
s∈R

gn(s) dm(s)− 0

∣∣∣∣ < ε.

This holds in particular for n = k+. Choose δ+ =
1/k+. If x < y < x+ δ+ then

−gk(s) ≤ χ(x,y)(s)f(s) ≤ gk+(s)

so

−ε <
∫
s∈(x,y)

f(s) dm(s)

=

∫
s∈R

χ(x,y)(s)f(s) dm(s) < ε.

Now

F (y)− F (x) =

∫
s∈(x,y)

f(s) dm(s)
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so
|F (y)− F (x)| < ε

whenever y ∈ (x, x+ δ+). Similarly, if we let

hn = χ(x−1/n,x)|f |.

then
lim
n→∞

hn(s) = 0.

Also
|hn(s)| = hn(s) ≤ |f(s)|

so

lim
n→∞

∫
s∈R

hn(s) dm(s) =

∫
s∈R

lim
n→∞

hn(s) dm(s)

= 0.

by the Dominated Convergence Theorem and there
is a k− such that if n ≥ k− then∫

s∈R
hn(s) dm(s) =

∣∣∣∣∫
s∈R

hn(s) dm(s)− 0

∣∣∣∣ < ε.

This holds in particular for n = k−. Choose δ− =
1/k−. If x− δ− < y < x then

−hk(s) ≤ χ(y,x)(s)f(s) ≤ hk+(s)

so

−ε <
∫
s∈(y,x)

f(s) dm(s)

=

∫
s∈R

χ(y,x)(s)f(s) dm(s) < ε.

Now

F (x)− F (y) =

∫
s∈(y,x)

f(s) dm(s)

so
|F (y)− F (x)| < ε

whenever y ∈ (x− δ−, x). If y = 0 then

|F (y)− F (x)| = 0 < ε,

so
|F (y)− F (x)| < ε

whenever y ∈ (x−δ−, x+δ+), where δ = min(δ−, δ+).
For any x ∈ R and ε > 0 there is therefore a δ such
that if |y − x| < δ then |F (y) − F (x)| < ε. In other
words, F is continuous.

Proposition 10.2.5. Suppose f : R → R is inte-
grable. For every λ > 0 we have

µ(Eλ) ≤ 1

λ

∫
x∈R
|f(x)| dm(x),

where

Eλ =

{
y ∈ R : sup

h>0

1

h

∫
x∈[y,y+h]

|f(x)| dm(x)

}
.

Proof. Consider the function

F (y) =

∫
x∈[a,y]

|f(x)| dµ(x)− λ(y − a).

F is continuous by Proposition 10.2.4 so we can apply
Proposition 10.2.3. There is therefore a countable
set P+ of disjoint open intervals with the properties
listed there. In particular, if a ≤ x ≤ y ≤ b and
x /∈

⋃
E∈P E then F (x) ≥ F (y). We can rewrite this

inequality as∫
s∈[x,y]

|f(s)| dm(s) ≤ λ(y − x).

Equivalently, if

1

y − x

∫
s∈[x,y]

|f(s)| dm(s) > λ

for some y ∈ (x, b] then

x ∈
⋃
E∈P

E.

Another way of saying this is that if

sup
1

h

∫
s∈[x,x+h]

|f(s)| dm(s) > λ

then

x ∈
⋃
E∈P

E.

In terms of Eλ we have

Eλ ⊆
⋃
E∈P

E.
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By countable additivity then

m(Eλ) ≤
∑
E∈P

m(E).

If (α, β) ∈ P then F (α) ≤ F (β), i.e.∫
s∈E
|f(s)| dm(s) =

∫
s∈(α,β)

|f(s)| dm(s)

≥ λ(β − α) = λm(E).

So ∑
E∈P

m(E) ≤ 1

λ

∑
E∈P

∫
s∈E
|f(s)| dm(s)

=
1

λ s∈
⋃

E∈P E
|f(s)| dm(s)

≤ 1

λ

∫
s∈R
|f(s) dm(s).

Proposition 10.2.6. Suppose (X, T ) is a locally
compact Hausdorff space and µ is a Radon measure
on X. If f : X → R is integrable and ε > 0 then
there is a compactly supported continuous function
g : X → R such that∫

x∈R
|f(x)− g(x)| dµ(x) < ε.

Proof. f is integrable so∫
x∈X

f(x) dµ(x) ≤
∫
x∈X

f(x) dµ(x)

and hence∫
x∈X

f(x) dµ(x) <

∫
x∈X

f(x) dµ(x) +
ε

2
.

From the definition of the upper integral as an infi-
mum there is therefore a semisimple function h : X →
R such that f(x) ≤ v(x) for all x ∈ X and∫

x∈X
h(x) dµ(x) <

∫
x∈X

f(x) dµ(x) +
ε

2
.

=

∫
x∈X

f(x) dµ(x) +
ε

2
.

Then∫
x∈X
|h(x)− f(x)| dµ(x) =

∫
x∈X

(h(x)− f(x)) dµ(x)

<
ε

2
.

h is semisimple so there is a countable partition Q of
X and a function ϕ : Q → R such that h(x) = ϕ(E)
if x ∈ E. Let E0, E1, . . . be an enumeration of Q.
Let

δj =
ε

2j+2(|ϕ(E)|+ 1)

µ is a Radon measure so there are compact Kj and
open Uj such that

Kj ⊆ Ej ⊆ Uj ,

µ(Ej) < µ(Kj) + δj

and
µ(Uj) < µ(Ej) + δj

By Proposition 9.3.1 there is a compactly supported
continuous function gj : X → [0, 1] such that gj(x) =
1 if x ∈ K and gj(x) = 0 if x ∈ X \ U . Then

χKj
(x) ≤ gj(x) ≤ χUj

(x)

for all x ∈ X and hence∫
x∈X

gj(x) ≤
∫
Uj

(x) dµ(x) = m(Uj)

< µ(Ej) + δj =

∫
x∈Ej

χEj
(x) + δj

and∫
x∈X

gj(x) ≥
∫
Kj

(x) dµ(x) = m(Kj)

> µ(Ej)− δj =

∫
x∈Ej

χEj
(x)− δj .

Then∫
x∈K
|ϕ(Ej)gj(x)− ϕ(Ej)χEj

(x)| dµ(x) < |ϕ(Ej)|δj .

Now

∞∑
j=0

|ϕ(Ej)|δj =

∞∑
j=0

|ϕ(Ej)|
|ϕ(Ej)|+ 1

ε

2j+2
<
ε

2
.
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So

∞∑
j=0

∫
x∈K
|ϕ(Ej)gj(x)− ϕ(Ej)χEj

(x)| dµ(x) <
ε

2
.

It follows from the Monotone Convergence Theorem
that

∞∑
j=0

|ϕ(Ej)gj(x)− ϕ(Ej)χEj
(x)|

is integrable. It then follows from the Dominated
Convergence Theorem that

∞∑
j=0

(ϕ(Ej)gj(x)− ϕ(Ej)χEj
(x))

is integrable and that its integral is equal to

∞∑
j=0

∫
x∈X

(ϕ(Ej)gj(x)− ϕ(Ej)χEj
(x)) dµ(x),

which is of absolute value less than ε/2. Defining g
by

g(x) =

∞∑
j=0

ϕ(Ej)gj(x)

we then have∫
x∈X
|g(x)− h(x)| dµ(x) <

ε

2
.

From this and the inequality∫
x∈X
|h(x)− f(x)| dµ(x) <

ε

2
.

obtained earlier we get∫
x∈X
|g(x)− f(x)| dµ(x) <

ε

2
.

Theorem 10.2.7. Suppose f : [a, b] → R is inte-
grable. Then

lim
h↘0

1

h

∫
x∈[y,y+h]

f(x) dm(x) = f(y),

lim
h↘0

1

h

∫
x∈[y−h,h]

f(x) dm(x) = f(y),

and

lim
h↘0

1

2h

∫
x∈[y−h,y+h]

f(x) dm(x) = f(y)

for almost all x ∈ [a, b].

Proof. By Proposition 10.2.6 there is a compactly
supported continuous function g : R→ R such that∫

x∈R
|f(x)− g(x)| dm(x) < ε.

Let
Aλ,ε = {x ∈ R : |f(x)− g(x)| ≥ λ} ,

Bλ,ε = {x ∈ R : k(s) ≥ λ} ,
where

k(x) = sup
h>0

1

h

∫
s∈[x,x+h]

|f(s)− g(s)| dm(s)

and

Cλ,ε = {x ∈ R : |f(x)− g(x)| < λ, k(x) < λ} .

By Proposition 10.2.1 we have

m (Aλ,ε) <
ε

λ
.

By Proposition 10.2.5 we have

m (Bλ,ε) <
ε

λ
.

Now
Aλ,ε ∪Bλ,ε ∪ Cλ,ε = R

so
R \ Cλ,ε ⊆ Aλ,ε ∪Bλ,ε

and

m(R \ Cλ,ε) ≤ m(Aλ,ε ∪Bλ,ε)

≤ m(Aλ,ε) +m(Bλ,ε) < 2
ε

λ
.

From Corollary 10.1.3 we get∣∣∣∣∣ 1h
∫
s∈[x,x+h]

g(s) dµ(s)− g(x)

∣∣∣∣∣ < λ
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for sufficiently small positive h. If x ∈ Cλ,ε then

|f(x)− g(x)| < λ

and
1

h

∫
s∈[x,x+h]

|f(s)− g(s)| dm(s) < λ

for all positive h. It then follows that∣∣∣∣∣ 1h
∫
s∈[x,x+h]

f(s) dµ(s)− f(x)

∣∣∣∣∣ < 3λ

for sufficiently small positive h. Then

lim sup
h>0

∣∣∣∣∣ 1h
∫
s∈[x,x+h]

f(s) dµ(s)− f(x)

∣∣∣∣∣ < 3λ.

This holds for x ∈ Cλ,ε. Let

Dλ =

∞⋃
n=0

Cλ,1/2n .

If x ∈ Dλ then there is an ε > 0 such that x ∈ Cλ,ε
so

lim sup
h>0

∣∣∣∣∣ 1h
∫
s∈[x,x+h]

f(s) dµ(s)− f(x)

∣∣∣∣∣ < 3λ

for all x ∈ Dλ. Now

R \Dλ =

∞⋂
n=0

(
R \ Cλ,1/2n

)
and

m
(
R \ Cλ,1/2n

)
<

λ

2n−1
→ 0

as n → ∞. It follows from Proposition 7.6.8 that
that their intersection is null, i.e. that

m(R \Dλ) = 0.

Let

E =

∞⋂
n=0

D1/2n .

Then

R \ E =

∞⋃
n=0

(
R \D1/2n

)

so

µ(R \ E) = 0.

If x ∈ E then x ∈ D1/2n for all n so

lim sup
h>0

∣∣∣∣∣ 1h
∫
s∈[x,x+h]

f(s) dµ(s)− f(x)

∣∣∣∣∣ < 3

2n

for all n. This is possible only if

lim sup
h>0

∣∣∣∣∣ 1h
∫
s∈[x,x+h]

f(s) dµ(s)− f(x)

∣∣∣∣∣ = 0

and therefore

lim
h↘0

∣∣∣∣∣ 1h
∫
s∈[x,x+h]

f(s) dµ(s)− f(x)

∣∣∣∣∣ = 0,

or, equivalently,

lim
h↘0

1

h

∫
s∈[x,x+h]

f(s) dµ(s) = f(x)

for x ∈ E.
There is a similar argument for [x− h, x] or, alter-

natively, we can apply the same argument to f̃(x) =
f(−x).

lim
h↘0

1

h

∫
s∈[x−h,x]

f(s) dµ(s) = f(x)

for x in some set E such that m(R \ E) = 0. There
is then a E such that m(R \ E) = 0 for which both

lim
h↘0

1

h

∫
s∈[x,x+h]

f(s) dµ(s) = f(x)

and

lim
h↘0

1

h

∫
s∈[x−h,x]

f(s) dµ(s) = f(x)

for x ∈ E and hence

lim
h↘0

1

2h

∫
s∈[x−h,x+h]

f(s) dµ(s) = f(x).
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Corollary 10.2.8. Suppose E is a measurable subset
of R. For almost all x ∈ E we have

lim
h↘0

1

2h
m(E ∩ [x− h, x+ h]) = χE(x).

Proof. We first consider the special case where
m(E) < +∞. Applying Proposition 10.2.7 to the
function χE shows that for almost all x ∈ R we have

lim
h↘0

1

2h
m(E ∩ [x− h, x+ h]) = χE(x).

for almost all x ∈ R. It m(E) = +∞ then we apply
the above argument to

En = (−n, n) ∩ E.

This gives

lim
h↘0

1

2h
m((−n, n)∩E∩ [x−h, x+h]) = χ(−n,n)∩E(x).

for almost all x ∈ E. The exceptional set could be
different for each n but the union of countably many
null sets is still null so for almost all x ∈ R we have
the equation above for all n. In particular it holds
for n large enough that x ∈ (−n, n). For such n we
have

χ(−n,n)∩E(x) = χE(x).

Also,

(−n, n) ∩ E ∩ [x− h, x+ h] = E ∩ [x− h, x+ h]

for sufficiently small h so we can replace the set on
the left with the set on the right in the limit. In other
words,

lim
h↘0

1

2h
m(E ∩ [x− h, x+ h]) = χE(x).

The following is our analogue of Theorem 10.1.2
for Lebesgue integration.

Theorem 10.2.9. Suppose f : R → R is integrable
and

F (y) =

∫
x∈(−∞,y)

f(x) dµ(x).

Then F is continuous. For almost all y in R F is
differentiable at y and F ′(y) = f(y).

Proof.

F (z)− F (y)

z − y
=

{
1
h

∫
x∈[y,y+h] f(x) dm(x) if z > y,

1
h

∫
x∈[y−h,y] f(x) dm(x) if z < y,

where h = |z − y|. The preceding theorem therefore
shows that

lim
F (z)− F (y)

z − y
= f(y).

10.3 The Second Fundamental Theo-
rem

Proposition 10.3.1. Suppose I is a non-empty in-
terval and F : I → R is Lipschitz continuous. Then
there are Lipschitz continuous functions G and H
such that G is monotone increasing, H is monotone
decreasing and F = G+H.

Proof. It’s useful to introduce the quantities

V+(a, b) = sup

n∑
j=1

max(0, F (xj)− F (xj−1))

V−(a, b) = inf

n∑
j=1

min(0, F (xj)− F (xj−1))

V (a, b) = sup

n∑
j=1

|F (xj)− F (xj−1)|

for a, b ∈ I such that a ≤ b, where the suprema and
infima are over x0, x1, . . . , xn are such that

a = x0 ≤ x1 ≤ · · · ≤ xn = b.

First of all, V+(a, b) ≥ 0, V−(a, b) ≤ 0 and
V (a, b) ≥ 0. This is clear because the sums in the def-
initions of V+ and V are sums of non-negative terms
while the sum in the definition of V− is a sum of
non-positive terms.

Next, if a ≤ b ≤ c then

V+(a, c) = V+(a, b) + V+(b, c),

V−(a, c) = V−(a, b) + V−(b, c),
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and
V (a, c) = V (a, b) + V (b, c).

We can see this as follows. All three equations hold
trivially if a = b so we’ll assume from now on that
a < b. If

a = x0 ≤ x1 ≤ · · · ≤ xn = b

and
b = y0 ≤ y1 ≤ · · · ≤ yp = c

then set zj = xj if j ≤ n and zj = yj−n if j > n.
Then

a = z0 ≤ z1 ≤ · · · ≤ zq = c

where q = n+ p. Also,

n∑
j=1

max(0, F (xj)− F (xj−1))

+

p∑
j=1

max(0, F (yj)− F (yj−1))

=

q∑
j=1

max(0, F (zj)− F (zj−1)).

Now

q∑
j=1

max(0, F (zj)− F (zj−1)) ≤ V+(a, c)

so

n∑
j=1

max(0, F (xj)− F (xj−1))

+

p∑
j=1

max(0, F (yj)− F (yj−1)) ≤ V+(a, c).

Taking the supremum over all possible choices of the
x’s gives

V+(a, b) +

p∑
j=1

max(0, F (yj)− F (yj−1)) ≤ V+(a, c).

Taking the supremum over all possible choices of the
y’s then gives

V+(a, b) + V+(b, c) ≤ V+(a, c).

Suppose now that z0, z1, . . . , zq are such that

a = z0 ≤ z1 ≤ · · · ≤ zq = c.

Let n be the smallest integer such that zn ≥ b. Define
xj = zj if j < n and xn = b. Define y0 = b and
yj = zn+j−1 if j > 0. Then

a = x0 ≤ x1 ≤ · · · ≤ xn = b

and

b = y0 ≤ y1 ≤ · · · ≤ yp = c,

where p = q − n+ 1. For any real numbers u, v and
w such that u+ v = w we have

max(0, u) + max(0, v) ≥ max(0, w).

We apply this to

u = F (xn)− F (xn−1)

v = F (y1)− F (y0)

w = F (zn)− F (zn−1).

Note that n − 1 ≥ 0 since a < b. The equation
u + v = w holds because xn = b = y0, xn−1 = zn−1
and y1 = zn. So

max(0, F (zn)− F (zn−1)) ≤ max(0, F (xn)− F (xn−1))

+ max(0, F (y1)− F (y0)).

To this inequality we add the equations

n−1∑
j=1

max(0, F (xj)− F (xj−1)

=

n−1∑
j=1

max(0, F (zj)− F (zj−1)

and

q∑
j=2

max(0, F (yj)− F (yj−1))

=

q∑
j=n+1

max(0, F (zj)− F (zj−1))
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to get

q∑
j=1

max(0, F (zj)− F (zj−1))

≤
n∑
j=1

max(0, F (xj)− F (xj−1))

+

p∑
j=1

max(0, F (yj)− F (yj−1)).

Now

n∑
j=1

max(0, F (xj)− F (xj−1)) ≤ V+(a, b)

and

p∑
j=1

max(0, F (yj)− F (yj−1)) ≤ V+(b, c)

so

q∑
j=1

max(0, F (zj)− F (zj−1)) ≤ V+(a, b) + V+(b, c).

Taking the supremum over all possible choices of the
z’s gives

V+(a, c) ≤ V+(a, b) + V+(b, c).

Since we already have the reverse inequality we get

V+(a, c) = V+(a, b) + V+(b, c).

The proofs of the corresponding results for V− and V
are similar, with minor changes.

From V+(a, c) = V+(a, b) +V+(b, c) and V+(a, b) ≥
0 and V+(b, c) ≥ we get that V+(a, c) ≥ V+(a, b) and
V+(a, c) ≥ V+(b, c). So V+(a, c) is monotone increas-
ing as a function of c and monotone decreasing as a
function of a. The same is true for V , while V−(a, c)
is monotone decreasing as a function of c and mono-
tone increasing as a function of a.

Next we note that

|F (xj)− F (xj−1)|. = max(0, F (xj)− F (xj−1)

−min(0, F (xj)− F (xj−1).

Summing over j and taking suprema over all possible
choices of the x’s gives

V+(a, b)− V−(a, b) = V (a, b).

Note that the supremum of

−
n∑
j=1

min(0, F (xj)− F (xj−1))

is minus the infimum of the same sum, i.e. −V−(a, b).
Next we show that

V+(a, b) + V−(a, b) = F (b)− F (a).

For each ε > 0 there is, by the definition of the supre-
mum, a choice of x0, . . . , xn such that

a = x0 ≤ x1 ≤ · · · ≤ xn = b

such that

V+(a, b)− ε <
n∑
j=1

max(0, F (xj)− F (xj−1)).

Similarly, there is, by the definition of the infimum,
a choice of

a = y0 ≤ y1 ≤ · · · ≤ yp = b

Let z0, z1, . . . , zq be the x’s and y’s sorted into in-
creasing order. Then

a = z0 ≤ z1 ≤ · · · ≤ zq = b.

For any j there are k and l such that xj−1 = zk and
xj = zl. Then

F (xj)− F (xj−1) =

l∑
i=k+1

(F (zi)− F (zi−1)) .

The inequality

max(0, u) + max(0, v) ≥ max(0, w)

used previously can be extended by induction to finite
sums. From this and the equation above we get

max(0, F (xj)− F (xj−1))

≤
l∑

i=k+1

max (0, F (zi)− F (zi−1)) .
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Summing over i gives

n∑
j=1

max(0, F (xj)− F (xj−1))

≤
q∑
j=1

max(0, F (zj)− F (zj−1)).

The sum on the right hand side is bounded by
V+(a, b) by the definition of the supremum. Com-
bining what we have so far we obtain

V+(a, b)−ε <
q∑
j=1

max(0, F (zj)−F (zj−1)) ≤ V+(a, b).

A similar argument gives

V−(a, b) ≤
q∑
j=1

min(0, F (zj)−F (zj−1)) < V−(a, b)+ε.

Now

F (zj)− F (zj−1) = max(0, F (zj)− F (zj−1))

+ min(0, F (zj)− F (zj−1)).

Summing over j and using the inequalities obtained
earlier we find

V−(a, b) + V+(a, b)− ε < F (b)− F (a)

< V−(a, b) + V+(a, b) + ε.

This holds for all ε > 0 so

V−(a, b) + V+(a, b) = F (b)− F (a).

F is Lipschitz continuous so there is a K ≥ 0 such
that

|F (x)− F (y)| ≤ K|x− y|
for all x and y in I. In particular, if xj−1 ≤ xj then

|F (xj)− F (xj−1)| ≤ K|xj − xj−1| = K(xj − xj−1).

If
a = x0 ≤ x1 ≤ · · · ≤ xn = b

then

n∑
j=1

|F (xj)−F (xj−1)| ≤ K
n∑
j=1

(xj−xj−1) = K(b−a)

Taking suprema we find that

V (a, b) ≤ K(xj − xj−1).

From
V+(a, b) ≥ 0,

V−(a, b) ≤ 0

and
V (a, b) = V+(a, b)− V−(a, b)

it follows that

0 ≤ V+(a, b) ≤ K(b− a)

and
−K(b− a) ≤ V−(a, b) ≤ 0.

I is non-empty so there is a w ∈ I. Define

G(x) =

{
1
2F (w) + V+(w, x) if x ≥ w,
1
2F (w)− V+(x,w) if x < w,

and

H(x) =

{
1
2F (w) + V−(w, x) if x ≥ w,
1
2F (w)− V−(x,w) if x < w,

Then

G(y)−G(x) =

{
V+(x, y) if x ≤ y,
−V+(y, x) if x > y,

and

H(y)−H(x) =

{
V−(x, y) if x ≤ y,
−V−(y, x) if x > y.

There are a number of cases to consider depending
on the ordering of w, x and y but all of them are
immediate consequences of the definitions and the
fact that

V+(a, c) = V+(a, b) + V+(b, c)

and
V−(a, c) = V−(a, b) + V−(b, c).

so

G(y) +H(y)−G(x)−H(x) = F (y)− F (x)
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We apply this with x = w and use the identity

F (w) = G(w) +H(w),

which follows immediately from the definitions, to get

F (y) = G(y) +H(y)

for all y ∈ I.
From

0 ≤ V+(a, b) ≤ K(b− a)

and

−K(b− a) ≤ V−(a, b) ≤ 0

we get that

0 ≤ G(b)−G(a) ≤ K(b− a)

and

−K(b− a) ≤ H(b)−H(a) ≤ 0

for all a, b ∈ I such that a ≤ b. From these inequali-
ties we conclude that G is monotone increasing, H is
monotone decreasing, and both are Lipschitz contin-
uous with Lipschitz constant K.

It’s convenient to introduce substitutes for the
derivative for functions which may not have them.

Definition 10.3.2. Suppose F is a function from a
neighbourhood of x ∈ R to R. The Dini derivatives
of F at x are

D+F (x) = lim sup
h↘0

F (x+ h)− F (x)

h
,

D+F (x) = lim inf
h↘0

F (x+ h)− F (x)

h
,

D−F (x) = lim sup
h↗0

F (x+ h)− F (x)

h

and

D−F (x) = lim inf
h↗0

F (x+ h)− F (x)

h
.

If F is defined in a neighbourhood of x then all
four Dini derivatives exist as elements of [−∞,+∞],
even if f is not differentiable, or even continuous.

Proposition 10.3.3. Suppose F is a function from
an open interval in R to R. Then D+F (x) ≤
D+F (x) and D−F (x) ≤ D−F (x). If F is mono-
tone increasing then 0 ≤ D+F (x) ≤ D+F (x) and
0 ≤ D−F (x) ≤ D−F (x).

Proof. The lim inf is always less than the lim sup so
D+F (x) ≤ D+F (x) and D−F (x) ≤ D−F (x). If F is
monotone increasing then

F (x+ h)− F (x)

h
≥ 0

for all h > 0 so

D+F (x) = lim inf
h↘0

F (x+ h)− F (x)

h
≥ 0

but also
F (x+ h)− F (x)

h
≥ 0

for all h < 0 so

D−F (x) = lim inf
h↗0

F (x+ h)− F (x)

h
≥ 0.

Proposition 10.3.4. F is differentiable at F if and
only if

D+F (x) = D+F (x) = D−F (x) = D−F (x) ∈ R.

Proof.

lim
h↘0

F (x+ h)− F (x)

h

exists if and only if the lim infh↘0 and lim suph↘ 0
are finite and equal, i.e. if and only if D+F (x) =
D+F (x) ∈ R. It is then equal to their common value.
Similarly,

lim
h↗0

F (x+ h)− F (x)

h

exists if and only if the lim infh↗0 and lim suph↗ 0
are finite and equal, i.e. if and only if D−F (x) =
D−F (x) ∈ R. It is then equal to their common value.
Finally,

lim
h→0

F (x+ h)− F (x)

h

exists if and only if limh↘0 and limh↗0 exist and are
equal.
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Proposition 10.3.5. If I is an interval and F : I →
R is continuous then the Dini derivatives of F are
all measurable.

In fact the continuity assumption is not needed,
but it makes the proof considerably simpler.

Proof. It suffices to prove this for one of the four
derivatives. The other three can then be obtained by
replacing F (x) by F (−x), −F (x) or −F (−x). We’ll
prove it for DF+.

DF+(x) = lim sup
h→0

F (x+ h)− F (x)

h

= inf
k∈(0,+∞)

sup
h∈(0,k)

F (x+ h)− F (x)

h
.

Let

y = sup
h∈(0,k)∩Q

F (x+ h)− F (x)

h
.

Then

y ≤ sup
h∈(0,k)

F (x+ h)− F (x)

h

because (0, k) ∩Q is a subset of (0, k). Suppose

y < sup
h∈(0,k)

F (x+ h)− F (x)

h
.

Then there is an h ∈ (0, k) such that

y <
F (x+ h)− F (x)

h
.

Another way to say this is that the set

{h ∈ (0, k) :
F (x+ h)− F (x)

h
> y}

is non-empty. It’s open by the continuity of F and
every non-empty open subset of the reals contains a
rational, so there is an h ∈ (0, k) ∩Q such that

y <
F (x+ h)− F (x)

h

But this contradicts the definition of y, so the as-
sumption that

y < sup
h∈(0,k)

F (x+ h)− F (x)

h

was false and therefore

y = sup
h∈(0,k)

F (x+ h)− F (x)

h
,

i.e.

sup
h∈(0,k)∩Q

F (x+ h)− F (x)

h
,= sup

h∈(0,k)

F (x+ h)− F (x)

h
.

So

DF+(x) = inf
k∈(0,+∞)

sup
h∈(0,k)

F (x+ h)− F (x)

h
.

= inf
k∈(0,+∞)

sup
h∈(0,k)∩Q

F (x+ h)− F (x)

h
.

Let

z = inf
k∈(0,+∞)∩Q

sup
h∈(0,k)∩Q

F (x+ h)− F (x)

h
.

(0,+∞) ∩Q is a subset of (0,+∞) so

z ≥ inf
k∈(0,+∞)

sup
h∈(0,k)∩Q

F (x+ h)− F (x)

h
.

If

z > inf
k∈(0,+∞)

sup
h∈(0,k)∩Q

F (x+ h)− F (x)

h

then there is a k ∈ (0 +∞) such that

z > sup
h∈(0,k)∩Q

F (x+ h)− F (x)

h

Every non-empty open subset of the reals contains a
rational number so there is a j ∈ (0, k) ∩Q. Then

(0, j) ∩Q ⊆ (0, k) ∩Q

so

sup
h∈(0,j)∩Q

F (x+ h)− F (x)

h
≤ sup
h∈(0,k)∩Q

F (x+ h)− F (x)

h

and therefore

z > sup
h∈(0,j)∩Q

F (x+ h)− F (x)

h
.
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But this contradicts the definition of z, so

z = inf
k∈(0,+∞)

sup
h∈(0,k)∩Q

F (x+ h)− F (x)

h
.

In other words,

D+F (x) = inf
k∈(0,+∞)∩Q

sup
h∈(0,k)∩Q

F (x+ h)− F (x)

h
.

Now F (x+h)−F (x)
h is a measurable function of x for

each h and Proposition 8.5.8 tells us that infima and
suprema of countable sets of measurable functions are
measurable so D+F is measurable.

Now that we know that the Dini derivatives are
measurable it makes sense to try to estimate the mea-
sure of the set on which they are larger than a given
value. This will require a preliminary lemma.

Lemma 10.3.6. Suppose that A is a finite set of
intervals in R. Then there is a B ⊆ A such that

(a)
⋃
I∈A =

⋃
J∈B, and

(b) for all x ∈ R the set {J ∈ B : x ∈ J} has at most
two elements.

Proof. Let n be the number of elements in A. Define
a finite sequence Ck as follows. C0 = A. For k ≥ 0 we
terminated the sequence with Ck if no element of Ck is
contained in the union of two other elements. If there
is an I ∈ Ck such that I is contained in the union of
two other elements of Ck then we set Ck+1 = Ck \{I}.
The intervals we remove belong to the union of the
ones which remain so⋃

I∈Ck

I =
⋃

I∈Ck+1

I

for each k and hence, by induction,⋃
I∈Ck

I =
⋃
I∈A

I.

An even easier induction shows that Ck ⊆ A for all k
and that the number of elements in Ck is n−k. From
this last fact it follows that the sequence ends with
some Cm with m ≤ n. Call this final element B. No

element of B is contained in the union of two other
elements.

Suppose x ∈ I, x ∈ J and x ∈ K for distinct
I, J,K ∈ Ck. Let

L = I ∪ J ∪K,

a = inf L

and
b = supL.

a could be finite or −∞ and b could be finite or
+∞. In any case there is an M ∈ {I, J,K} such that
inf M = a and an N ∈ {I, J,K} such that supN = b.
If y ∈ (a, x] then y ∈ M . If y ∈ [x, b) then y ∈ N .
If x ∈ L then x ∈ (a, b) so x ∈ M or x ∈ N , i.e.
x ∈M ∪N . So

I ∪ J ∪K = L ⊆M ∪N.

I, J and K were distinct so there is an H ∈ {I, J,K}
such that H 6= M and H 6= N . Then

H ⊆ I ∪ J ∪K ⊆M ∪N.

so one element of Ck is contained in to the union of
two others. Thus k 6= m. Equivalently, if ‖ = m then
we can’t have x ∈ I, x ∈ J and x ∈ K for distinct
I, J,K ∈ Ck = B. So each x is an element of at most
two elements of B.

Proposition 10.3.7. Suppose F : [a, b] → R is
monotone increasing and λ > 0. Then there is a
C > 0 such that

m(E+) ≤ CF (b)− F (a)

λ
,

m(E+) ≤ CF (b)− F (a)

λ
,

m(E−) ≤ CF (b)− F (a)

λ
,

and

m(E−) ≤ CF (b)− F (a)

λ

where

E+ =
{
x ∈ [a, b] : D+F (x) ≥ λ

}
,
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E+ = {x ∈ [a, b] : D+F (x) ≥ λ} ,

E− =
{
x ∈ [a, b] : D−F (x) ≥ λ

}
,

and
E− = {x ∈ [a, b] : D−F (x) ≥ λ} .

If F is continuous then the inequalities above hold
with C = 1.

Proof. It’s sufficient to prove and one of these since
the other three can then be obtained from that one
by applying it to F (−x), −F (x) and −F (−x). We’ll
prove the one for E+.

Suppose K is a compact subset of E+ and κ ∈
(0, 1). For each x ∈ K we have

D+F (x) = lim sup
h↘0

F (x+ h)− F (x)

h
≥ λ.

Since κλ < λ there is an h > 0 such that

F (x+ h)− F (x)

h
> κλ.

Let

Ix,h =

(
2κx+ κh− h

2κ
,

2κx+ κh+ h

2κ

)
.

Then x ∈ Ix,h and

`(Ix,h) =
h

κ
.

We can therefore rewrite the inequality above as

`(Ix,h) ≤ F (x+ h)− F (x)

κ2λ
.

The sets Ix,h as above form an open cover of K so
they have a finite subcover. In other words, there are
x1, . . . , xn and h1, . . . , hn such that

K ⊆
n⋃
j=1

Ixj ,hj

and

`(Ixj ,hj
) ≤ F (xj + hj)− F (xj)

κ2λ
.

By Lemma 10.3.6 we can assume, without loss of gen-
erality, that each x ∈ K belongs to at most two of

the intervals Ixj ,hj . By countable subadditivity we
have

m(K) ≤
n∑
j=1

m(Ixj ,hj ) =

n∑
j=1

`(Ixj ,hj ).

On the other hand

n∑
j=1

(F (xj + hj)− F (xj)) ≤ 2(F (b)− F (a))

so

m(K) ≤ 2
F (b)− F (a)

κ2λ
.

This holds for all κ ∈ (0, 1) so

m(K) ≤ 2
F (b)− F (a)

λ
.

Lebesgue measure is a Radon measure so

µ(E+) = supm(K)

where the supremum is over all compact subsets K
of E+, all of which satisfy the inequality above, so

m(E+) ≤ 2
F (b)− F (a)

λ
,

which is what we were looking for, with C = 2.
To get C = 1 in the continuous case we need a

different argument. Define G by

G(x) = F (x)− λx.

If F is continuous then so is G. We can therefore
apply Proposition 10.2.3 to get a set P+ of disjoint
open intervals contained in [a, b] such that

G(α) ≤ G(β)

for each (α, β) ∈ P+ and

G(x) ≥ G(y)

if a ≤ x ≤ y ≤ b and x /∈
⋃
E∈P+ . In terms of F

these inequalities can be written as

F (β)− F (α)

β − α
≥ λ
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and
F (y)− F (x)

y − x
≤ λ.

If x ∈ (a, b) and x /∈
⋃
E∈P+ then

F (y)− F (x)

y − x
≤ λ

for all y ∈ (x, b] and so

D+F (x) = lim sup
h↘0

F (y)− F (x)

y − x
≤ λ.

Equivalently, if D+F (x) > λ then x ∈
⋃
E∈P+ , i.e.

x ∈ (α, β) where (α, β) ∈ P+. Therefore

{x ∈ (a, b) : D+F (x) > λ} ⊆
⋃

E∈P+

E

so

m
(
{x ∈ (a, b) : D+F (x) > λ}

)
≤
∑
E∈P+

m(E).

If (α, β) ∈ P+ then

F (β)− F (α)

β − α
≥ λ

then

m((α, β)) = β − α ≤ F (β)− F (α)

λ

so

m
(
{x ∈ (a, b) : D+F (x) > λ}

)
≤

∑
(α,β)∈P+

F (β)− F (α)

λ

Any finite subset of P+ can be ordered as (α1, β1),
. . . , (αn, βn) such that

a ≤ α1 ≤ β1 ≤ · · · ≤ αn, βn ≤ b.

F was assumed to be monotone increasing so

F (α1)− F (a) ≥ 0

n−1∑
j=1

(F (αj+1 − F (βj)) ≥ 0

and

F (b)− F (βn) ≥ 0

Adding the left hands of these inequalities to∑n
j=1(F (βj)− F (αj) gives F (b)− F (a) since all the

remaining terms cancel in pairs. From this we see
that

n∑
j=1

(F (βj)− F (αj) ≤ F (b)− F (a).

Taking the supremum over all finite subsets of P+

gives ∑
(α,β)∈P+

F (β)− F (α)

λ
≤ F (b)− F (a)

λ

and therefore

m
(
{x ∈ (a, b) : D+F (x) > λ}

)
≤

∑
(α,β)∈P+

F (β)− F (α)

λ
.

Now {a, b} is of measure zero so we can immediately
improve this to

m
(
{x ∈ [a, b] : D+F (x) > λ}

)
≤

∑
(α,β)∈P+

F (β)− F (α)

λ
.

This is still not quite the statement of the proposition
though because we have “> λ” here rather than “≥
λ”. To get the version as it appears there we take a
κ ∈ (0, λ) and apply the argument above with κ in
place of λ, obtaining

m
(
{x ∈ [a, b] : D+F (x) > κ}

)
≤

∑
(α,β)∈P+

F (β)− F (α)

κ
.

Now

{x ∈ [a, b] : D+F (x) ≥ λ} ⊆ {x ∈ [a, b] : D+F (x) > κ}

so the measure of the left hand side is less than or
equal to that of the right hand side. It then follows
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that

m
(
{x ∈ [a, b] : D+F (x) ≥ λ}

)
≤

∑
(α,β)∈P+

F (β)− F (α)

κ
.

This holds for all κ ∈ (0, λ) so

m
(
{x ∈ [a, b] : D+F (x) ≥ λ}

)
≤

∑
(α,β)∈P+

F (β)− F (α)

λ
.

Proposition 10.3.8. Suppose I is a non-empty in-
terval and F : I → R is continuous and monotone.
Then F is differentiable at x for almost all x ∈ X.

Proof. If D−F (x) < D+F (x) then there are rational
numbers p and q such that

D−F (x) < p < q < D+F (x).

In other words,

{x ∈ I : D−F (x) < D+F (x)} ⊆
⋃

(p,q)∈Q2

p<q

Ap,q,

where

Ap,q = {y ∈ R : D−F (y) < p < q < D+F (y)}

Suppose [a, b] ⊆ I. We apply Proposition 10.2.3 to
the function

G(x) = F (x)− px.

This gives a countable set P− of disjoint open inter-
vals such that if (α, β) ∈ P− then

G(α) ≥ G(β)

and if a ≤ x ≤ y ≤ b and y /∈
⋃
E∈P− then

G(x) ≤ G(y)

In terms of F these inequalities are

F (β)− F (α)

β − α
≤ p

and
F (y)− F (x)

y − x
≥ p

If y ∈ (a, b) and y /∈
⋃
E∈P− E then

F (y)− F (x)

y − x
≥ p

for all x ∈ [a, y) then

D−F (y) ≥ p

so
y /∈ Ap,q.

Equivalently, if y ∈ Ap,q then y ∈
⋃
E∈P− E, i.e.

there is an interval (α, β) ∈ P− such that y ∈ (α, β).
Then

F (β)− F (α)

β − α
≤ p

m(Ap,q ∩ (α, β)) ≤ F (β)− F (α)

q

by Proposition 10.3.7. so

m(Ap,q ∩ (α, β)) ≤ p

q
(β − α) =

p

q
m(α, β).

Now
Ap,q =

⋃
(α,β)∈P−

Ap,q ∩ (α, β)

and this is a disjoint union, so

m(Ap,q) ∩ (a, b) =
∑

(α,β)∈P−
m(Ap,q ∩ (α, β)).

Also, ⋃
(α,β)∈P−

(α, β) ⊆ (a, b)

and this union is also disjoint so∑
(α,β)∈P−

m((α, β)) ≤ m((a, b)).

Combining all of these, we have

m(Ap,q ∩ (a, b)) ≤ p

q
m((a, b)).
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In particular, if x ∈ I◦ then

1

2h
m(Ap,q ∩ (x− h, x+ h)) ≤ p

q

for sufficiently small positive h. We can write this as

1

2h

∫
x∈(x−h,x+h)

χAp,q (s) ds.

The limit as h ↘ 0 is χAp,q
(x) for almost all x by

Theorem 10.2.7. On the other hand we must have

lim
h↘0

1

2h
m(Ap,q ∩ (x− h, x+ h)) ≤ p

q
< 1

so
χAp,q (x) < 1

for almost all x. In other words, x /∈ Ap,q for almost
all x, or m(Ap,q) = 0. As we saw earlier,

{x ∈ I : D−F (x) < D+F (x)} ⊆
⋃

(p,q)∈Q2

p<q

Ap,q.

This is a countable union, so

m
(
{x ∈ I : D−F (x) < D+F (x)}

)
= 0.

A similar argument with

Bp,q = {y ∈ R : D+F (y) < p < q < D−F (y)}

and P+ gives

m
(
{x ∈ I : D+F (x) < D−F (x)}

)
= 0.

So for almost all x ∈ I we have

D−F (x) ≥ D+F (x)

and
D+F (x) ≥ D−F (x).

On the other hand, Proposition 10.3.3 gives

D−F (x) ≤ D−F (x)

and
D+F (x) ≥ D+F (x)

so

D+F (x) = D+F (x) = D−F (x) = D−F (x)

for almost all x ∈ I. It follows from Proposi-
tion 10.3.7 that they are finite for almost all x as
well. By Proposition 10.3.4 it then follows that F is
differentiable for almost all x ∈ I.

Theorem 10.3.9. Suppose I is a non-empty interval
and F : I → R is Lipschitz continuous. Let E be the
set of x such that F ′(x) is differentiable at x. Then
m(I \ E) = 0, F ′ is integrable on E ∩ [a, b] for all
a, b ∈ I and∫

x∈E∩[a,b]
F ′(x) dm(x) = F (b)− F (a).

Proof. From Propositions 10.3.1 and Proposi-
tion 10.3.8 we know that F is differentiable almost
everywhere. Choose a sequence h0, h1, . . . of positive
numbers with limj→∞=0 and define

fj(x) =
F (x+ hj)− F (x)

hj
.

This will require us to evaluate F at points outside
of [a, b] so we extend F by defining F (x) = F (a) for
x < a and F (x) = F (b) for x > b. It’s easy to see
that this extension is also Lipschitz continuous. Then

lim
j→∞

fj(x) = F ′(x)

for all x at which F is differentiable, i.e. almost all
x. Also, if K ≥ 0 is a Lipschitz constant then

|fj(x)| ≤ K

for all x. We also has∫
x∈[a,b]

K dm(x) = K(b− a) < +∞.

We can therefore apply the Dominated Convergence
Theorem to get

lim
j→∞

∫
x∈[a,b]

fj(x) dm(x) =

∫
x∈[a,b]

F ′(x) dm(x).
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Now∫
x∈[a,b]

fj(x) dm(x) =

∫
x∈[a,b]

F (x+ hj)− F (x)

hj
dm(x)

=
1

hj

(∫
x∈[a,b]

F (x+ hj) dm(x)

−
∫
x∈[a,b]

F (x) dm(x)

)

=
1

hj

(∫
x∈[a+hj ,b+hj ]

F (x) dm(x)

−
∫
x∈[a,b]

F (x) dm(x)

)

=
1

hj

∫
x∈[b,b+hj ]

F (x) dm(x)

− 1

hj

∫
x∈[a,a+hj ]

F (x) dm(x).

From Corollary 10.1.3 we have

lim
j→∞

1

hj

∫
x∈[a,a+hj ]

F (x) dm(x) = F (a)

and

lim
j→∞

1

hj

∫
x∈[b,b+hj ]

F (x) dm(x) = F (b),

since F is Lipschitz continuous and hence continu-
ous. Corollary 10.1.3 refers to Riemann integrals but
these are equal to the Lebesgue integrals. From the
equations above it follows that∫

x∈[a,b]
F ′(x) dm(x) = F (b)− F (a),

as claimed.

11 Affine spaces and convex
sets

11.1 Affine spaces

Definition 11.1.1. A ∈ ℘(Rn) is called affine if
(1− t)x + ty ∈ A whenever t ∈ R and x,y ∈ A. The

affine span of a subset of V is the intersection of its
affine supersets.

Proposition 11.1.2. (a) The intersection of any
collection of affine spaces is affine.

(b) The affine span of a set is the smallest affine
space containing it.

(c) If A is an affine space, t0, . . . , tm ∈ R are such
that

m∑
i=0

ti = 1

and x0, . . . xm ∈ A then

m∑
i=0

tixi ∈ A.

Proof. Suppose A is a set of affine spaces and B =⋂
A∈AA. If x,y ∈ B then x,y ∈ A for all A ∈ A.

Each A is an affine space so if t ∈ R then (1− t)x +
ty ∈ A. This holds for all A ∈ A so (1−t)x+ty ∈ B.
This establishes 11.1.2a.

Let A be the set of affine spaces containing S and
let B be its affine span, i.e. B =

⋂
A∈AA. This is an

affine space by 11.1.2a and it contains S so A ∈ A.
Any other element ofA contains the intersection of all
elements and so contains B. This establishes 11.1.2b.

Let Nm = {0, 1, . . . ,m}. We define r : Nm → Nm
as follows. r(0) is the i with the maximum value of
ti. r(1) is the i with the maximum value, other than
i = r(0). r(2) is the i with the maximum value, other
than i = r(0) or i = r(1). If there is more than one
choice at any stage the we make a choice arbitrarily
and continue. After m + 1 steps we have a func-
tion r : Nm → Nm, which is injective by construc-
tion, since at each stage we chose a number other
than those already chosen. It’s also bijective since
any injective function from a finite set to itself is also
surjective and hence bijective. If sj ≤ 0 then some
summand ti is less than or equal to zero. If k > j
then k > i and tk ≤ ti ≤ 0, because otherwise r(k)
would have been chosen earlier than r(i). It follows
that

sm = sj +

m∑
k=j+1

tr(j) ≤ 0.
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But
sm = 1

since this is just a reordering of the finite sum

m∑
i=0

ti.

But then 1 ≤ 0, which is impossible so there can be
no j for which sj ≤ 0. In other words,

sj =

j∑
i=0

tr(j) > 0

for each j ∈ Nm. We now define

uj =
tr(j)

sj
.

and

yj =

j∑
i=0

tr(i)

sj
xr(i).

Then
y0 = xr(0)

and

ym =

m∑
i=0

tr(i)xr(i) =

m∑
i=0

tixi.

Also,

yj+1 =

j+1∑
i=0

tr(i)

sj+1
xr(i)

=

j∑
i=0

tr(i)

sj+1
xr(i) +

tr(j+1)

sj+1
xr(j+1)

=
sj
sj+1

yj + uj+1xr(j+1)

= (1− uj)yj + ujxr(j+1).

By induction we see that yj ∈ A for each j ∈ Nm
and hence for j = m. In other words,

m∑
i=0

tixi ∈ A.

This establishes 11.1.2c.

Proposition 11.1.3. If V is a linear subspace of Rn

then V is an affine set and 0 ∈ V . Conversely, if V
is an affine subset of Rn and 0 ∈ V then V is a linear
subspace.

Definition 11.1.4. If x ∈ Rn and A ∈ ℘(Rn) then
the translate of A by x is the set

{y ∈ Rn : y − x ∈ A}.

Proposition 11.1.5. If A is a non-empty affine set
then there is an x ∈ Rn and a linear subspace V of
Rn such that A = x + V . If x ∈ Rn and V ′ are such
that A = x′ + V ′ then V ′ = V and x′ − x ∈ V .

Definition 11.1.6. If A is a non-empty affine subset
of Rn then we define the dimension of A to be the
dimension of V , with V as in the proposition above.
If A is empty then we say that the dimension of A is
−1. An affine subset of dimension n − 1 is called a
hyperplane.

Proposition 11.1.7. A ∈ ℘(Rn) is a hyperplane if
and only if there are a1, . . . , an ∈ R, not all of which
are zero, and a b ∈ R such that

A =

{
(x1, . . . , xn) ∈ Rn :

n∑
i=1

aixi + b = 0

}
.

11.2 Convex sets

Definition 11.2.1. C ∈ ℘(Rn) is called convex if
(1 − t)x + ty ∈ C whenever t ∈ [0, 1] and x,y ∈ C.
The convex hull of a subset of V is the intersection
of its convex supersets.

Definition 11.2.2. If C ∈ ℘(Rn) is convex then the
relative interior of C, denoted C�, is the interior of
C regarded as a subset of its affine span, with the
subspace topology. U ∈ ℘(Rn) is called relatively
open if U = U�.

As a subset of the affine span U is open if and only
if it is equal to its interior so U is relatively open if
and only if it is open as a subset of the affine span of
A, with its subspace topology.

You might wonder why we don’t define a set to be
relatively closed to mean that it’s closed as a subset of

226



its affine span with respect to the subspace topology.
A relatively closed set would be closed and vice versa
so this would simply be an unnecessary synonym for
closed. By contrast, not every relatively open set is
open. In fact {x} is relatively open for each x ∈
Rn. {x} is an affine space and a superset of {x} and
so is equal to the affine span of {x}. {x} is open
as a subset of {x} in the subspace topology so it’s
relatively open. {x} is not, of course, open if n > 0.

The following properties are consequences of the
definitions above.

Proposition 11.2.3. (a) Every affine set is con-
vex.

(b) The intersection of any collection of convex sets
is convex.

(c) The intersection of any collection of relatively
open sets is relatively open.

(d) The convex hull of a set is the smallest convex
set containing it.

(e) If C is a convex set, t0, . . . , tm ∈ [0,+∞) are
such that

m∑
i=0

ti = 1

and x0, . . . xm ∈ C then

m∑
i=0

tixi ∈ C.

Proof. If t ∈ [0, 1] then t ∈ R, so if (1− t)x + ty ∈ S
for all t ∈ R then (1− t)x + ty ∈ S for all t ∈ [0, 1].
This establishes 11.2.3a.

Suppose C is a set of convex sets and B =
⋂
C∈C C.

If x,y ∈ B then x,y ∈ C for all C ∈ C. Each C is
a convex set so if t ∈ [0, 1] then (1 − t)x + ty ∈ C.
This holds for all C ∈ C so (1 − t)x + ty ∈ B. This
establishes 11.2.3b.

Suppose U1, . . . , Um are relatively open. In other
words, Ui is open as a subset of Ai for each i, where
Ai is the affine span of Ui. Let

V =

m⋂
i=1

Ui

and let B be the affine span of V . V ⊆ B so

V = V ∩B = V ∩
m⋂
i=1

Ui =

m⋂
i=1

(B ∩ Ui).

Ui is relatively open, so open in the subspace topology
on Ai. In other words, there is an open Wi such that

Ui = Ai ∩Wi.

Then

V =

m⋂
i=1

(B ∩Ai ∩Wi).

But B ⊆ Ai so B ∩Ai = B. Therefore

V =

m⋂
i=1

(B ∩Wi) = B ∩

(
m⋂
i=1

Wi

)
.

⋂m
i=1Wi is an open set, so V is open in the subspace

topology on B. In other words, it’s relatively open.
This establishes 11.2.3c.

Let C be the set of convex sets containing S and
let C be its affine span, i.e. B =

⋃
C∈C C. This is

a convex set by 11.2.3b and it contains S so C ∈ C.
Any other element of C contains the intersection of all
elements and so contains B. This establishes 11.2.3d.

The proof of 11.2.3e is the same as that of 11.1.2c
except that we note that ti ≥ 0 for each i implies
sj ≤ sj+1 for each j and hence uj ∈ [0, 1].

Definition 11.2.4. An open halfspace in Rn is a set
of the form{

(x1, . . . , xn) ∈ Rn :

n∑
i=1

aixi + b > 0

}

for some a1, . . . , an in R, not all of which are zero
and some b ∈ R. A closed halfspace is the same, but
with a non-strict inequality, i.e.{

(x1, . . . , xn) ∈ Rn :

n∑
i=1

aixi + b ≥ 0

}

A set which is either an open halfspace or a closed
halfspace is called a halfspace.
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Note that the open and closed halfspaces are, as
the terminology suggests, open and closed subsets,
respectively, of Rn, since linear functions are contin-
uous.

Proposition 11.2.5. Halfspaces are convex.

Definition 11.2.6. C ∈ ℘(Rn) is called a convex
polytope if there is a finite set S such that C is the
convex hull of S. It is called a simplex if there is such
an S with m+ 1 elements, where m is the dimension
of C.

Proposition 11.2.7. C is simplex of dimension m
if and only if there are x0, . . . , xm ∈ C such that for
every y ∈ C there are unique t0, . . . , tm ∈ [0, 1] such
that

m∑
i=0

ti = 1

and
m∑
i=0

tixi = y.

The set {x0, . . . ,xm} is uniquely determined by the
simplex.

Definition 11.2.8. The points x0, . . . , xm as above
are called the vertices of C. If C is a simplex then
the barycentre of C is the point

m∑
i=0

1

m+ 1
xi.

The vertices and barycentre is well defined because
the simplex determines the set {x0, . . . ,xm} uniquely.
Note that it’s only the set of vertices which is deter-
mined, not their order. This is sufficient to make the
barycentre well defined though since the coefficients
of the vertices are all equal.

Definition 11.2.9. The dimension of a convex set
is the dimension of its affine span.

Proposition 11.2.10. Suppose C is a convex subset
of Rn, x ∈ C� and y ∈ C. Then (1− t)x + ty ∈ C�
for all t ∈ [0, 1).

Proposition 11.2.11. Suppose C ∈ ℘(Rn) is con-
vex.

(a) C� is convex.

(b) C is convex.

(c) C� and C have the same affine span.

(d) C� and C have the same dimension.

(e) If C 6= ∅ then C� 6= ∅.

Proposition 11.2.12. (a) If C ∈ ℘(R) is convex
then

(C�) = C

and (
C
)�

= C�.

(b) Suppose C1, C2 ∈ ℘(Rn) are convex. Then C1 =
C2 if and only if C�1 = C�2 .

(c) If C ∈ ℘(Rn) is convex, U ∈ ℘(Rn) is open and
C� ∩ U = ∅ then C ∩ U = ∅.

(d) If C1, C2 ∈ ℘(Rn) are convex, C2 6= ∅, and
C1 ⊆ C�2 , C1 ∩ C2 = ∅ then the dimension of
C1 is less than the dimension of C2.

11.3 Faces

Definition 11.3.1. Suppose C ∈ ℘(Rn) is convex.
F ∈ ℘(C) is said to be a face of C if whenever x,y ∈
C, t ∈ (0, 1) and (1 − t)x + ty ∈ F we have x ∈ F
and y ∈ F .

Note that by this definition ∅ is a face of every
convex set because the condition above holds vacu-
ously.

Proposition 11.3.2. Suppose F is a face of a convex
subset C in Rn.

(a) F is convex.

(b) If D ∈ ℘(C) is convex and D� ∩ F 6= ∅ then
D ⊆ F .

(c) If E is a face of F then E is a face of C.

(d) If f : Rn is a linear function y ∈ C and f(x) ≤
f(y) for all x ∈ C then the set

{x ∈ C : f(x) = f(y)}

is a face of C.
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(e) If D is a convex set such that F ⊆ D ⊆ C then
F is a face of D.

(f) If D is a convex set such that D� ∩ F 6= ∅ then
F is a face of D.

(g) F = C ∩ F .

(h) If C is closed then F is closed.

(i) If E is a face of C and E�∩F � 6= ∅ then E = F .

(j) If F 6= C then C� ∩ F = ∅

(k) If F 6= C then the dimension of F is less than
the dimension of C.

Proposition 11.3.3. Suppose C is a convex set. Let
Q be the set of relative interiors of faces of C and let
P = Q \ {∅}. Then P is a partition of C. If D is
a relatively open convex subset of C then D ⊆ E for
some E ∈ P. If C is a convex polytope then P is
finite.

Definition 11.3.4. Suppose (X, d) is a metric space
and A ∈ ℘(A). The diameter of A is

sup
x,y∈A

d(x, y).

This is an element of [0,+∞]. It is an element of
[0,+∞) if and only if A is bounded.

11.4 Complexes

Definition 11.4.1. A complex is a finite C ∈
℘(℘(Rn)) satisfying the following properties:

(a) If E ∈ C then E is a compact convex polytope.

(b) If E ∈ C and F is a face of E then F ∈ C.

(c) If E1, E2 ∈ C then E1 ∩ E2 is a face of both E1

and E2.

The dimension of C is the maximum of the dimen-
sions of E for all E ∈ C. The underlying space of
C is the set

⋃
E∈C E. The mesh of a complex is the

maximum of the diameters of its elements.

Note that 11.4.1c includes the case E1 ∩ E2 = ∅.

Proposition 11.4.2. A finite set C of compact con-
vex polytopes is a complex if and only if the following
two conditions are satisfied.

(a) If E ∈ C and F is a face of E then F ∈ C.

(b) If x belongs to the underlying set of C then there
is a unique E ∈ C such that x ∈ E�.

Proposition 11.4.3. Every compact convex polytope
is the underlying set of a complex.

It’s certainly possible for the same compact convex
polytope to be the underlying set for more than one
complex. In fact this always happens for complexes
of positive dimension, and is quite useful.

Definition 11.4.4. Suppose A and C are complexes
and A ⊆ C. Then A is said to be subcomplex of C.

Not every subset of a complex is a complex and
therefore not every subset is a subcomplex, but we
do have the following proposition.

Proposition 11.4.5. Suppose C is a complex and
A ∈ ℘(C). Then A is a subcomplex if and only if
F ∈ A whenever if E ∈ A and F is a face of E.

Definition 11.4.6. A complex C′ is said to be a re-
finement of a complex C if they have the same un-
derlying set and for every E′ ∈ C′ there is an E ∈ C
such that E′ ⊆ E.

Proposition 11.4.7. If C1 and C2 are complexes
with the same underlying set then there is a complex
D which is a refinement of both C1 and C2

11.5 Simplicial complexes

Definition 11.5.1. A complex C ∈ ℘(℘(Rn)) is
called simplicial if every E ∈ C is a simplex.

Proposition 11.5.2. Suppose C is a complex. Let
C− = \{∅}. Suppose ϕ : C− → Rn is a function such
that ϕ(E) ∈ E� for each E ∈ C. Let S be the set
of strictly increasing sequences of elements of C−, i.e
sequences E0, E1, . . . , Ek ∈ C− such that

E0 ⊂ E1 ⊂ · · · ⊂ Ek.
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Define ψ : S → ℘(Rn) by saying that ψ takes the
sequence E0, E1, . . . , Ek to the convex hull of
{ϕ(E0), ϕ(E1), . . . , ϕ(Ek)}. This is a k-dimensional
simplex. Let R be image of ψ. Then R is a simplicial
complex and a refinement of C. If C is a simplicial
complex and ϕ(E) is the barycentre of E for each
E ∈ C then the mesh of R is at most k

k+1 times the
mesh of C, where k is the dimension of C.

Theorem 11.5.3. Suppose C1, C2, . . .Cm are com-
plexes with the same underlying set and δ > 0. Then
there is a simplicial complex D which is a refinement
of each of the C’s and has mesh less than δ.

12 Higher dimensions

R has a natural order structure while Rn for n > 1
does not. There are several places where we used this
order structure in developing the theory of Riemann
integration in one dimension and these will need mod-
ification to get the corresponding theory for higher
dimensions. To get from the Riemann integral to
the Lebesgue integral, by contrast, we used the Riesz
Representation Theorem, which works equally well
for any locally compact σ-compact Hausdorff topo-
logical space, including Rn, so no changes are re-
quired there.

12.1 Semilinear sets

In R we obtained the Jordan algebra J by complet-
ing the Boolean algebra of finite unions of intervals,
which we called I. We need an analogue of I for
higher dimensions. There are a number of distinct
choices one could make which lead to the same J in
the end. The particular one I’m making here is based
on the observation that every element of I is describ-
able by linking a finite number of linear inequalities
with Boolean operators and that any set which can
be so described is an element of I.

Definition 12.1.1. The semilinear algebra is the
Boolean algebra generated by the open halfspaces. A
semilinear set is an element of the semilinear algebra.

Proposition 12.1.2. The following subsets of Rn

are semilinear:

(a) ∅

(b) Rn

(c) any closed halfspace

(d) any hyperplane

(e) any affine subspace

(f) any intersection of finitely many hyperplanes
and affine subspaces

(g) any union of finitely many intersections of
finitely many hyperplanes and affine subspaces

We’ll see soon that every semilinear set can be writ-
ten in the last of these ways.

Proof. We use repeatedly the fact that complements,
finite unions and finite intersections of elements of a
Boolean algebra belong to that Boolean algebra.

(a) ∅ is the union of an empty collection of open
hyperplanes.

(b) Rn is the complement of ∅.

(c) {
(x1, . . . , xn) ∈ Rn :

n∑
i=1

aixi + b ≥ 0

}

is the complement of{
(x1, . . . , xn) ∈ Rn :

n∑
i=1

(−ai)xi − b > 0

}
.

(d) Every hyperplane is of the form{
(x1, . . . , xn) ∈ Rn :

n∑
i=1

aixi + b = 0

}
.

This is the intersection of{
(x1, . . . , xn) ∈ Rn :

n∑
i=1

aixi + b ≥ 0

}
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and{
(x1, . . . , xn) ∈ Rn :

n∑
i=1

(−ai)xi − b ≥ 0

}
,

both of which are semilinear by the preceding
part, and the intersection of finitely many semi-
linear sets is semilinear.

(e) Every affine subspace is the intersection of
finitely many hyperplanes, and the intersection
of finitely many semilinear sets is semilinear.

(f) The intersection of finitely many semilinear sets
is semilinear.

(g) The union of finitely many semilinear sets is
semilinear.

Proposition 12.1.3. The semilinear algebra is a
subset of the Borel algebra.

Proof. The open halfspaces are open sets so the σ-
algebra generated by the open halfspaces is a subset
of the σ-algebra generated by the open sets, i.e. of the
Borel algebra. The σ-algebra generated by the open
halfspaces is a σ-algebra and hence is a Boolean al-
gebra. The semilinear algebra is the Boolean algebra
generated by the open halfspaces and so is the small-
est Boolean algebra containing them. It is therefore a
subset of the σ-algebra generated by them, which, as
we just saw, is itself a subset of the Borel algebra.

The proof above only shows that the semilinear
algebra is a subset of the Borel algebra, not that it is
a proper subset, but that’s easy to see for n > 0. Qn

is a Borel set which is not a semilinear set.

Proposition 12.1.4. Suppose C is a complex and
A ∈ ℘(C). Then

⋃
E∈AE

� is a bounded semilinear
set.

Proof. Every simplex is bounded and every subset of
a bounded set is bounded so E� is bounded for each
E ∈ A. The union of finitely many bounded sets is
bounded, so

⋃
E∈C E

� is bounded. Each E� is a finite
intersection of open half spaces and so is a semilinear
set. The union of finitely many of them is therefore
also a semilinear set.

The converse is true as well. For every bounded
semilinear set A there is a simplicial complex C and
an A ∈ ℘(C) such that A =

⋃
E∈C E

�. Proving this
will require the following proposition, which gives a
more explicit characterisation of the Boolean algebra
generated by a set.

Proposition 12.1.5. Suppose X is a set A ∈
℘(℘(X)) and B is the Boolean algebra generated by A.
Let S1 be the set of E such that E ∈ A or X \E ∈ A.
Let S2 be the set of intersections of finitely many el-
ements of S1. Let S3 be the set of unions of finitely
many elements of S2. Then B = S3.

Proof. By the definition of the Boolean algebra gen-
erated by a set we have A ⊆ B and B is a Boolean
algebra on X. From the former we see that if E ∈ A
then E ∈ B. Since B is a Boolean algebra on X we
then have X \E ∈ B. So S1 ⊆ B. The intersection of
finitely many elements of a Boolean algebra belongs
to the Boolean algebra, so S2 ⊆ B. The union of
finitely many elements of a Boolean algebra belongs
to the Boolean algebra, so S3 ⊆ B.

We next show that S3 is a Boolean algebra. Sup-
pose E ∈ S3. Then there is a finite C ⊆ S2 such
that

E =
⋃
F∈C

F.

Each F ∈ S2 so there is a set D(F ) ⊆ S1 such that

F =
⋂

G∈D(F )

G.

So
E =

⋃
F∈C

⋂
G∈D(F )

G.

Then
X \ E =

⋂
F∈C

⋃
G∈D(F )

(X \G).

D is a function from C to S1. Let P be its product,
i.e. the set of all functions s : C → S1 such that

s(F ) ∈ D(F )

for all F ∈ C. If x ∈ X \E then x ∈
⋃
G∈D(F )(X \G)

for each F ∈ C so for each F ∈ C there is G ∈ D(F )
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such that x ∈ (X \G). If we choose such a G for each
F ∈ C and call it s(F ) then s is a function from C to
S1 such that s(F ) ∈ D(F ), i.e. an element of P . So

x ∈
⋃
s∈P

⋂
F∈C

(X \ s(F )).

Conversely, if the statement above holds, i.e. if there
is an s ∈ P such that x ∈ (X \ s(F )) for all F ∈ C
then s(F ) ∈ D(F ) and there is, for each F ∈ C, a
G ∈ D(C) such that x ∈ X \ G, namely G = s(F ).
So x ∈

⋃
G∈D(F )(X \ G) for each F ∈ C. Since this

holds for all F ∈ C we have

x ∈
⋂
F∈C

⋃
G∈D(F )

(X \G),

i.e. x ∈ X \ E. In other words,

X \ E =
⋃
s∈P

⋂
F∈C

(X \ s(F )).

For each s ∈ P and F ∈ C we have s(F ) ∈ S1 so

X \ s(F ) ∈ S1.

Therefore ⋂
F∈C

(X \ s(F )) ∈ S2

since C is finite, and

X \ E ∈ S3

since P is finite.
If E1, E2 ∈ S3 then there are finite C1 ⊆ S2 and

C2 ⊆ S2 such that

E1 =
⋃
F∈C1

F

and
E2 =

⋃
F∈C2

F.

Then
E1 ∪ E2 =

⋃
F∈C1∪C2

F.

C1 ∪ C2 is a finite subset of S2 so

E1 ∪ E2 ∈ S3.

Therefore S3 is a Boolean algebra.
S3 is a Boolean algebra and contains A. B is the

smallest Boolean algebra containing A so B ⊆ S3.
But we’ve already seen that S3 ⊆ B, so B = S3.

The proof above used the fact that the product of
finitely many finite sets is finite. It is not the case
that a product of countably many countable sets is
countable so the argument above cannot be adapted
to prove the corresponding statement for σ-algebras,
and indeed that statement isn’t true, since there
are Borel sets which cannot be written as countable
unions of countable intersections of open or closed
sets.

Proposition 12.1.6. Suppose E is a bounded semi-
linear set. Then there is a complex C and a A ∈ ℘(C)
such that

E =
⋃
F∈A

F �.

Proof. By Proposition 12.1.5 we can write E as

E =

k⋃
i=1

li⋂
j=1

Hi,j

where Hi,j is a halfspace for each i and j. Let

Pi,j = Hi,j and Qi,j = Rn \Hi,j . These are closed
halfspaces. Define T ∈ ℘(℘(℘(Rn))) by saying that
S ∈ T if and only if both the following conditions are
satisfied:

• If H ∈ S then H = Pi,j or H = Qi,j for some i
and j.

• For each i and j we have Pi,j ∈ S or Qi,j ∈ S,
or both.

For each S ∈ T we have a closed convex set

I(S) =
⋂
H∈S

H.

This set may, of course, be empty.
Every y ∈ Rn belongs to I(S) for some S ∈ T. To

see this note that each Hi,j is of the form

Hi,j = {x ∈ Rn : gi,j(x) > 0}
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or
Hi,j = {x ∈ Rn : gi,j(x) ≥ 0} ,

depending on whether Hi,j is an open or closed half-
space, for some linear function gi,j : Rn → R. Then

Pi,j = {x ∈ Rn : gi,j(x) ≥ 0}

and
Qi,j = {x ∈ Rn : gi,j(x) ≤ 0} .

Let S be the set of Pi,j such that gi,j(y) ≥ 0 and Qi,j
such that gi,j(y) ≤ 0. Then y ∈ I(S). Also, for every
i and j we have gi,j(y) ≥ 0 or gi,j(y) ≤ 0 or both, so
Pi,j ∈ S or Qi,j ∈ S or both. In other words, S ∈ T.

Suppose D is a non-empty face of I(S) for some S.
Then there are y ∈ I(S)� and z ∈ D�. Let R be the
set of H ∈ S such that y ∈ H◦ and z /∈ H◦. Each
such H is of the form

H = {x ∈ Rn : fH(x) ≥ 0}

for some linear function fH : Rn → R. z /∈ H◦ so
f(z) = 0. Then H ∈ S so I(S) ⊆ H and therefore
fH(x) ≥ 0 = fH(z) for all x ∈ I(S). It follows from
Proposition 11.3.2d that

{x ∈ I(S) : fH(x) = 0}

is a face of I(S). Also,

z ∈ {x ∈ I(S) : fH(x) = 0} .

Let F be the intersection of these sets for all H ∈ R.
Then F is the intersection of set of faces of I(S) and
so is a face of I(S). z ∈ F and z ∈ D� so F is a
face D by Proposition 11.3.2f. But then D = F by
Proposition 11.3.2j. In other words,

D = I(S) ∩
⋂
H∈R

{x ∈ Rn : fH(x) = 0} .

For each H ∈ R we can write⋂
H∈R

{x ∈ Rn : fH(x) = 0} = H ∩H ′

where H ′ = Qi,j if H = Pi,j and vice versa. So

D = I(S ′)

where
S ′ = S ∩ {H ′ : H ∈ R}.

If S ∈ T then S ′ ∈ T. So every non-empty face of
I(S) for an S ∈ T is I(S ′) for some S ′ ∈ T.

Suppose
I(S)� ∩ E 6= ∅,

i.e. that there is a y ∈ I(S)� ∩ E. Then

y ∈
li⋂
j=1

Hi,j

for some i. Here we use the representation of E as a
union of intersections of halfspaces described earlier.
Now

I(S) =
⋃
K∈S

K.

Each of these K is of the form

K = {x ∈ Rn : fK(x) ≥ 0}

for some linear function fK . If z ∈ I(S)� then
fK(z) = 0 for all K ∈ S such that fK(y) = 0 and
fK(z) > 0 for all those K ∈ S such that fK(y) > 0.
It follows that z ∈ Hi,j whenever y ∈ Hi,j . So

I(S)� ⊆ E.

In other words, every set I(S)� is either contained
entirely within E or entirely within its complement.

Let A be the set of sets of the form I(S) such that
I(S)� ⊆ E. Then

E =
⋃
F∈A

F ◦.

Let C be the set of faces of elements of A. Every
element of A is a face of itself, so

A ⊆ C.

If F ∈ A then F = I(S) for some S ∈ T. IfD is a face
of F then D = I(S ′) for some S ′ ∈ T. If D ∈ C then
D ⊆ E. E is bounded so E is bounded and hence
D is bounded. So D is a bounded intersection of
finitely many closed halfplanes and hence is a convex
polytope. Suppose D1, D2 ∈ C, i.e. that there are
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F1, F2 ∈ A such that D1 is a face of F1 and D2 is
a face of F2. Then there are S ′1,S ′2 ∈ T such that
D1 = I(S ′1) and D2 = I(S ′2). Then

D1 ∩D2 = I(S ′1 ∪ S ′2).

This is a face of both D1 and D2 so it’s a face of F1

and F2 and therefore an element of C. So C is a set of
convex polytopes with the property that every face of
an element of C is an element of C and the property
that the intersection of any two elements of C is an
element of C. In other words, C is a complex.

Theorem 12.1.7. Suppose E is a bounded semilin-
ear set. Then there is a simplicial complex C and a
A ∈ ℘(C) such that

E =
⋃
F∈A

F �.

Proof. We take the complex C from the preceding
proposition and refine it to a simplicial complex by
means of Proposition 11.5.2.

12.2 Jordan Content

Lemma 12.2.1. Let M be the n+ 1 by n+ 2 matrix

M =


1 1 . . . 1 1
v1,0 v1,1 . . . v1,n v1,n+1

...
...

. . .
...

...
vn−1,0 vn−1,1 . . . vn−1,n vn−1,n+1

vn,0 vn,1 . . . vn,n vn,n+1

 .

and let Nj be the (−1)j times the matrix M with its
j + 1’s column removed. Then

n+1∑
j=0

det(Nj) = 0.

Proof. Consider the n+ 2 by n+ 2 matrix

P =



1 1 . . . 1 1
1 1 . . . 1 1
v1,0 v1,1 . . . v1,n v1,n+1

...
...

. . .
...

...
vn−1,0 vn−1,1 . . . vn−1,n vn−1,n+1

vn,0 vn,1 . . . vn,n vn,n+1


.

Expanding this matrix on its first row gives

det(P ) =

n+1∑
j=0

det(Ni).

But the first two rows of P are equal so P is singular
and

det(P ) = 0.

Lemma 12.2.2. Suppose v0, v1, . . . , vn are affinely
independent. Define tj : Rn → R to be the linear
function

tj(x) = −det(Nj(x))/ det(Nn+1)

where Nj is (−1)j times the matrix obtained by delet-
ing the j+1’st column from the n+1 by n+2 matrix

1 1 . . . 1 1
v1,0 v1,1 . . . v1,n x1

...
...

. . .
...

...
vn−1,0 vn−1,1 . . . vn−1,n xn−1
vn,0 vn,1 . . . vn,n xn

 .
Then

x =

n∑
j=0

tj(x)vj

for all x ∈ Rn and

n∑
j=0

tj(x) = 1.

Proof. If j 6= k then Nj(vk) has a repeated column
so

tj(vk) = 0.

On the other hand, Nj(vj) differs from Nn+1 only
by a permutation of the columns and multiplication
by the sign of that permutation so Nj(vj) = −Nn+1

and hence
tj(vj) = 1.

The affine span of v0, v1, . . . , vn is all of Rn so any
x ∈ Rn can be written as

x =

n∑
k=0

skvk.
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Then

tj(x) =

n∑
k=0

sktj(vk) = sj .

So

x =

n∑
j=0

tj(x)vj

The equation
n∑
j=0

tj(x) = 1

follows from Lemma 12.2.1.

Corollary 12.2.3. Suppose v0, v1, . . . , vn are
affinely independent. Let E be the simplex of which
they are vertices. Let tj be the functions from
Lemma 12.2.2. Then

E = {x ∈ Rn : t0(x) ≥ 0, t1(x) ≥ 0, . . . , tn(x) ≥ 0} .

Lemma 12.2.4. Let S′ be the simplex with vertices
v0, v1, . . . , vn−1 and v′n let S′′ be the simplex with
vertices v0, v1, . . . , vn−1 and v′′n. Let F be the sim-
plex with vertices v0, v1, . . . , vn−1. If

det




1 1 . . . 1 1
v1,0 v1,1 . . . v1,n−1 v′1,n

...
...

. . .
...

...
vn−1,0 vn−1,1 . . . vn−1,n−1 v′n−1,n
vn,0 vn,1 . . . vn,n−1 v′n,n




and

det




1 1 . . . 1 1
v1,0 v1,1 . . . v1,n−1 v′′1,n

...
...

. . .
...

...
vn−1,0 vn−1,1 . . . vn−1,n−1 v′′n−1,n
vn,0 vn,1 . . . vn,n−1 v′′n,n




have opposite signs then S′ ∩ S′′ = F . If they have
the same sign then S′ ∩ S′′ is of dimension n.

Implicit in the statement that S′ and S′′ are sim-
plices is the assumption that v0, v1, . . . , vn−1 and
v′n are affinely independent, as are v0, v1, . . . , vn−1
and v′′n. Then v0, v1, . . . , and vn−1are also affinely
independent. This affine independence assumption
ensures that the determinants are non-zero.

Proof. Define t′j and t′′j as in Lemma 12.2.2 with vn
replaced by v′n and v′′n respectively. Now

t′n(x) = −det(N ′n(x))/ det(N ′n+1)

and
t′′n(x) = −det(N ′′n (x))/ det(N ′′n+1),

with notation which is an obvious modification of
that in the lemma. The numerators in these fractions
are functions of x but the denominators are not, since
these involve dropping the last column, the only one
which depends on x. The determinants appearing in
the statement of corollary are just the determinants
of (−1)n+1N ′n+1 and (−1)n+1N ′′n+1. The matrices
N ′n(x) and N ′′n (x) are both equal to

(−1)n


1 1 . . . 1 1
v1,0 v1,1 . . . v1,n−1 x1

...
...

. . .
...

...
vn−1,0 vn−1,1 . . . vn−1,n−1 xn−1
vn,0 vn,1 . . . vn,n−1 x′′n

 .
If this matrix is non-zero and the determinants of
(−1)n+1N ′n+1 and (−1)n+1N ′′n+1 are of opposite sign
then t′n(x) and t′′n(x) are of opposite sign. If x ∈
S′ ∩ S′′ then t′n(x) ≥ 0 and t′′n(x) ≥ 0. So if the
determinants are of opposite sign then t′n(x) = 0 for
all x ∈ S′ ∩ S′′. But then we can rewrite

x =

n−1∑
j=0

t′j(x)vj + t′n(x)v′

and
n−1∑
j=0

t′j(x) + t′n(x) = 1

as

x =

n−1∑
j=0

t′j(x)vj

and
n−1∑
j=0

t′j(x) = 1.

In other words, x ∈ F . Therefore S′ ∩ S′′ ⊆ F if
the determinants are of opposite sign. The reverse
inclusion holds in any case so we conclude that

S′ ∩ S′′ = F.
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Let u be the barycentre of F . Then

t′j(u) =
1

n
= t′′j (u)

for j < n and

t′n(u) = 0 = t′′n(u).

Define
w(s) = (1− s)u + sv′.

Then w(s) ∈ S′ for s ∈ [0, 1].

t′′n(w(s)) = (1− s)t′′n(u) + st′′n(v′) = st′′n(v′).

But
t′′n(v′) = −det(N ′′n (v′))/ det(N ′′n+1).

We’ve already seen that N ′′n and N ′n are the same
function so we can write this as

t′′n(v′) = −det(N ′n(v′))/ det(N ′′n+1).

or

t′′n(v′) =
det(N ′n+1)

det(N ′′n+1)
t′n(v′) =

det(N ′n+1)

det(N ′′n+1)
.

The numerator and denominator are, as we’ve al-
ready seen, the two determinants appearing in the
hypotheses of the theorem. If they are of the same
sign then

t′′n(w(s)) = st′′n(v′) > 0

for all s > 0. We also have

t′′j (w(0)) = t′′j (u) = 1/n > 0

for j < n, so for sufficiently small positive s we have,
by continuity,

t′′j (w(s)) > 0.

Choose some such s with s < 1. Then tj(s) > 0 for
all j so w(s) ∈ S′′. We already have w(s) ∈ S′ for
all s ∈ (0, 1) so

w(s) ∈ S′ ∩ S′′.

Let C be the convex hull of v0, . . . , vn−1, w(s). C
is convex and its vertices lie in S′ ∩ S′′ and so C ⊆
S′ ∩ S′′ and the dimension of C is less than or equal

to that of S′ ∩ S′′. t′n(x) = 0 for all x in the affine
span v0, . . . , vn−1 while tn(w(s)) > 0 so w(s) is not
in the affine span of v0, . . . , vn−1. So v0, . . . , vn−1,
w(s) are affinely independent and C is a simplex of
dimension n. S′∩S′′ is therefore also of dimension n.

Corollary 12.2.5. If C is a simplicial complex in
Rn and F ∈ C is of dimension n − 1 then there are
at most two simplices of dimension n in C of which
F is a face.

Proof. Let v0, v1, . . . vn−1 be the vertices of a sim-
plex F . Suppose E1, E2 and E3 were distinct sim-
plices in C such that F is a face of each of the three.
Let wk be the vertex of Ek which is not in F and

Pk =


1 1 . . . 1 1
v1,0 v1,1 . . . v1,n−1 w1,k

...
...

. . .
...

...
vn−1,0 vn−1,1 . . . vn−1,n−1 wn−1,k
vn,0 vn,1 . . . vn,n−1 wn,k

 .
E1, E2 ∈ C so E1 ∩ E2 ∈ C by the definition of a
complex. If E1 ∩ E2 were of dimension n then its
relative interior would lie in the relative interiors of
both E1 and E2. Every point in the underlying set
of C lies in the relative interior of only one element
of C though, so the dimension of E1 ∩ E2 is at most
n−1. It follows from Lemma 12.2.4 that det(P1) and
det(P2) are of opposite sign. But the same argument,
with obvious modifications, shows that det(P1) and
det(P3) are of opposite sign and that det(P2) and
det(P3) are of opposite sign. But this is impossible.

Theorem 12.2.6. Suppose C, C′ and C′′ are simpli-
cial complexes, with C being a refinement of both C′
and C′′. For any n dimensional simplex E define

V (E) =
1

n!
|det(AE)|

where AE is the matrix
1 1 · · · 1 1

wE,1,0 wE,1,1 · · · wE,1,n−1 wE,1,n
...

...
. . .

...
...

wE,n−1,0 wE,n−1,1 · · · wE,n−1,n−1 wE,n−1,n
wE,n,0 wE,n,1 · · · wE,n,n−1 wE,n,n

 ,
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wE,i,j is i’th coordinate of wE,j, and the vertices of
E are wE,0, wE,1, . . . , wE,n. Then∑

E∈C′n

V (E) =
∑
E∈Cn

V (E) =
∑
E∈C′′n

V (E)

where Cn, C′n and C′′n are the sets of simplices of di-
mension n in C, C′ and C′′, respectively.

Proof. Suppose S ∈ C′n. Let S be the simplicial com-
plex in Rn consisting of the n dimensional simplex S
and its faces. Let R be the simplicial complex con-
sisting of those elements of C which are subsets of
S. Then R is a refinement of S. Let Rk and Sk be
the sets of k dimensional elements of R and S re-
spectively. In particular R0 is the set of vertices of
elements of R, and contains S0, the set of vertices of
S. We can number the elements of R0, starting at 0,
in such a way the the first n + 1 are the elements of
R0. Let v0, v1, . . . , vm be the elements of R0, with
this numbering. For each E ∈ Rk let wE,0, wE,1,
. . . , wE,k be the vertices of E, numbered in increas-
ing order with respect to the ordering chosen for the
elements of R0. In particular,

wS,k = vk.

Let ME be the n+ 1 by n+ 2 matrix
1 · · · 1 1 · · · 1
v1,0 · · · v1,n−k wE,1,0 · · · wE,1,k

...
. . .

...
...

. . .
...

vn−1,0 . . . vn−1,n−k wE,n−1,0 · · · wE,n−1,k
vn,0 · · · vn,n−k wE,n,0 · · · wE,n,k


and let NE,k be (−1)k times the n+1 by n+2 matrix
obtained by removing the k + 1’st column from ME .
By Lemma 12.2.1 we have

n+1∑
k=0

det(NE,k) = 0.

Now
NE,n+h−k+1 = (−1)hNFh,n−k+1

so

det(NE,n+h−k+1) = (−1)h det(NFh,n−k+1)

where Fh is that face of E which does not have wE,h

as a vertex. Let Ek be the subset of Rk consisting of
those simplices which are subsets of the k dimensional
simplex in Sk whose vertices are vn−k, . . . , vn. Let
Fk be the subset of Rk consisting of those simplices
which are subsets of the k + 1 dimensional simplex
in Sk whose vertices are vn−k−1, . . . , vn. Then Ek ⊆
Fk. If E ∈ Ek and j < n− k then the n+ 1 columns
of NE,j are linear combinations of the n vectors v0,
. . . , vj−1, vj+1, . . . , vn and so

det(NE,j) = 0

for such j. We can therefore rewrite the equation

n+1∑
j=0

det(NE,j) = 0

as

det(NE,n−k) = −
k∑
h=0

det(NE,n+h−k+1)

or

det(NE,n−k) =

k∑
h=0

(−1)h+1 det(NFh,n−k+1)

It follows that∑
E∈Ek

ρE det(NE,n−k)

=
∑
E∈Ek

∑
F∈Fk−1

ρEσE,F det(NFh,n−k)

where ρE is the sign of det(NE,n−k) and σE,F is
(−1)h+1 if F is that face of E for which wE,h is not a
vertex and 0 if F is not a face of E. For any F ∈ Fk−1
either

• F ∈ Ek−1 and there is one E ∈ Ek such that F
is a face of E, with ρF = ρEσE,F , or

• F /∈ Ek−1 and there are two E’s such that F is
a face of E, with opposite values of ρEσE,F .

This follows from Lemma 12.2.4. Therefore∑
E∈Ek

ρE det(NE,n−k) =
∑

F∈Ek−1

ρF det(NF,n−k+1).
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We therefore have∑
E∈E0

ρE det(NE,n) =
∑
E∈En

ρE det(NE,0).

Now E0 consists of the single element vn while En =
Rn. This equation therefore tells us that the absolute
value of the determinant of the matrix

1 1 · · · 1 1
v1,0 v1,1 · · · v1,n−1 v1,n

...
...

. . .
...

...
vn−1,0 vn−1,1 · · · vn−1,n−1 vn−1,n
vn,0 vn,1 · · · vn,n−1 vn,n


is equal to the sum of the absolute values of the de-
terminants of

1 1 · · · 1 1
wE,1,0 wE,1,1 · · · wE,1,n−1 wE,1,n

...
...

. . .
...

...
wE,n−1,0 wE,n−1,1 · · · wE,n−1,n−1 wE,n−1,n
wE,n,0 wE,n,1 · · · wE,n,n−1 wE,n,n


over all E ∈ Rn.

Summing over all S ∈ C′n and dividing by n! gives∑
E∈C′n

V (E) =
∑
E∈Cn

V (E).

The same argument with C′′ in place of C′ gives∑
E∈Cn

V (E) =
∑
E∈C′′n

V (E).

Corollary 12.2.7. If C′ and C′′ are simplicial com-
plexes with the same underlying space then∑

E∈C′n

V (E) =
∑
E∈C′′n

V (E).

Proof. By Theorem 11.5.3 there is a simplicial com-
plex C which is a refinement of both C′ and C′′, so we
can apply the theorem above.

Corollary 12.2.8. Suppose E is a bounded semi-
linear set, C′ and C′′ are simplicial complexes whose
underlying set is E, and A′ and A′′ are subsets of C′
and C′′ respectively such that⋃

F∈A′
F � = E =

⋃
F∈A′′

F �.

Then ∑
E∈C′n

V (E) =
∑
E∈C′′n

V (E).

Definition 12.2.9. Suppose E is a simplicial set If
E is bounded then we say the semilinear content of
E is

∑
E∈C′n

V (E), where C is a simplicial complex

with underlying set E, C′n is the set of n-dimensional
simplices in C′ and V (E) is the volume of the simplex
E, given by the determinantal formula above. If E is
unbounded then we say the semilinear content of E
is +∞.

That volume is well defined follows from Theo-
rem 11.5.3, which assures that that there is such a
simplicial complex C′, and from the corollary above,
which shows that the semilinear content is indepen-
dent of which such simplicial complex is chosen.

Proposition 12.2.10. The semilinear content is a
content on the semilinear algebra.

Proof. Clearly the semilinear content of the empty
set is 0. If E and F are disjoint bounded semilinear
sets then we can choose a simplicial complex C with
underlying set E and a simplicial complex D with
underlying set F . Then C ∪D is a simplicial complex
with underlying set E ∪ F and each n-dimensional
simplex in C∪D belongs either to Cn or to Dn but not
both. It follows that the semilinear content of E ∪F
is the sum of the semilinear contents of E and of F .
If E or F is unbounded then so is E ∪ F , since it’s a
superset of both, and so again the semilinear content
of E ∪ F is the sum of the semilinear contents of E
and of F , since the sum of +∞ and any element of
[0,+∞] is +∞.

Definition 12.2.11. The completion of the semilin-
ear content space on Rn is called the Jordan content
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space. Its Boolean algebra is called the Jordan alge-
bra on Rn and the elements of this algebra are called
the Jordan sets in Rn. The content is called Jordan
content on Rn.

Proposition 12.2.12. Every compactly supported
continuous function on Rn is integrable with respect
to Jordan content.

Proof. Suppose g is compactly supported and con-
tinuous. Then g is supported in [−M,M ]n for some
M ∈ N. The restriction of g to [−M,M ]n is a con-
tinuous function on a compact set and so is uniformly
continuous. For any ε > 0 there is therefore a δ > 0
such that

|g(x)− g(y)| < ε

(2M)n

if ‖x− y‖ < δ. Choose a k ∈ N such that

k >

√
n

δ
.

Let P be the set of hypercubes of side length 1/k in
[−M,M ]n whose vertices are rational numbers with
denominators divisible by k. There are (2Mk)n such
hypercubes. Let Q be P together with the comple-
ment of [−M,M ]n. For each E ∈ Q let

f(x) = inf
y∈E

g(y)

and
h(x) = sup

y∈E
g(y)

If x ∈ E where E ∈ Q then

f(x) ≤ h(x) ≤ f(x) +
ε

(2M)n

because of the inequalities for |g(x − y)| above. If
x ∈ Rn \ [−M,M ]n then

f(x) = 0 = h(x).

We therefore have simple functions f and h such that

f(x) ≤ g(x) ≤ h(x)

for all x ∈ Rn and∫
x∈Rn

h(x) dm(x) ≤
∫
x∈Rn

f(x) dm(x) + ε.

We have such f and h for all ε > 0 so g is integrable
by our usual criterion for integrability.

The following is the Fubini Theorem for Riemann
integrals.

Theorem 12.2.13. Suppose g is a compactly sup-
ported continuous function on Rn where n = n′+n′′.
Then∫

x′∈Rn′

∫
x′′∈Rn′′

g(x′,x′′) dµn′′(x
′′) dµn′(x

′),

∫
x∈Rn

g(x) dµn(x),

and ∫
x′′∈Rn′′

∫
x′∈Rn′

g(x′,x′′) dµn′(x
′) dµn′′(x

′′)

are all equal, where x = (x′,x′′) and µk denotes Jor-
dan content on Rk.

Proof. For each ε > 0 we set up f and h as in the
proof of the preceding proposition. f is a simple func-
tion so we can write it as a sum over elements of Q
or, since the summand for Rn \ [−M,M ]n is zero, a
sum over elements of P. It doesn’t matter how we or-
der this sum, so we can sum first over those elements
where the projection from Rn to Rn′ is a particu-
lar hypercube, of which there are (2Mk)n

′′
, and then

over all (2Mk)n
′

choices for this hypercube. The in-
ner sum is k−n

′
times the integral∫

x′′∈Rn′′
f(x′,x′′) dµn′′(x

′′)

by our formula for integrals of simple functions on
Rn′′ and the outer sum is∫

x′∈Rn′

∫
x′′∈Rn′′

f(x′,x′′) dµn′′(x
′′) dµn′(x

′)

by the same formula, but for functions on Rn′ . This
sum is also equal to∫

x∈Rn

f(x) dµn(x),

again by the formula for integrals of simple functions,
but this time for functions on Rn. So∫

x′∈Rn′

∫
x′′∈Rn′′

f(x′,x′′) dµn′′(x
′′) dµn′(x

′)
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and ∫
x∈Rn

f(x) dµn(x)

are equal. A similar argument, but grouping the hy-
percubes by their projection onto Rn′′ , shows that
this integral is the same as∫

x′′∈Rn′′

∫
x′∈Rn′

f(x′,x′′) dµn′(x
′) dµn′′(x

′′).

We can do the same with h in place of f . Now

g(x) ≤ h(x)

for all x ∈ Rn so∫
x′′∈Rn′′

g(x′,x′′) dµn′′(x
′′)

is less than or equal to∫
x′′∈Rn′′

h(x′,x′′) dµn′′(x
′′)

and hence∫
x′∈Rn′

∫
x′′∈Rn′′

g(x′,x′′) dµn′′(x
′′) dµn′(x

′)

is less than or equal to∫
x′∈Rn′

∫
x′′∈Rn′′

h(x′,x′′) dµn′′(x
′′) dµn′(x

′),

which, as we just saw, is equal to∫
x∈Rn

h(x) dµn(x)

This, in turn, is less than or equal to∫
x∈Rn

f(x) dµn(x) + ε

which is less than or equal to∫
x∈Rn

g(x) dµn(x) + ε.

Combining these,∫
x′∈Rn′

∫
x′′∈Rn′′

g(x′,x′′) dµn′′(x
′′) dµn′(x

′)

is less than or equal to∫
x∈Rn

g(x) dµn(x) + ε.

We can also run that argument in the reverse direc-
tion though. ∫

x∈Rn

g(x) dµn(x)

is less than or equal to∫
x∈Rn

h(x) dµn(x)

which in turn is less than or equal to∫
x∈Rn

f(x) dµn(x) + ε.

But ∫
x∈Rn

f(x) dµn(x)

is equal to∫
x′′∈Rn′′

∫
x′∈Rn′

f(x′,x′′) dµn′(x
′) dµn′′(x

′′),

which is less than or equal to∫
x′′∈Rn′′

∫
x′∈Rn′

g(x′,x′′) dµn′(x
′) dµn′′(x

′′).

Combining all of these,∫
x∈Rn

g(x) dµn(x)

is less than or equal to∫
x′′∈Rn′′

∫
x′∈Rn′

g(x′,x′′) dµn′(x
′) dµn′′(x

′′) + ε.

Together with what we showed earlier this means that
the difference between∫

x∈Rn

g(x) dµn(x)

and ∫
x′′∈Rn′′

∫
x′∈Rn′

g(x′,x′′) dµn′(x
′) dµn′′(x

′′)
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is of absolute value at most ε. This holds for all ε > 0
so the difference must be zero. The same holds, by an
almost identical argument, for the difference between∫

x∈Rn

g(x) dµn(x)

and∫
x′∈Rn′

∫
x′′∈Rn′′

g(x′,x′′) dµn′′(x
′′) dµn′(x

′).

12.3 Lebesgue measure

Proposition 12.3.1. There is a unique Radon mea-
sure µB on Rn such that∫

x∈Rn

f(x) dµB(x) =

∫
x∈Rn

f(x) dµJ(x)

where µJ is Jordan content on Rn .

Proof. This follows immediately from the Riesz Rep-
resentation Theorem applied to

I(f) =

∫
x∈Rn

f(x) dµJ(x),

which Proposition 12.2.12 assures us is defined for
all compactly supported continuous functions f on
the locally compact σ-compact Hausdorff topological
space Rn.

We’re less interested in the Borel measure µB than
we are in its completion, which is described by the
following theorem.

Theorem 12.3.2. There is a σ-algebra BL on Rn

and a measure m on (Rn,BL) with the following
properties.

(a) The Borel σ-algebra is a subset of BL.

(b) If K ∈ BL is compact then m(K) < +∞.

(c) If E ∈ BL then

m(E) = supm(K)

where the supremum is over all compact K ∈ BL
such that K ⊆ E.

(d) If E ∈ BL then

m(E) = inf m(U)

where the infimum is over all open U ∈ BL such
that K ⊆ U .

(e) ∫
x∈Rn

f(x) dm(x) =

∫
x∈Rn

f(x) dµJ(x)

where µJ is Jordan content on Rn .

(f) If F ∈ BL, m(F ) = 0 and E ⊆ F then E ∈ BL
and m(E) = 0.

Proof. We apply Theorem 7.6.11 to (Rn,BB , µB),
where BB is the Borel σ-algebra and µB is the mea-
sure from the preceding proposition. All of the prop-
erties of m are consequences of the corresponding
properties of µB except for the last, which follows
from Proposition 7.6.13.

Definition 12.3.3. The σ-algebra BL from the pre-
ceding theorem is called the Lebesgue σ-algebra on
Rn and its elements are called Lebesgue sets. The
measure m is called Lebesgue measure on Rn.

12.4 Fubini-Tonelli

Suppose n = n′ + n′′. For functions g on Rn define
the iterated integrals

I1(g) =

∫
x′∈Rn′

∫
x′′∈Rn′′

g(x′,x′′) dmn′′(x
′′) dmn′(x

′)

and

I2(g) =

∫
x′′∈Rn′′

∫
x′∈Rn′

g(x′,x′′) dmn′(x
′) dmn′′(x

′′)

where mk denotes Lebesgue measure in Rk, provided
these integrals exist. By Theorem 12.2.13 we know
that

I1(g) = I(g) = I2(g)

for compactly supported continuous functions, where

I(g) =

∫
x∈Rn

g(x′,x′′) dmn(x).
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The goal of this section is to prove the same result
for all integrable functions.

We define
µ1(E) = I1(χE)

and
µ2(E) = I2(χE)

If E is a Borel set then for each x′ ∈ Rn′ we have

χE(x′,x′′) = χϕ∗
x′ (E)(x

′′)

where ϕx′ is the function from Rn′′ to R defined by

ϕx′(x
′′) = (x′,x′′).

This function is continuous so ϕ∗x′(E) is a Borel set
by Proposition 7.2.9. So χϕ∗

x′ (E) is Borel measurable
and we can write

µ1(E) =

∫
x′∈Rn′

mn′′ (ϕ
∗
x′(E)) dmn′(x

′)

with the integrand being defined for all x′. Similarly,

µ2(E) =

∫
x′′∈Rn′′

mn′ (ψ
∗
x′′(E)) dmn′′(x

′′)

where
ψx′′(x

′) = (x′,x′′).

For Lebesgue measurable sets the situation is more
complicated. Even if E is Lebesgue measurable the
sets ϕ∗x′(E) and ψ∗x′′(E) needn’t be Lebesgue mea-

surable for all x′ ∈ Rn′ and x′′ ∈ Rn′′ . They are
Lebesgue measurable for almost all x′ and x′′ though,
and this suffices to define the integrals.
µ1 and µ2 are in fact just mn, but we don’t know

this yet. We will show this gradually, by showing
that they share various properties ofmn until we have
enough properties that they must be equal to mn.

If f(x) ≤ g(x) for all x ∈ Rn then∫
x′′∈Rn′′

f(x′,x′′) dmn′′(x
′′)

is less than or equal∫
x′′∈Rn′′

g(x′,x′′) dmn′′(x
′′)

for all x′ ∈ Rn′ by the monotonicity property of in-
tegrals in Rn′′ and so∫

x′∈Rn′

∫
x′′∈Rn′′

f(x′,x′′) dmn′′(x
′′) dmn′(x

′)

is less than or equal∫
x′∈Rn′

∫
x′′∈Rn′′

g(x′,x′′) dmn′′(x
′′) dmn′(x

′).

In other words,

I1(f) ≤ I1(g).

A similar arguments gives

I2(f) ≤ I2(g).

If E ⊆ F then

χE(x) ≤ χF (x)

for all x ∈ Rn so

Ij(χE) ≤ Ij(χF )

and hence

µj(E) ≤ µj(F ),

where j = 1 or j = 2.
If E0 ⊆ E1 ⊆ · · · then∫

x′′∈Rn′′
lim
k→∞

χEk
(x′,x′′) dmn′′(x

′′)

and

lim
k→∞

∫
x′′∈Rn′′

χEk
(x′,x′′) dmn′′(x

′′)

are equal by the Monotone Convergence Theorem. If
k ≤ l then ∫

x′′∈Rn′′
χEk

(x′,x′′) dmn′′(x
′′)

is less than or equal to∫
x′′∈Rn′′

χEl
(x′,x′′) dmn′′(x

′′)

242



so we can also apply the Monotone Convergence The-
orem to the integrals over Rn′ to get that

lim
k→∞

µ1(Ek) = µ1

( ∞⋃
k=0

Ek

)
.

Of course we also have

lim
k→∞

µ2(Ek) = µ2

( ∞⋃
k=0

Ek

)
.

If E0 ⊇ E1 ⊇ · · · and µ(E0) < +∞ then we can apply
a similar argument, but with the Dominated Conver-
gence Theorem in place of the Monotone Convergence
Theorem, to get

lim
k→∞

µ1(Ek) = µ1

( ∞⋂
k=0

Ek

)
.

and

lim
k→∞

µ2(Ek) = µ2

( ∞⋂
k=0

Ek

)
.

Proposition 12.4.1. Suppose K is a compact subset
of Rn and j = 1 or j = 2. Then

µj(K) ≤ mn(K).

Proof. mn(K) < +∞ by one of the defining proper-
ties of Radon measures. Choose some λ > mn(K).
By one of the other properties of Radon measures we
have

mn(K) = inf mn(U)

where the infimum is over open supersets U of K.
There is therefore an open superset U such that

mn(U) < λ.

By Proposition 9.3.1 there is a compactly supported
continuous function h : Rn → [0, 1] such that h(x) =
1 if x ∈ K and h(x) = 0 if x /∈ U . Then

χK(x) ≤ h(x) ≤ χU (x)

for all x ∈ Rn and hence

µj(K) = Ij(K) ≤ Ij(h).

Now h is compactly supported and continuous so

Ij(h) = I(h).

By monotonicity

I(h) ≤ I(χU ) = mn(U) < λ,

so
µj(K) < λ.

This holds for all λ > mn(K) so

µj(K) ≤ mn(K).

Proposition 12.4.2. Suppose U is an open subset
of Rn and j = 1 or j = 2. Then

µj(U) ≥ mn(U).

Proof. Choose some λ < mn(U). By one of the prop-
erties of Radon measures we have

mn(U) = supmn(K)

where the supremum is over compact subsets K of
U . There is therefore a compact subset K such that

mn(K) > λ.

By Proposition 9.3.1 there is a compactly supported
continuous function f : Rn → [0, 1] such that f(x) =
1 if x ∈ K and f(x) = 0 if x /∈ U . Then

χK(x) ≤ f(x) ≤ χU (x)

for all x ∈ Rn and hence

µj(U) = Ij(U) ≥ Ij(f).

Now f is compactly supported and continuous so

Ij(f) = I(f).

By monotonicity

I(f) ≥ I(χK) = mn(K) > λ,

so
µj(U) > λ.

This holds for all λ < mn(U) so

µj(U) ≥ mn(U).
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Proposition 12.4.3. Suppose K is a compact subset
of Rn and j = 1 or j = 2. Then

µj(K) = mn(K).

Proof. We’ve already proved that

µj(K) ≤ mn(K)

so it suffices to prove

µj(K) ≥ mn(K).

K is compact so

mn(K) < +∞

There is therefore a λ such that mn(K) < λ < +∞
and we can choose an open superset U of K such that

mn(U) < λ < +∞.

Let
Vk = U ∩

⋃
x∈K

B(x, 1/2k).

Then V0 ⊇ V1 ⊇ · · · . Also V0 ⊆ U so

mn(V0) < +∞.

It follows that

lim
k→∞

µ(Vk) = µj

( ∞⋂
k=0

Vk

)
.

Vk is open so
µj(Vk) ≥ mn(Vk)

by Proposition 12.4.2. Therefore

lim
k→∞

mn(Vk) ≤ µ

( ∞⋂
k=0

Vk

)
.

Now K ⊆ Vk for each k so

K ⊆
∞⋂
k=0

Vk.

On the other hand, if x ∈
⋂∞
k=0 Vk then x ∈ Vk for

all k, so for every k there is a yk ∈ K such that

x ∈ B(yk, 1/2
k) or, equivalently, yk ∈ B(x, 1/2k).

Then x = limk→∞ yk and so x ∈ K = K. Therefore

∞⋂
k=0

Vk ⊆ K

and hence

K =

∞⋂
k=0

Vk.

So we can rewrite

lim
k→∞

mn(Vk) ≤ µj

( ∞⋂
k=0

Vk

)
.

as
lim
k→∞

mn(Vk) ≤ µj(K).

Now K ⊆ Vk for all k so

mn(K) ≤ mn(Vk)

and hence
mn(K) ≤ lim

k→∞
mn(Vk)

and hence
mn(K) ≤ µj(K).

We already obtained the reverse inequality in Propo-
sition 12.4.1 so

µ(K) = mn(K).

Proposition 12.4.4. Suppose U is an open subset
of Rn and j = 1 or j = 2. Then

µj(U) = mn(U).

Proof. We’ve already proved that

µj(U) ≥ mn(U)

so it suffices to prove

µj(U) ≤ mn(U).

Let A be the set of balls with rational coordinates
and radii which are subsets of U . There are only
countably many such balls so we can write

A = {B(y0, r0), B(y1, r1), . . .} .
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Let

Kk =

k⋃
i=0

B̄(yi, ri/2).

Then K0 ⊆ K1 ⊆ · · · . It follows that

lim
k→∞

µj(Kk) = µj

( ∞⋃
k=0

Kk

)
.

Kk is compact so

µj(Kk) ≤ mn(Kk)

by Proposition 12.4.1. Therefore

lim
k→∞

mn(Kk) ≥ µj

( ∞⋃
k=0

Kk

)
.

Now Kk ⊆ U for each k so

∞⋃
k=0

Kk ⊆ U

On the other hand, if x ∈ U then B(x, s) ⊆ U for
some s. There is a y with rational coefficients in
B(x, s/4). Then B(y, 3s/4) ⊆ U . Choose a rational
r ∈ (s/2, 3s/4) Then x ∈ B̄(y, r/2) and B(y, r) ⊆ U .
Therefore B(†, r) ∈ A and so x ∈ Kk for some k. So

U ⊆
∞⋃
k=0

Kk

and, since we already have the reverse inclusion,

U =

∞⋃
k=0

Kk

We can therefore rewrite

lim
k→∞

mn(Kk) ≥ µj

( ∞⋃
k=0

Kk

)
as

lim
k→∞

mn(Kk) ≥ µj(U).

Now Kk ⊆ U for all k so

mn(Kk) ≤ mn(U)

and hence
lim
k→∞

mn(Vk) ≤ mn(U)

and therefore
µj(U) ≤ mn(U).

We already obtained the reverse inequality in Propo-
sition 12.4.2 so

µj(U) = mn(U).

Proposition 12.4.5. Suppose E is a Borel subset of
Rn and j = 1 or j = 2. Then

µj(E) = mn(E).

Proof. Suppose λ < mn(E) There is a compact sub-
set K of E such that

mn(K) > λ.

By Proposition 12.4.4 then

µj(K) > λ.

K is a subset of E so

µj(K) ≤ µj(E)

and hence
λ < µj(E)

This holds for all λ < mn(E) so

mn(E) ≤ µj(E).

If mn(E) = +∞ then we have

mn(E) ≥ µj(E)

since every number is less than or equal to +∞. If
mn(E) < +∞ then we can find a λ with

mn(E) < λ < +∞

and then an open superset U of E such that

µj(U) < λ.
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E is a subset of U so

µj(E) ≤ µj(U)

and hence
µj(E) < λ.

This holds for all λ such that mn(E) < λ < +∞ so

mn(E) ≥ µj(E)

We found the same inequality whether mn(E) = +∞
or mn(E) < +∞. We already have the reverse in-
equality, so

µj(E) = mn(E).

Proposition 12.4.6. Suppose E is a Lebesgue subset
of Rn and j = 1 or j = 2. Then

µj(E) = mn(E).

Proof. By Proposition 7.6.12 there are Borel sets D
and H such that

E4H ⊆ D

and
mn(D) = 0.

Then

H \D ⊆ E ⊆ D ∪H ⊆ (H \D) ∪D

so

µj(E) ≤ µj(D ∪H) = mn(D ∪H)

≤ mn(H \D) +mn(D) = mn(H \D)

≤ mn(E).

Also,

µj(E) ≥ µj(H \D) = mn(H \D)

= mn(H \D) +mn(D) = mn(H ∪D)

≥ mn(E).

So
µj(E) = mn(E).

Note that only use the equality of µj andmn onD∪H
and H \ D, both of which are Borel sets, so we can
use Proposition 12.4.5 to avoid what would otherwise
be a circular argument.

Proposition 12.4.7. Suppose g is a simple function
on Rn and j = 1 or j = 2. Then

Ij(g) = I(g).

Proof. For characteristic functions this follows imme-
diately from the definition of µ1 and µ2 and Proposi-
tion 12.4.6. Simple functions are linear combination
of characteristic functions and both integrals over Rn

and I1 and I2 are linear.

Proposition 12.4.8. Suppose g is a non-negative
semisimple function on Rn and j = 1 or j = 2. Then

Ij(g) = I(g).

Proof. Non-negative semilinear functions are limits
of increasing sequences of simple functions so this fol-
lows from Proposition 12.4.7 and the Monotone Con-
vergence Theorem.

The following is known as Tonelli’s Theorem

Theorem 12.4.9. Suppose g is a non-negative mea-
surable function on Rn and j = 1 or j = 2. Then

Ij(g) = I(g).

Proof. Every non-negative measurable function on
Rn is a limit of increasing sequences of semisimple
functions so this follows from Proposition 12.4.8 and
the Monotone Convergence Theorem.

Proposition 12.4.10. Suppose |g| is an integrable
function on Rn and j = 1 or j = 2. Then

|Ij(g)| ≤ I(|g|).

Proof.
−|g(x)| ≤ g(x) ≤ |g(x)|

for all x so

Ij(−|g|) ≤ Ij(g) ≤ Ij(|g|)

by monotonicity. From Theorem 12.4.9 we have

Ij(|g|)| = I(|g|).

Also, by linearity,

Ij(−|g|) = −Ij(|g|)
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so
−I(|g|) ≤ Ij(g) ≤ I(|g|),

which is equivalent to

|Ij(g)| ≤ I(|g|).

The following is known as Fubini’s Theorem

Theorem 12.4.11. Suppose f is an integrable func-
tion on Rn Then the following three integrals are all
equal:∫

x′∈Rn′

∫
x′′∈Rn′′

f(x′,x′′) dmn′′(x
′′) dmn′(x

′),

∫
x∈Rn

f(x) dmn(x),

and∫
x′′∈Rn′′

∫
x′∈Rn′

f(x′,x′′) dmn′(x
′) dmn′′(x

′′).

In the notation we’ve been using so far this is the
statement that

I1(f) = I(f) = I2(f)

for all integrable f .

Proof. By Proposition 10.2.6 there are for any ε > 0
a compactly supported continuous function g and an
integrable function h such that

f = g + h

and
I(|h|) < ε.

Then
Ij(g) = I(g)

by Theorem 12.2.13. By Proposition 12.4.10 we have

|Ij(h)| ≤ I(|h|) < ε.

Now
Ij(f) = Ij(g) + Ij(h)

and
I(f) = I(g) + I(h)

so
|Ij(f)− I(f)| < 2ε.

This holds for all ε > 0 so

Ij(f) = I(f).
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σ-algebra, 145
σ-compact, 80
p-adic metric, 12

affine, 225
affine span, 225
almost all, 172
Arithmetic-Geometric Mean Inequality, 127
Arzelà-Ascoli Theorem, 121
atomic algebra, 162

Banach Fixed Point Theorem, 116
Banach space, 121
barycentre, 228
base, 67
bijection, 41
Boolean algebra, 142
Borel σ-algebra, 146
Borel measure, 158
Borel sets, 146
bound, 123
boundary, 61
bounded, 96, 118, 123

Cantor Set, 56
Cantor’s Theorem, 46
cardinal number, 52
cardinality, 12
Cauchy, 107
Cauchy-Schwarz Inequality, 128
choice function, 58
closed, 18, 59
closed ball, 15
closed halfspace, 227
closure, 61
common refinement, 38, 165
compact, 80
compactly supported, 182
compatible, 167
complete, 108
completion, 113, 150, 159
complex, 229

connected, 77
content, 147
content space, 147
continuous, 68
converge, 104
convergent, 104
convex, 226
convex hull, 226
convex polytope, 228
countable, 53
countably infinite, 53

dense, 64
diagonal function, 76
diameter, 229
dimension, 226
Dini derivatives, 218
directed set, 25
disconnected, 77
discrete Boolean algebra, 142
discrete metric, 21
discrete topology, 21
Dominated Convergence Theorem, 139, 188

equicontinuous, 120
equivalence class, 44
equivalence relation, 43
equivalent, 121
eventuality filter, 104
Extreme Value Theorem, 85

face, 228
Fatou’s Lemma, 137, 187
filter, 28
finite, 42, 158
finitely additive measure, 147
Fubini’s Theorem, 141, 247

generated, 66, 144, 146
greatest, 48

Hölder’s Inequality, 128
halfspace, 227
Hamming distance, 12
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Hausdorff, 20, 60
Heine-Borel Theorem, 85
hyperplane, 226

image, 16
indexed collection of sets, 57
infinite, 42
injection, 41
integrable, 169
integral, 169
interior, 61
interval, 143

Jensen’s Inequality, 127
Jordan algebra, 153
Jordan content, 153

least, 48
Lebesgue algebra, 204
Lebesgue measure, 204, 241
Lebesgue sets, 204, 241
length, 152
limit, 3, 5, 9, 13, 22, 30, 33–35
limit point, 14, 21
Lipschitz continuous, 98
locally compact, 80
lower bound, 48
lower integral, 174
lower semicontinuous, 189

Markov’s Inequality, 207
maximal, 48
measurable, 182
measurable space, 145
measure, 155
measure space, 155
mesh, 229
metric, 11
metric space, 11
metrisable, 21
minimal, 48
minimal Cauchy filter, 110
Minkowski’s Inequality, 128
monotone, 27
Monotone Convergence Theorem, 136, 186
morphism, 166

neighbourhood, 24
net, 34
norm, 8
normal, 86
normed vector space, 8
null set, 155

open, 18, 59, 75
open ball, 15
open cover, 80
open halfspace, 227
open neighbourhood, 24
operator norm, 125

partial order, 48
partially ordered set, 48
partition, 38, 163
partition of unity, 91
path connected, 78
power set, 12, 16
prefilter, 28
preimage, 16
product, 58, 113
product topology, 74

quotient topology, 73

Radon measure, 158
refinement, 38, 164, 166, 229
relative interior, 226
relatively compact, 80
relatively open, 226
Riemann integrable, 181
Riemann integral, 39
Riemann sum, 39
Riesz Representation Theorem, 203
round, 111

Schröder-Bernstein Theorem, 46
semilinear algebra, 230
semilinear content, 238
semilinear set, 230
semisimple function, 172
sequence, 34
simple function, 170
simplex, 228
stronger, 44, 65
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subbase, 66
subcomplex, 229
subcover, 80
subspace topology, 73
support, 182
surjection, 41
symmetric difference, 12
system of weights, 164

tail filter, 104
Tietze Extension Theorem, 89
Tonelli’s Theorem, 141, 247
topological space, 20, 59
topology, 20, 59
total order, 48
totally bounded, 98
trivial Boolean algebra, 142
trivial partition, 38
trivial topology, 21

uncountable, 53
uniformly continuous, 98
uniformly equicontinuous, 120
upper bound, 48
upper integral, 174
upper semicontinuous, 189
upward closed, 29
upward closure, 29
usual metric, 13

vertices, 228

weaker, 44, 65

Zariski topology, 22
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