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Normed vector spaces

Recall that a norm on a vector space V is a function p : V ! R

such that

I p(v) = 0 for all v 2 V and p(v) > 0 unless v = 0.

I p(�v) = j�jp(v) for all � 2 R and v 2 V .

I p(v +w) � p(v) + p(w) for all v;w 2 V .

If p is a norm on V then d(x; y) = p(x� y) is a metric on V .

Unless otherwise speci�ed, we always consider (V ; p) with this

metric and the topology of open sets with respect to the metric.

All the properties of topological spaces and metric spaces apply

to normed spaces, but there are some new concepts which make

sense only for normed spaces.

When there's only one norm we usually write it as kvk rather than

p(v). This notation is also used when there's more than one

norm being considered, but it requires care.



Equivalent norms

Two norms p and q are called equivalent if there are c ;C > 0

such that

cp(v) � q(v) � Cp(v)

for all v 2 V . It's straightforward to check that equivalence is

indeed and equivalence relation.

If p and q are distinct, but equivalent, norms then they give rise

to distinct metrics, but the same topology. Suppose U 2 Tp. In

other words, for each x 2 U there is an r > 0 such that if

p(y � x) < r then y 2 U. Let � = cr . If q(y � x) < � then

p(y � x) < 1
c
q(y � x) < r . For each x 2 U there is therefore a

q-ball about x contained in U. Therefore U 2 Tq.

Similarly, if U 2 Tq then U 2 Tp. So Tp = Tq.

For any notions de�ned purely in terms of the topology, e.g.

continuity, compactness, connectedness, etc., we can therefore

replace the given norm by any equivalent norm.



Banach spaces

A normed vector space (V ; p) is said to be a Banach space if

(V ; d) is a complete metric space, where d is the metric

associated the norm p.

It's not obvious, but if (V ; p) is a Banach space and q is

equivalent to p then (V ; q) is also a Banach space.

Rn is a Banach space, since we've seen that Rn with the usual

norm is complete. If X is a topological space then the set of

bounded functions from S to Rn is a Banach space. Then set of

bounded continuous functions is a closed (topological) subspace

and closed (topological) subspaces of complete metric spaces are

complete, so it is complete. It's also a (linear) subspace, so it's a

Banach space. If X is compact then we can drop the word

\bounded". For example, the set of continuous functions from an

closed �nite interval [a; b] to Rn is a Banach space. The norm is

kfk = supa�t�b kf(t)k. We can replace the supremum in this case

by a maximum.



Bounded linear transformations
If (V ; pV ) and (W ; pW ) are normed vector spaces and

A : V !W is linear then we say that A is bounded if there is a

K � 0 such that

pW (Av) � KpV (v)

for all v 2 V . K is said to be a bound for A.

Warning: The terminology is standard, but it is inconsistent with

the way bounded functions from a set to a metric space were

de�ned in Lecture 29, which is also standard. If A is bounded in

the sense above and non-zero then A is not bounded in the

previous sense. The image of a linear transformation is a (linear)

subspace and non-zero (linear) subspaces are never bounded.

I've been putting \(linear)" or \(topological)" before the word

\subspace" because of another terminological conict between

linear algebra and topology.

For linear transformations I'm also following the standard linear

algebra/functional analysis convention of not writing parentheses

for function evaluation.



Boundedness and continuity (1/2)
In terms of metrics, if A is bounded and x; y 2 V then

dW (Ax;Ay) = pW (Ax� Ay) = pW (A(x� y))

� KpV (x� y) = KdV (x; y):

So A is Lipschitz continuous, hence uniformly continuous and

hence continuous, and hence continuous at 0.

Suppose conversely that A is continuous at 0. Choose an � > 0

and then a � > 0 such that

BV (0; �) � A�(BW (A0; �)) = A�(BW (0; �)):

In other words, if pV (x) < � then pW (Ax) < �. If v 6= 0 then
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Boundedness and continuity (2/2)
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where K = 2�=�. This was proved for v 6= 0 but clearly

pW (Av) � KpV (v) for v = 0 as well. Therefore A is bounded. So

the following �ve conditions are equivalent for linear functions A:

I A is bounded.

I A is Lipschitz continuous.

I A is uniformly continuous.

I A is continuous.

I A is continuous at 0.



The operator norm (1/4)

Suppose A : V !W is bounded and let

S = fK � 0 : 8v 2 V : pW (Av) � KpV (v)g:

S is non-empty because A is bounded. 0 is a lower bound for S so

S has an in�mum. Let L = inf S . For � > 0 we know that L+ � is

not a lower bound for S , so there is a K 2 S with K < L+ �.

K 2 S so for all v 2 V we have

pW (Av) � KpV (v) � (L+ �)pV (v):

This holds for all � > 0 so

pW (Av) � LpV (v):

This holds for all v 2 V so L 2 S . L is therefore not just an

in�mum but a minimum.



The operator norm (2/4)

The quantity

minfK � 0 : 8v 2 V : pW (Av) � KpV (v)g;

which we just showed exists, is called the operator norm of A. In

the k k notation kAk is the least K � 0 such that

kAvk � Kkvk:

The operator norm is a norm.

kAk � 0 and kOk = 0. If A 6= O then there is a v 2 V such that

Av 6= 0. Then 0 < kAvk � kAkkvk so kAk > 0.

k�Avk = kA(�v)k � kAkk�vk

= kAkj�jkvk = j�jkAkkvk

for all v 2 V so k�Ak � j�jkAk.



The operator norm (3/4)

If � = 0 then k�Ak = kOk = 0 = j�jkAk. Otherwise

kAvk = k�A��1vk � k�Akk��1vk

= k�Akj��1jkvk = j�j�1k�Akkvk:

This holds for all v 2 V so kAk � j�j�1k�Ak. Combining this

with k�Ak � j�jkAk gives

k�Ak = j�jkAk:

Finally,

k(A+ B)vk = kAv + Bvk � kAvk+ kBvk

� kAkkvk+ kBkkvk = (kAk+ kBk)kvk

for all v 2 V so kA+ Bk � jAk+ kBk.



The operator norm (4/4)

The operator norm is submultiplicative. If A is a bounded linear

function from V to W and B is a bounded linear function from U

to V then

k(AB)vk = kA(Bv)k � kAkkBvk

� kAkkBkkvk = (kAkkBk)kvk:

This holds for all v 2 U so

kABk � kAkkBk:


