Chapter 2. Linear transformations

This material is a reduced treatment of what is in Anton & Rorres chapter 4, chapter 6 (mostly
for the case of 3 dimensions) and chapter 7. Rotations are mentioned in section 7.1 along with
orthogonal matrices. See also section 4.9 which is a bit like the start of the notes below, or section
4.11 which is about two dimensions. Change of basis is dealt with (in a more general and abstact
setting than here in section 4.6). Orthogonal matrices in 7.1. Gram-Schmidt is in section 6.3
(again in a more general setting). General linear transformations in section 8.1.

2.1 Introduction

Our aim first is to give a new way of looking at matrices. It is a development from ideas in
MAI1S11 (also mentioned in the Cramers rule section) where we expressed a system of linear
equations as a single matrix equation

Ax=Db

Recall that a system of m linear equations in n unknowns

a;1ry + a1y + 0+ ApTn, = b1
a91T1 + Qo2%y + -+ +  Qopk, = b2
Am1T1 + QpaTs + -0+ GppT, = bm

can be written as a single matrix equation Ax = b where A is an m X n matrix, x isann x 1
(column) matrix of unknowns and b is an m x 1 column.

In single variable calculus we realise that it is convenient to use the language of functions
to explain what happens when we are solving equations. The kind of examples we have there
include

2r +3 = 5 (linear)
224+ 2x+7 = 2 (quadratic)
22 +422 —2x+1 = 4 (cubic)
cosx = x (more complicated — can be

written cosz —x = 0)

We can think of all of these as f(x) = 0 or f(x) = b for a suitable function f(z).
Inspired by this experience we might be inclined to think of a system of linear equations

Ax=Db

in terms of functions.
The functions we need for this have to be functions of a vector

T
T2
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or alternatively can be viewed as functions of n variables (x1,xs, ..., 2,). In fact the language
of functions is already designed to cope with these more complex situations.

While we become used to having functions f(x) where the independent variable x is a num-
ber, and where f(x) is usually given by a formula, this is not the definition of a function. We
may be used to saying “let f(z) = 23 4+ 42? — 2z + 1 be a function” (so given by the formula)
but this is not the only kind of function that is allowed.

In general a function f: .S — T is something that has a domain set S and a target setT' (more
often called a codomain set T') and the definition says that a function f is a rule that assigns one
and only one element f(s) € T to each s € S. The rule does not have to be a formula, but it does
have to be an unambiguous rule that works for every s in the domain set S. We usually refer to
f(s) as the ‘value’ of the function at s.

The most familiar examples are functions f: R — R where the domain is S = R (the whole
real line) and the values are also real numbers. So we have functions like f(z) = xcosx or
f(z) = 2? + 2x + 3 where the rule is given by a formula. Sometimes we also encounter cases
where the domain S is not all of R, but only a part of R. For instance the square root function
f(xz) =/ gets in trouble if we try to take square roots of negative numbers. We would usually
take the domain S = [0,00) = {r € R: 2 > 0} and f: [0,00) — R, f(x) = /. (This might
be a good place to remark that by the square root we mean the positive square root. So /4 means
2, not —2. If we did not do this the square root would not qualify as an ordinary function with
values in R. f(z) to have just one value when we have a function.)

2.1.1 Remarks. We will be concentraing on linear functions, without a constant term. So in the
case f: R — R we will look at examples or the form f(z) = ax with a a constant.

So we might look at f(z) = 3z of f(z) = —2x. No more compliucated functions!

We would be used to thinking of f(z) = 3x via its graph, the staright line y = 3x through the
origin with slope 3. However, we can also look at what happens to an input z into this function,
and picture where f(x) = 3z is compared to x. The answer is that 3z is 3 times as far from the
origin 0 as x was. We thing of the effect of f as ‘transforming’or ‘mapping’ z in this way to a
new point 3 times as far from the origin.

If we take the example f(z) = —z instead, we can picture what happens in this case also. x
gets mapped to —x, which is the same distance from the origin in R as x was, but on the other
side of the origin. One can think of a mirror at the origin and f(z) = —x is the reflection of x in
the origin.

If we had say f(z) = —5x we can think of a combination of a reflection and a stretching.

For functions f: R? — R, there are examples we have more or less seen already. We could
have for example
f(x) = ||x|| = distance from x to 0

f(x) = /ot + a3

when we take x = 111 + x5j (or equivalently think of points x = (1, 79) € R?).

or we could write the same example
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Another perfectly good example would be
f(r1,20) = lE? + le — 2

(which has no obvious geometrical interpretation, but makes sense as a rule that associates a
value f(x1,22) to a point (xy, 15) € R?).
An example that is a bit closer to the kinds of functions that will really interest us is

f(x1,29) = 211 — 3y
We can rewrite this using vectors as
f(@1,22) = (21 = 3j) - (211 + 22]).

We’ll be thinking of this example, or things very like it, in matrix language. The matrix product
2 —3] {xl}
)

[21’1 - 31’2]

isa 1l x 1 matrix

and so has just one entry, the number 2z, — 3z9. If we are prepared to ignore the (arguably
rather technical) difference between the number 2, — 32, as a pure number and the 1 X 1 matrix
[221 — 3x4), then we can write the same example using matrix multiplication

()=t L)

Now that we’ve shown some examples in R?, we could show some examples in R? without
too much extra imagination. We could even look at functions f: R™ — R given by rules (or
formulae) like

Fx) = IIx|

which now looks like

f(ZL‘l,ZL'Q,...,:L‘n):\/;(;%4—1%4_..._}_‘%721‘

Another example, generalising the one we just gave with 2i—3j, would be to fix a = (a4, as, ..., a,) €
R" and define f: R™ — R by the rule

fx)=a-x
We could think of this example in matrix terms also as
T T
A = a e al |7
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if we are still prepared to ignore the distinction between a scalar and a 1 x 1 matrix.
When A is an m X n matrix the formula

f(x) = Ax
applied to an n X 1 (column)
T
o)
X =
Tn

will produce an m X 1 result. So the result can be interpreted as a point (or vector) in R™ (if we
identify n-tuples x = (z1, x2, . .., z,) with n X 1 column matrices, and similarly identify m x 1
column matrices with points in R”). Our formula f(x) = Ax will then make sense to define a
function

f:R" 5 R™

Often people prefer to call these transformation rather than functions. Technically they are
the same as functions (rules that work on some domain and produce values somewhere) but the
idea of using the word ‘transformation’ instead of plain ‘function’ is partly due to the fact that
the values are vectors rather than scalar values. There is also a geometrical way of thinking about
what these transformations do, or look like, that we will try to explain in some examples soon.
This viewpoint partly explains the ‘transformation’ word.

For now we will summarise what we have with a definition.

2.1.2 Definition. A linear transformation f: R™ — R™ is a function given by a rule

I I

i) i)
fE=r11.1]1=4|.|=4x

Tn Tn

for some give m x n matrix A.

2.2 Examples of linear transformations

In the first examples we take n = m = 2, so that we have 2 x 2 matrices A and linear transfor-
mations f: R? — R? of the plane.

. 3 0
o a=p 3

we=an] [0 - Bl
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So we have f: R? — R? and f(x) = 3x = the vector 3 times as long as x in the same
direction. Or, if we think in terms of points in the plane f(x) is the point 3 times further
from the origin than x, in the same direction.

Thinking of what happens to the points of R? (picture the plane) after you apply the trans-
formation f to them, you see everything expands by a factor 3 away from the central point
at the origin. This is sometimes called ‘dilation’ by a factor 3 (like looking through a
magnifying glass).

@A:Bﬂ,

Ax = A I _ 5 0 T _ 51’1
i) 0 1 i) i)
The picture here is that the plane is expanded or stretched horizontally (in the z;- or x-

direction) by a factor 5, while the vertical scale is not affected. The vertical axis does not
move.

(i) A = B _01]

wmaln] = 0 ][]

The picture for this involves a mirror. The relation between x and f(x) is that the point
f(x) arises by reflecting the original point x in the horizontal axis.

sina  cos«

(iv) A= [

cosa —sin a}
b

T cosa —sina| |z (cos )z — (sin )z
Ax=A = . =1,
To sina cosa | |z (sina)xy + (cos )z
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In the picture the effect of this transformation is shown as a rotation by an angle « (radians)
anticlockwise. To see why this is the case, it is easiest if we use polar coordinates. This
means describing the position of a point x = (z,73) € R? via two other numbers (¢, 0)
where r = ||x|| = /2% + 2% = distance (x,0) and 6 is the angle (in radians) from the
positive xq-axis (horizontal of z-axis) around anticlockwise to the radius from the origin to
x. In formulae, the relation is

(21, 22) = (rcos@,rsinf)

If we apply the map, we get

cosa —sina| |rcosf
sina cosa rsinf

f(x) = Ax= [
[(cos @) (1 cos ) — (sin ) (rsin 0)
~ |(sina)(rcos @) + (cos a)(rsin )
~ [r(cosacosd — sinasin6)
r(sin o cos 0 + cos asin 0)

- [restar o]

At the last step above we used two trigonometric identities you may recall:

cos(aw+6) = cosacosf — sinasinf

sin(a +60) = sinacosf + cosasinf

The result of the above calculation is that the polar coordinates for the image point f(x)
have the same r as the original point x, so same distance from the origin, but the polar
coordinates angle for f(x) is 6 + «, or an increase by « on the angle 6 for x. This justifies
the picture.
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2.3 Orthogonal matrices

Before we look at more examples, we point out that the last two examples, the reflection and the
rotation, both have the property that
Al =Al

In fact for the reflection we have

and for the rotation, you can check out that

has A™' = ——
» det(A)

—sina  cos o —sina  cosa

_ |cosa —sina
sin  cosq

1 {cosa sina} B {cosoz Sina} At

So in both cases AA! = [, = A'A.

2.3.1 Definition. An n x n matrix A is called an orthogonal matrix if AA* = I, = A'A (which
means that A is invertible and A~! = A,

If we write n-tuples as columns

U1 w1
V2 W2

V - ) W == . b
Un, Wn,

then the dot product
VW = 01w + VWsa + + -+ + VW

can be expressed in matrix terms if we are prepared to overlook the distinction between a scalar
and a 1 x 1 matrix.

wq
t W2
(viw = [vl vy - Un} : = [vjwy + vows + - - + VW] =V W

Wn,

Using this way of looking at things we can show that orthogonal matrices have some nice prop-
erties. (So these properties apply in particular to our 2 x 2 reflections and rotations.)

2.3.2 Proposition. Let A be an n x n orthogonal matrix and f: R™ — R" the associated linear
transformation f(x) = Ax. Then, for v,w € R" we have

(i) (Av) - (Aw)=v-w
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(ii) f(v) - f(wW) = v - w (so that the orthogonal matrices preserve inner products, or the
transformation associated with them preserves inner products)
(iii) [|Av]| = v]
(iv) || f(v)]| = ||v|| (so preserve distance from the origin)
(v) [|[Av — Aw|| = |lv — w]|
i) ||f(v) — f(w)|| = ||v — wW|| (so preserve distances between points)

(vii) if 0 denotes the angle between v and w, then the angle between f(v) = Av and f(w) =
Aw is also 0 (so preserves angles).

Proof. Since we have mostly done the work already we can quickly show that all these properties
are indeed correct.

(i) (Av) - (Aw) = ((Av)HAw = vIA'Aw =V, w = (Viw=v - w

(We used here the rule that the transpose of a product is the product of the transposes in the
reverse order.)

(ii) f(v)- f(w) = v -wis just the same thing again in a different notation.
(i) ||Av|* = (Av) - (Av) = v - v = ||v]|? (by the first part with v = w). So ||Av|| = ||v]|.
@) || f(v)|| = ||v|| is just the same statement again.

(v) ||[Av — Aw|| = ||A(v — w|| = ||[v — w|| (using properties of matrix multiplication and also
the last statement).

vi) ||f(v) = f(w)|| = ||[v — w]| is just the same thing again in different notation.

(vii) The angle 6 between v and w comes about (by definition when n > 3 or because we proved
it for n = 2 and n = 3) from

v-w = |v][[w] cos?,
But, using what we have just shown we can deduce
(AV) - (Aw) = v -w = |v][[|w]| cos & = [[Av][[| Aw]| cos®,

which says that the angle between f(v) = Av and f(w) = Aw is also 6.

2.3.3 Proposition. If A is an orthogonal matrix, the det(A) = £1.
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Proof. If Ais orthogonal, AA" = I,,. So det(AA") = det([,) = 1. So
det(A) det(A") = 1.
But det(A") = det(A). Thus we get
(det(A))* =1
and that tells us det(A) has to be either 1 or —1. O

2.3.4 Proposition. The 2 x 2 orthogonal matrices of determinant 1 are exactly the rotation
matrices.

(0 €R, or0 < a<2m)

A cosa —sino
sine  cos«

The 2 x 2 orthogonal matrices of determinant —1 are exactly the products
cosae —sina| [1 0
sinaw  cosa | |0 —1
of a rotation and a reflection matrix.

Proof. We can see quite easily that the rotation matrices do have determinant 1, and they are all
orthogonal as we already saw.

cosa —Ssin«
sinaw  cos«

det { } = (cosa)® — (—sina)(sina) = cos® a + sin a = 1

Now if we start with some orthogonal 2 X 2 matrix

bir bi2
B pu
{521 b22:| ’

we want to show it is a rotation matrix, or a rotation matrix times a reflection.
Notice that
. 1 by b 1 b
Bl — B — 11 12 — 11
O b21 b22 0 b21

is the first column of B. So it must be a unit vector (or the point (b;1, by;) must be on the unit
circle) since we know || Bi|| = ||i]| = 1 (because of Proposition (iii)). So if we write this

point in polar coordinates we can say
bii|  |cosp
byi|  |sinf

) 0 bii b2 |0 bi2
B :B = =
R R

for some [3.
Next notice that
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is the second column of B. It must be also be a unit vector and it has to be perpendicular to

Bi= [2?5 g} (since i L j and orthogonal matrices preserve angles — Proposition [2.3.2 ).
os 3

. . . . c
But there are just two unit vectors in the plane perpendicular to [s'

in

] . You can see that
from a picture, and you can also check that those two vectors are
—sin —sin i
g and — g _ | sin g
cos f3 cos 3 —cos f3

So these are the two choices for the second column of B and we have

B_ [cosﬁ —sinﬁ] or B — {cosﬁ sin (3 }

~ |sinf8  cosf sinf3 —cosf3
In the first case we have a rotation matrix (and det(B) = 1) while the second possibility can be
written
B_ [COSB sin (3 } _ [cos@ —Sinﬂ {1 0 }
sinff —cospf sinfg cosf | |0 —1
In this second case we have

det(B) — det (Efsg ;z;nﬂ) det ([(1] _01]) — (1)(=1) = -1

So the sign of the determinant distinguished between the two cases. ]

2.3.5 Remark. We can think of the transformation in the second case (when det(B) = —1
above) as the result of first applying a reflection in the horizontal axis and then doing a rotation.
So the transformation in this case is a reflection followed by a rotation.

In fact this combination of a reflection and a rotation is just a reflection in some line through
the origin. The one inclined at angle /2 in fact.

Q

B2
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Looking at the picture you should see that if you replect the line at angle /3/2 in the horizontal
axis, it will go to the line at angle — /2, and so if you rotate that by /5 you will be back at the
original line.

For the perpendicular line, the one heading for the point marked () in the diagram, the angle
is /2 + m/2. So if you reflect that it will go to angle —(5/2 + 7/2). And if you rotate that by
$ you will end up at angle 3/2 — 7 /2, which is directly opposite the direction of () (because the
difference between /2 + 7/2 and /2 — 7/2 is 7.

What you can see then by looking more carefully at the other directions is that the end result
is a reflection in the axis at angle 3/2.

But it also means that if we change our coordinate axes from the original z—y axes to ones
tilted by /2, then our reflection has a nice formula in the new coordinates. The first coordinate
(along the /2 direction) does not change while the other coordinate (in the axis heading for Q)
gets flipped by a minus.

This idea that it might sometimes make life easier if we use nonstandard axes (for a particular
situation) will arise again.

2.4 Rotations in space

Can we say anything about rotations in space? We described rotations in the plane R? about the
origin. What can we say in R3?

We need an axis to rotate around in space. If we choose a convenient axis, then it is quite
easy to see what to do. For example, if we rotate around the z-axis, the z-coordinates (or alti-
tudes above the horizontal -y plane) will stay constant and the rotation will affect the = and y
coordinates in the same way as a rotation of the plane about the origin. We can then use what we
had above about rotations in R? and show that the matrix

cosae —sina 0
sinaw cosa O
0 0 1

corresponds to rotation about the z-axis by the angle a.
To see this more clearly look at

cosae —sina 0| |z (cosa)x — (sina)y
sina  cosa 0| |y| = |(sina)z + (cosa)y
0 0 1] |z z

We see that (x, y) is rotated by « anticlockwise (from the x-axis towards the y-axis) to give
((cos )z — (sina)y, (sin )z + (cos a)y)

and the height z stays fixed.
Here we used the fact that the axis was one of the coordinate axes. We can manage in a
similar way if the axis is one of the other axes. For example rotation about the z-axis by an angle
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a (from y towards the z-axis) is given by the matrix

1 0 0
0 cosa —sina
0 sina cos«

But what about another axis? We would need a way to describe the direction of the axis and
giving a nonzero vector u parallel to the axis seems like a handy way to describe that. Since the
length of the vector does not seem to be useful, we can assume u is a unit vector. (If it is not,
divide it by its length ||ul|, which means replace the original u by u/||ul|.)

One ‘solution’ is to choose 3 axes so that u is a unit vector in the direction of one of the axes.
Then we have just seen how to write down a matrix to implement the rotation.

While this is an attractive solution, it is not really a complete solution. While in principle it is
open to us to choose our coordinate axes to suit our problem (sometimes people call it choosing
a frame of reference), mostly we are given the frame of reference earlier and we want to compute
in terms of the given frame (or the given coordinates). What we really need is a way to go back
and forth from the convenient coordinates to the original ones.

Suppose then we are given 3 perpendicular axes with the same origin as the original 3 axes.
We will not discuss axes or frames with a different origin than the original. So, suppose we are
thinking about describing the effect of a rotation about an axis through the origin in the direction
of a unit vector u. We assume we have 2 other axes perpendicular to each other and to u. We
can worry later about how to calculate them, but it is not hard to visualise u along with 2 other
directions v and w so that u, v and w are all perpendicular unit vectors.

k

'
To make it more clear, imagine u is already known. Graphically, you can think of the plane
through the origin perpendicular to u and visualise two unit vectors v and w in that plane and
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perpendicular to each other. We’ll explain later how we might calculate v and w using com-
ponents, starting from u given in components. (For the moment we will not worry about this
aspect.)

Now that we have 3 perpendicular unit vectors u, v and w, we will write them in components

u = wui+ugj + usk,
v = vi+ v9j + vk,
w = wii+ wsyj + wsk.

We claim that the matrix P made by using these vectors as the columns of P is an orthogonal
matrix. That is
Uy 1w
P = Ug Vg W2
uz Uz Ws

is orthogonal. The reason is that when we compute
Uy Uz Uj Uy vy W

PtP: V1 Vg Vs U Vg Wo
wp w2 Wz |U3 U3 Ws

we multiply rows of P! into columns of P and that means we end up taking dot products between
columns of P. We get

uu u-v u-w lul> 0 0 1 00
PPP=|v-u v.v v.w|=| 0 |v|]* 0 | =01 0f=I
wW-u WV WeW 0 0 |w|? 001

because the 3 vectors are perpendicular to one another and are unit vectors (length 1).

Since P is a square matrix and P*P = I3, then PP' = I3 is automatically true also and so
Plis P71,

We will show soon how to make use of the observation that P is orthogonal. One thing we
can see is that

up vV Wi 1 Uy
Pi= [uy va wal| |0 = |ua| =u
us U3z wWs 0 us

and similarly
Pj=v, Pk=w.

If we multiply the 3 equations

u=Pi, v=Pjandw = Pk. (2.4.1)

by Pt = P~! on the left we get

Pu=i, P'v=jand P'w=k (2.4.2)
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In words says that multiplication by P sends the standard basis vectors i, j and k, to
the new basis vectors u, v and w, while says that multiplication by P! does the opposite.

What we need though is to relate coordinates of any x € R? with respect to the new u, v and
w axes to coordinates of x is the standard axes.

Notice first that it is possible to express any vector x is R? as a combination

X =&§u+ §v A+ W

with components &7, &>, &3 (scalars). In MA1S11 we explained every vector x must be able to be
expressed as
X = Ili + Igj + l’gk

for some x1, 22, x5 € R. We argued then in a geometrical way, based on the given axes. If we
argue now in the same way, using the new u, v and w axes, we find that there must be scalars

51752753-

That is a geometrical argument, which says something can be done. But in practice we need
a way to calculate &1, &, &3. There is a nice trick for this using dot products. Remember, we
know there are numbers &1, &5, {3 but we want a way to calculate them. Starting from

X = 5111 + §2V + §3W
we can COl’l’lplltC

x-u = (§u+v+EGw)-u
Su-u+&EHVv-u+ Wi
&+0+0

= &

and similarly we can check
x-v==¢&&andx -w=¢&;.

In matrix terms, we have

51 X-u u-xX Uy U U3 T I
Ll=|x-Vv|=|v-x|=]|vy vy w3 o | = P |2y
&3 X W WX w; we wsl| |3 T3

We can thus add to our earlier observations about P and P’ the following.

2.4.1 Proposition. If x = x1i+ x2j + a3k = &u+&v + E3W, where u, v, w are three mutually
perpendicular unit vectors, and if

Uy vV w
P = Ug Vo W2
uz V3 wWs

(the matrix with u, v and w as its columns) then
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51 x1
&) =P |y (2.4.3)
&3 | L3
and
X1 _51
T3 _53

The second statement (2.4.4) follows by multiplying both sides of (2.4.3) by P = (P)~L.

2.4.2 Remark. Note that said multiplication by P sends the original basis vectors i, j and
k to the ‘new’ basis vectors u, v and w. But says that P* = P~! maps coordinates in the
standard basis to coordinates in the new basis.

We will refer to P as the change of basis matrix, but there is also a case for giving that name
to P! (which has u, v and w as its rows).

2.4.3 Rotations in 3 dimensions. We can now write down a rotation around an axis in the
direction u by an angle ¢ (a rotation by # from v towards w in fact). In the coordinates of the

&1
new axes, we can use what we did earlier. Rotation sends the point with coordinates |&s | to the
&3
point with coordinates
1 0 0 &
0 cosf —sinf| |&
0 sinf cosé &
Let us write
m 1 0 0 &1
M| = [0 cosf —sinf| [& (2.4.5)
73 0 sinf cos@ &

for the coordinates of the rotated point in the u, v and w axes. Let us also name this rotated point
y.
We are saying then that when we apply the rotation to
X = 5111 + §2V + £3W

the result is
Yy =mu+ v+ 1w,
What we want is to be able to do all this in terms of coordinates with respect to the original
basis i, j and k. We can figure this out using what we did before about the matrix P.
If x = 211 4+ x5j + x3k in standard coordinates, we know from (2.4.3)

51 A
&| =P |
&3 €3
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On the other hand if y = ;i + y2j + ysk is the rotated point expressed in standard coordinates,

then (2.4.4) tells us

Y1 T
Y2| =P |m2
Ys 13
If we put these last two equations together with (2.4.5) we get
U1 m 1 0 0 51 1 0 0 T
yo| =P || =P |0 cosf —sinf| [&| =P |0 cos —sin@| P |
Y3 N3 0 sinf cosf & 0 sinf cosf xs3

The summary then is this

2.4.4 Proposition. The matrix for a rotation around the axis through the origin in the direction
u, has the form
1 0 0
R=P |0 cosf —sinf| P! (2.4.6)

0 sinf cosf
where u is assumed to be a unit vector, v.and w are two other unit vectors perpendicular to each
other and to u, and the angle 0 is measured from v towards w. Here

Uy V1 wr
P = Ug Vo W2
u3 V3 ws

where u = uji + uoj + usk, v = v1i + voj + vsk and w = wii + wyj + wsk.

2.4.5 Remarks. If we apply the rotation R from (2.4.6) to u we get

1 0 0
Ru = P |0 cosf —sind| Plu
|0 sin 6 cosf |
1 0 0 ]
= P |0 cosf@ —sinf|i

0 sinf cosf |

(using P'u = i from (2.4.2))

1 0 0 1
= P |0 cosf —sinf| [0
|0 sing cos@ | |0
1
= P|0
10
Pi
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(using Pi = u from (2.4.1) at the last step).
So u is fixed by R. But that is right because u is the axis.
Let’s look now at [?v. Following steps that are similar till near the end, we get

1 0 0
Rv = P |0 cos —sinf| Plv
10 sin 6 Cosé’_
(1 0 0 ]
= P |0 cosf —sinf| j
10 sin 6 cosé’_
1 0 0 ] [o
= P[0 cosf§ —sinb 1
0 sin 6 cos@_ 0
[0
= P | cosf
_—sin@

= P((cosf)j — (sinf)k)
= (cosf)Pj — (sinf) Pk
= (cosf)v — (sinf)w
Again, this is what we should expect to get when we think in terms of the axes u, v and w.

We’ll give some terminology now. It is standard terminology and it deals with concepts that
arose above.

2.4.6 Definition. Vectors u, v and w in R? are called orthogonal if they are all perpendicular
to one another. Thatisifu L v,u L wand v L w. (Using dot products we can express this
u-v=0u-w=0andv-w=0.)

Vectors u, v and w in R? are called orthonormal if they are orthogonal and they are also all
unit vectors. (Sou-u=v-v =w-w = 1 as well as orthogonality.)

This terminology (orthogonal and also orthonormal) is used for different numbers of vectors,
not just for 3 vectors. However there is not room for more than 3 orthonormal vectors in R? and
room for only 2 in R?. So if we are in space, we can only have 1, 2 or 3 orthonormal vectors. In
R™ we can have more.

The definition of orthogonality is that each vector listed should be perpendicular to every
other one. For orthonormal, each one should be a unit vector in addition.

2.4.7 Remark. We saw above that if u, v and w are 3 orthonormal vectors in R® then we can
write every x € R? as a combination

Xx=x -uwu+(x-v)v+(x-w)w

In two dimensions we have a similar fact. If u and v are orthonormal vectors in R? then we
can write every x € R? as a combination

x=(x-uu+ (x-v)v
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X
A

1 I g
Y .
LY - - "
LY . 4
1 ; -
9 -
1 ; .
Y .
-
¥ ' ’
v .
. 1
1

In this 2-dimensional setting, if we write u = u1i + usj and v = v;i + v, then the matrix P
made by using the coordinates of u and v as its columns

p— [’lh ’01]
U V9
has properties like we had in the 3 x 3 case earlier. These are
(i) P is an orthogonal matrix

(i) Pi=uand Pj=v.

(iii) Plu=1iand P'v =j.

(iv) Forx = [ml] € R?,
X2

e i i e
V1 Vg ) XV

gives the components of x in the u-v basis (or frame).

Our next goal is to be able to complete the programme we started of writing down the matrix
R from (2.4.6) starting with the axis u and the angle #. What we did in is a solution to
that but it requires us to know the other two vectors v and w (so that the 3 together make up an
orthonormal triple of vectors). As explained before, it is not hard to visualise v and w but we
need a way to calculate them if we want to write down R.
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The Gram-Schmidt method, which we now explain, is a useful method for other things. It
starts with a number of vectors and ‘straightens them out’ so as to make them orthonormal to one
another. In our case we will have 3 vectors.

In order to use it we need to have 3 vectors to start with, let’s call them u, r and s. The vector
u will be the one we know, the direction of the axis of rotation. We need r and s so that none of
the 3 vectors lies in the same plane as the other two. This might sound hard, but it will work to
take r = i and s = j unless u is a combination of i and j (with no k component).

If the axis u = (1/4/5)(i + 2j) for example, we can take r = i and s = k. So finding r and s
is not a big deal.

2.4.8 Gram-Schmidt procedure. Starting with 3 vectors u, r and s, the procedure makes 3
orthonormal vectors u, v and w. It is a procedure with 3 steps (or really 2).

Step 1: If u is not a unit vector already, replace it by (1/||u||)u (the unit vector with the same

direction).
Step 2: Take
r—(r-uu
V= ————
Jr = (r - u)ul]
Step 3: Take

- s—(s-u)u—(s-v)v

Is = (s-uju—(s-v)v

The process is straightforward enough, though the calculations can take a bit of time to do.
Here is an explanation of what is going on.

Step 1 is clear enough, perhaps. In our situation we will probably have a unit vector u anyhow
and so step 1 will not be needed. But the rest of the steps need u to be a unit vector.

The numerator r — (r - u)u in step 2 works out as the difference

r — proj,(r)

and so is perpendicular to u. (Recall how projections work out to see why it is perpendicular.)
Without thinking in terms of projections we can calculate

(r—(r-uu)-u=r-u—(r-vyju-u=r-u—(r-u)l=0

to see that they are indeed perpendicular. The numerator r — (r - u)u can’t be zero because of the
assumption that r is not in the same plane as u and s. So, when we divide the numerator vector
by its length we get a unit vector v which is perpendicular to u.

An important little fact is that the plane of u and v is the same as the plane of u and s, so that
r is not in that plane.

At step 3, the numerator vector turns out to be perpendicular to both u and to v. That can be
checked using dot products. For example

(s—(s-uwju—(s-v)v):u = scu—(s-uju-u—(s-v)v-u
s-u—(s-u)l -0
=0
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Similarly the dot product with v works out as 0.

Dividing by the length gives a unit vector. We will not be dividing by zero since that would
mean that s would be the same as (s - u)u + (s - v)v and that would say s would be in the plane
of u and v (which it is not).

2.4.9 Right handed and left handed. So now u, v and w are orthonormal vectors and one of
them is u. So
up v W
P = Ug Vo W2
Uz V3 Ws

is an orthogonal matrix.
But there is another (apparently equally good) triple of vectors u, w and v and another
orthonormal change of basis matrix

u; v w

Q: Uz V3 W3
Ug V2 W2

where the order of v and w is reversed.

Which is better? Or is there any difference?

We know from Proposition [2.3.3] that orthogonal matrices have determinant 1. [The ar-
gument applied to P is that PP = I3 implies det(PP") = det(I3) = 1. But det(PP') =
det(P) det(P") by the rule about determinants of a product and also we know det(P?) = det(P)
(see §6.4). So, combining these things we find 1 = det(P) det(P?) = det(P)? and so det(P) =
+1.]

Now

det(Q) = — det(P)

because we get from one to the other by swapping two rows. It turns out that the one with
determinant +1 is the one that corresponds to a right handed choice of axes, and so that one is
perhaps better to use.

The link with right or left handed axes is as follows. We worked out in section 1.8 that

Uy U2 Uz
det(P) = det(P") =det [v; vy, wv3| =u-(vxw)
w; W2 Wj

If we think geometrically for a while, we see that, since u, v and w are orthonormal, v X w
is a vector in either the same or the opposite direction to u. (Recall v X w is perpendicular to the
plane of v and w, but so also is u.) In fact as the length of v x w is

v > wi = [[vl[[[wl]|sin(7/2) = 1 = [Jul],

we must have v X w = F+u. For u, v and w to be a right handed frame, we should have
v X w = u and so
det(P)=u-(vxw)=u-(u)=u-u=1.
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On the other hand if v x w = —u, then we can reverse the order to get w X v = u and so
det(Q) = 1 in this case.

2.4.10 Example. Find the matrix for the rotation about the axis u = (1/v/3)(i + j + k) by an
angle § = /4, the rotation to be in the direction so that a right-handed screw placed along the
axis u will travel in the direction of the vector u (rather than the opposite direction).

Solution: The idea is to come up with a right-handed frame u, v and w, to take

Uy U1 w
P= Ug Vg W3
uz vz ws
and then (using (2.4.6)) compute
1 0 0

R=P |0 cos(n/4) —sin(m/4)| P'
0 sin(w/4) cos(m/4)

First we should use Gram-Schmidt to find an orthonormal frame including an axis along the
direction u. We can use r = i and s = j. Now the steps of Gram-Schmidt.
Step 1: u is a unit vector already and so this step is not needed.
Just to check

VI24+12412=1

[ull =

Sl ikl
Step 2: Calculate
] 1
r—(r-uju = i— (E)u
= i- (%) i+j+k)

2 1 1

— Si-j- -k
33 3
[P

= g(Ql—J—k)
Looe

e = (- wul = 22— j - K|

1

= V2 A+ (1)

_ V6

3

r—(r-uu
[r = (r- ujul

L. .
= %(QI—J—k)
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Step 3: Next compute

sowu- vy = - (e ()
s—(scuju—(sviv = j— | —=|u—-|(—4=1|v
T\ /6
1 1
=i (3) a0 (<) @i-iow
. Iy .. . 1 .
= j—(=)GG+j+k)+ (=] (2i-j—k)
3 6
2 1 1 1 1 1
= - — = l—=—=-1)j—-(=+=1k
(6-5)i (1-5-6)i- (5+9)
1 1
= —j— =k
XD
1
— —(j—k
G- k)
1.
Is = (s-wu—(s-v)v| = Sllj -kl
V2
2
s—(s-u)u—(s-v)v
A A
s = (s-wu—(s-v)v]
1
= —((i—-k
Vﬁ«J )
Let us check now if we have a right-handed frame from u, v and w. The matrix P is
1 2
s oV
1 1 1
V3 VB V2
1 1 1
V3 NG V2

and we can calculate its determinant. Using the rules for determinants it will make our lives
easier if we factor out 1/ /3 from the first column, 2 / v/6 from the second and 1 / V2 from the

third.
wan - (B =] 3

1 2 0
1 1 —
= ——det |0 -3 1| = <6> det {_2 _11}
V36 o -3 -1
(expanding along column 1)

1
= =343 =1
S(3+3)
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Now to calculate R

1 0 0
R = P |0 cos(w/4) —sin(n/4)| P'
|0 sin(m/4) cos(m/4)
- 1 1 1
Lo 0 G
= P|0 1/V2 —1/V2| | & V6TV
0 V2 V2|0 & -5
[ L 1 1
3 V3 V3
2 1 1 1 1
= Plag 73 2 “aata
S SIS S M
| 2v/3 2v/3 ' 2 2v3 2
12 1 1 1
V3 V6 V3 V3 V3
S e N S S I S M S M
B I B T B T
Vi Tw vl lvys Taat: a2
Finally we get the answer
J1+V2)  (2-Vv2-V6) $:(2-V2+V0)
R=|:2-v2+v6) 11+v2) i2-v2-V6)

[N e o
—

[\

|

|
S
~
=

(2-V2+v6)  5(1+V2)

2.4.11 Theorem. The 3 X 3 rotation matrices are exactly all the 3 x 3 orthogonal matrices of
determinant 1.

(This statement is also true about 2 x 2 matrices — see Proposition [2.3.4])

Steps required for a proof. Perhaps we don’t need to prove this in every detail, but some parts
are easy enough on the basis of what we know and others are illuminating for what we will do
later. The main steps are

1. Rotation matrices are orthogonal.
2. Rotation matrices have determinant 1.
3. Orthogonal matrices with determinant 1 are all rotations.

The last step is the hardest. We won’t do it but we will show in an example some of the
ingredients that go into a proof. L

2.4.12 Example. Show that the matrix

o O =
o = O
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is a rotation matrix and find the axis of rotation (up to an ambiguity of £) and the angle of
rotation (up to an ambiguity between # and 27 — 6).
Solution: Assuming we know the theorem is correct, what we have to do to establish that A is
a rotation matrix is to show AA" = I3 (so A is orthogonal) and det(A) = 1. Neither of these is
difficult to check, but then finding the axis and the angle will be the things that involve some new
techniques.

To check the two things we notice

AAL =

_ o O

1
0
0

O = O
O = O
— o O

1
0| =
0

o O =
[ )
—_ o O

and (computing by cofactor expansion along the first row)

01
10

(In fact A is an example of a permutation matrix — a single nonzero entry in each row and each
column, and the nonzero entries are all = 1. We mentioned these permutation matrices briefly
before in §6.3. In fact all of them are orthogonal matrices, but some have determinant —1.)

Now, if we want to find out which rotation has matrix A (or if we were going to try and prove
the theorem) we would have to come up with a way to find out the axis for the rotation. Recall
that the axis for a rotation matrix R is in a direction u which has Ru = u. That means that the
axis itself does not move. So if there is an axis for the rotation A, then we must have Au = u.
We can rewrite this as

det(A) :0—1det{ ] F0=—1(-1) =1

Au = Igu
(A—]g)ll =0

010 1 00

00 1l—1]010|]u=o0

1 00 00 1
-1 1 0]
0 -1 1]|lu =0
1 0 —1]

We need a solution u to this which is a unit vector, or if we just find any nonzero solution u we
can take (1/[|u|)u to get a unit vector. We know how to solve equations like this. What we have
is a matrix form of an equation and we can solve it by row-reducing the augmented matrix

-1 1 0 :0
0O -1 1 :0
1 0 -1 :0
First Gauss-Jordan step: multiply row 1 by —1 (to get 1 in top left).
1 -1 0 :0
0 -1 1 :0

1 0 -1 :0
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Next Gauss-Jordan step: subtract first row from third (to get new third row and zeros below

leading 1 in top left).

Next Gauss-Jordan step: multiply row 2 by —1 (to get leading 1 in row 2)

Next Gauss-Jordan step: subtract second row from third (to get new third row and zeros below

leading 1 in row 2).

1 -1 0 :0
0 1 -1 :0
0O 0 0 :0

1 -1 0 :0]
0 -1 1 :0
0 1 —1 :0

1 -1 0 :0]
0 1 —1 :0
0 1 —1 :0

Next (final) Gauss-Jordan step: add second row to first (to get zeros above the last leading 1, the
leading 1 in row 2).

10 -1 :0
01 -1 :0
00 0 :0
Rewrite as equations:
Uy — uz = 0
{ Ug — U3 = 0
So we get
Uy = Us
Uz = U3
U3 free

By taking a nonzero value for us we get a nonzero solution. For example we could take ug = 1
which gives u; = us = ug = 1 and the vector i+ j + k parallel to the axis of rotation. If we want
a unit vector we should divide this by its length and get

L. .
u=—(i+j+k)
V3
Is there any other possible answer for u? Well, yes there is. If we take any positive value for
ug we will end up with the same unit vector u but if we take a negative value for us we end up
with the unit vector in the opposite direction. So we are left with

1
u=+—(@{0+j+k)

V3

Which should it be? The answer is that both are possible because a rotation by an angle 6
becomes an rotation by 27 — 6 when viewed upside down.
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The idea of the picture is to convince you that a rotation of # radians anticlockwise looked at
from above has the same effect as a rotation by 27 — 6 radians clockwise, and the clockwise
rotation of 27 — 6 will look like an anticlockwise rotation if you look at it from below (or from
behind the page).

So both the plus and minus signs are possible in the vector u but the choice will affect the
correct angle # for the rotation.

There is a shortcut to working out the angle 6 based on the trace of a matrix. We discussed the
trace in §5.17 (it is the sum of the diagonal entries of a square matrix) and most of its properties
are pretty easy. The only curious one was that trace(AB) = trace(BA) even though AB and
B A need not be equal at all.

Recall from (2.4.6)) that a rotation has a matrix of the form

1 0 0
R=P |0 cosf —sinf| Pt
0 sinf cosf
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where P is orthogonal matrix. Using the remark about traces

1 0 0
trace(R) = trace [ P | |0 cosf® —sinf| P
0 sinf cosf

1 0 0
= trace 0 cosf —sinf| PP
|0 sin 6 cosf
1 0 0
= trace | |0 cosf —sinf| P'P
_O sinf@ cosd ]
(1 0 0
= trace 0 cosf) —sinf| I3
[0 sin 0 cosf ]
[1 0 0 ]
= trace 0 cosf) —sind
0 sin@ cosd ]

= 1+COSQ_+ cosf@ =14 2cosf

Our matrix A has

010
trace(A) =trace | |0 0 1| | =0
1 00
and so the angle for our rotation has to satisfy
142cosf =0
or cos§ = —1/2. This gives two possible angles
2m AT 2

=—orf =— =27 — —.
3 3 3

As we explained before, either choice could be right depending on whether we choose one
sign or the other for the vector u.

Unfortunately, we are still left with an ambiguity

1 2 4
u:—<i+j+k)amde)=?”ore:—7T

3 3

We could work out the matrix for both of these rotations and one of them must turn out to be
A. But that is quite a bit more work.
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2.5 Abstract approach to linear transformations

We defined linear transformations using matrices. Given an m X n matrix A we consider
f: R* — R™ given by f(x) = Ax. Recall that we found it handy for this to write x € R"

X1

. T2
asann X 1 column matrix x = | . | (and the same for elements of R™).

T
We have looked at some examples and we considered the examples of rotation matrices (2 x 2
and 3 x 3) is some detail. An important aspect in the 3 x 3 case was the desirability of changing
from the original i, j, k frame of reference to a different orthonormal frame (or basis) u, v, w.
It is useful in association with this kind of idea to have a way of describing linear transfor-
mations without reference to any particular frame of reference.

2.5.1 Theorem. Linear transformations f: R" — R™ are exactly those functions (or transfor-
mations) that satisfy the two properties

(i) f(x+y)=f(x)+ fy) (forx,y € R")
(ii) f(kx) = kf(x) (forx € R", k a scalar)
Proof. There are two things to prove here:
1. Every linear transformation f(x) = Ax satisfies (i) and (ii).

2. If we have a map that satisfies (i) and (ii) then there is some m X n matrix that gives rise
to the map f.

Here is how we do them

1. This is quite easy. If f(x) = Ax then we can see

fx+y) = Alx+y)
= Ax+ Ay
(by properties of matrix multiplication)

= S+ 1(y)

and

f(kx) = A(kx)
= kAx
(by properties of matrix multiplication again)

= kf(x)
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2. Suppose f: R" — R™ satisfies (i) and (ii). Then we need to find a matrix A and show it
works out.
To explain how to do this we need to introduce vectors (or points) in R™ which are the

obvious extension of the standard basis vectors i, j € R? and i, j, k € R3. To avoid running
out of letters we use the same letter e and a subscript.

We let - - -
1 0 0
0 1 0
e1: O ’e2: O 7...en: : ,
: : 0
0 0 1

where they are all n x 1 matrices (or n-tuples) and the j** one e; has 1 in the j** position,
zeros elsewhere.

The idea of these (called the ‘standard basis vectors’ in R™) is that we can write every

Ty
L2 .
X = | . | as a combination
L,
1] 0] 0]
1 0
x = (0] 425 |0+, |:
: : 0
_O_ _0_ _1_
= x1€e; +x9e9+ -+ xpH€,
To find the columns of the matrix A we use
f(el)a f(e2>7 s f(en)
That is we write
a11 12 A1n
21 Q22 Aon
f(el): . 7f(e2): : 7”'7f(en): . ’
am1 Am2 Amn
and take
@11 Q2 - Qin
a a N Aop,
. 21 22 2
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We claim now that this choice of A works out. That is we claim that it must be true that
f(x) = Ax for every x € R™.

To verify this claim we first do it when x is any of the standard basis vectors ey, es, ..., €,.
That is quite easy because of the way matrix multiplication works

a1 Q2 - Qip 1
a1 Gy -+ agy | |0
Ae1 =
_aml Qm2  *°  Amp 0
a11
21
_aml
= the first column of A
= f(el)

Similarly
Aes = second column of A = f(ey)

and we get f(e;) = Ae; for j = 1,2,...,n this way.
Finally, for any arbitrary x € R" we can write
X = Zx1€1 + Tg9€2 + -+ + Tpey
and use (i) and (i1) to get
f(x) = [f(zier) + f(x2€2) + -+ + f(znen)
= xzif(er) +22f(e2) +- - +znf(e)
= x1Ae; +x9les + -+ x,Ae,
= A(a;lel + xo€g + - - + xnen)
= Ax
[

2.5.2 Remark. The idea then of (i) and (ii) in the Theorem above is to give an abstract interpre-
tation of what we mean by the word “linear” in “linear transformation”.

One consequence (i) and (ii) is that we always have f(0) = O for a linear transformation f.
That is really obvious from the matrix approach — if f(x) = Ax always, then f(0) = 0.

We can also get it directly from (i) like this. From (i) we have

f(0) = f(0+0)
= [f(0)+ f(0)
Then add (—1) f(0) to both sides of this equation to get

0= f(0)
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2.6 Rigid motions

We have looked above at rotations (fixing the origin) in R? and R? and we’ve seen that they are
implemented by multiplication by orthogonal matrices of determinant equal to 1.

It is possible to show (we will not do it) that the linear transformations f: R™ — R” that
arise from orthogonal matrices are exactly those that have the distance preserving property

distance(f(x), f(y)) = distance(x,y)

7)) = F)I =[x =l

(for every x,y € R").

There is a point of view (which we will not pursue) that the rotations are the result of ‘rigid
motions’ of the plane R? or space R3. The idea is that a rigid motion is a continuous change
starting from the identity (which leaves every point x unchanged) to end up at some final position,
but we have to do it in such a way that at every intermediate time distances are preserved. Points
of the plane or of space should be moved along gradually so that distances are maintained. We
insist also that the origin never moves. Then it is the case that we must end up with some rotation
applied to all the points.

It is not so hard to see that rotations are in this category, as we can start with a rotation by
angle zero (which moves nothing) and gradually change the angle until we end up at the angle
we want to reach.

Reflections of the plane cannot be arrived at by a continuous change from the identity (while
also insisting that distances are always preserved). You could flip the plane gradually around the
axis to end up with a rotation of 7 (or 180 degrees) but that involves moving the plane out of
itself, and so is not considered a rigid motion of the plane. It would be a rigid motion in space.

We will not try to justify any of these statements.

TO BE checked
Richard M. Timoney February 13, 2014
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