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1.

a)

Since the minimum value r can take is 0, if we let all ri be equal to 0 then we have

nmin~ω =

N∑
i=1

ri~ω

= 0,

and so nmin = 0.
Since ri can take any positive integer value, then there is theoretically no limit as to what the sum of all ri

can take, and so nmax =∞.
Therefore n can be any non-negative integer, i.e. n = 0, 1, 2, . . .

b)

The lowest three energy levels 0, ~ω, 2~ω correspond to n = 0, 1, 2. We keep a constant N = 4.

Φ(4, 0) =
(4 + 0− 1)!

0!(4− 1)!
= 1 microstate n = 0 =⇒

4∑
i=1

ri = 0

r1 = 0 r2 = 0 r3 = 0 r4 = 0

Φ(4, 1) =
(4 + 1− 1)!

1!(4− 1)!
= 4 microstates n = 1 =⇒

4∑
i=1

ri = 1

r1 = 1 r2 = 0 r3 = 0 r4 = 0 r1 = 0 r2 = 1 r3 = 0 r4 = 0

r1 = 0 r2 = 0 r3 = 1 r4 = 0 r1 = 0 r2 = 0 r3 = 0 r4 = 1
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Φ(4, 2) =
(4 + 2− 1)!

2!(4− 1)!
= 10 microstates n = 2 =⇒

4∑
i=1

ri = 2

r1 = 2 r2 = 0 r3 = 0 r4 = 0 r1 = 0 r2 = 2 r3 = 0 r4 = 0

r1 = 0 r2 = 0 r3 = 2 r4 = 0 r1 = 0 r2 = 0 r3 = 0 r4 = 2

r1 = 1 r2 = 1 r3 = 0 r4 = 0 r1 = 1 r2 = 0 r3 = 1 r4 = 0

r1 = 1 r2 = 0 r3 = 0 r4 = 1 r1 = 0 r2 = 1 r3 = 1 r4 = 0

r1 = 0 r2 = 1 r3 = 0 r4 = 1 r1 = 0 r2 = 0 r3 = 1 r4 = 1

c)

S = kB ln Φ (entropy definition)

= kB ln

(
(N + n− 1)!

n!(N − 1)!

)
(substituting Φ = (N+n−1)!

n!(N−1)! )

= kB [ln((N + n− 1)!)− ln(n!(N − 1)!)] (ln
(
a
b

)
= ln(a)− ln(b))

= kB [ln((N + n− 1)!)− ln(n!)− ln((N − 1)!)] (ln(ab) = ln(a) ln(b))

≈ kB [(N + n− 1) ln(N + n− 1)− (N + n− 1)− n ln(n) + n− (N − 1) ln(N − 1) +N − 1]
(ln(a!) ≈ a ln(a)− a)

≈ kB [(N + n) ln(N + n)− (N + n)− n ln(n) + n−N ln(N) +N ] (N � 1)

= kB

[
N ln

(
N
(

1 +
n

N

))
+ n ln

(
N
(

1 +
n

N

))
− n ln

(
N
( n
N

))
−N ln(N)

]
(expanding, factoring and cancelling)

= kB

[
N ln(N) +N ln

(
1 +

n

N

)
+ n ln(N) + n ln

(
1 +

n

N

)
− n ln(N)− n ln

( n
N

)
−N ln(N)

]
(ln(ab) = ln(a) + ln(b))

= kB

[
N ln

(
1 +

n

N

)
+ n ln

(
1 +

n

N

)
− n ln

( n
N

)]
(cancelling)

= kBN
[(

1 +
n

N

)
ln
(

1 +
n

N

)
− n

N
ln
( n
N

)]
(factoring)
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d)

Since we can write the energy U = n~ω, we can rearrange to find n = U
~ω . Substituting into our expression for

S in c) gives us

S(U,N) = kBN

[(
1 +

U

N~ω

)
ln

(
1 +

U

N~ω

)
− U

N~ω
ln

(
U

N~ω

)]
.

e)

1

T
=

(
∂S

∂U

)
V,N

(known expression)

= kBN

[
1

N~ω
ln

(
1 +

U

N~ω

)
+

(
1 +

U

N~ω

)
1

1 + U
N~ω

1

N~ω
− 1

N~ω
ln

(
U

N~ω

)
− U

N~ω
N~ω
U

1

N~ω

]
(calculating and substituting ∂S

∂U )

= kBN

[
1

N~ω

(
ln

(
1 +

U

N~ω

)
− ln

(
U

N~ω

))]
(factoring and cancelling)

=
kB
~ω

[
ln

(
1 +

U

N~ω

)
− ln

(
U

N~ω

)]
(rearranging factors)

~ω
kBT

= ln

(
N~ω
U

+ 1

)
(rearranging, ln(a)− ln(b) = ln

(
a
b

)
)

e
~ω
kBT =

N~ω
U

+ 1 (exponent of both sides)

U =
N~ω

e
~ω
kBT − 1

(rearranging)

2.

a)

Z ≡
∞∑

N=0

∑
iN

e
Nµ−EiN
kBT (grand partition function definition)

= e
0−0
kBT + e

µ−0
kBT + e

µ−E2
kBT (N = 0 =⇒ E10 = 0, N = 1 =⇒ E11 = E1 = 0, E21 = E2, N � 3)

Z = 1 + e
µ

kBT + e
µ−E2
kBT (simplifying)

b)

〈N〉 = kBT
∂ lnZ
∂µ

(given expression)

=
kBT

Z
∂Z
∂µ

(simplifying derivative)

=
kBT

1 + e
µ

kBT + e
µ−E2
kBT

(
0 +

e
µ

kBT

kBT
+
e
µ−E2
kBT

kBT

)
(calculating and substituting)

〈N〉 =
e

µ
kBT + e

µ−E2
kBT

1 + e
µ

kBT + e
µ−E2
kBT

(multiplying and simplifying)

=
Z− 1

Z
(simplifying)
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c)

The thermal average occupancy of the state at energy E2 will be equal to the sum of all e
Nµ−EiN
kBT for N,EiN

that correspond to this state being occupied, divided by the grand partition function. When EiN = 0, this state
is not occupied, however when EiN = E2, this state is occupied. Thus the only term in this sum corresponds to
N = 1 and E21 = E2, and so the thermal average occupancy is given by

〈N(E2)〉 =
e
µ−E2
kBT

1 + e
µ

kBT + e
µ−E2
kBT

=
e
µ−E2
kBT

Z
.

d)

〈Ei〉 =
1

Z

∞∑
N=0

∑
iN

Eie
Nµ−Ei
kBT (expression for average of a thermodynamic quantity)

=
1

1 + e
µ

kBT + e
µ−E2
kBT

(
0 + E1e

µ−E1
kBT + E2e

µ−E2
kBT

)
(expanding sum for N = 0, 1)

〈Ei〉 =
E2

1 + e
µ

kBT + e
µ−E2
kBT

e
µ−E2
kBT (E1 = 0, simplifying)

= E2 〈N(E2)〉 (simplifying)

e)

Znew ≡
∞∑

N=0

∑
iN

e
Nµ−EiN
kBT (grand partition function definition)

= e
0−0
kBT + e

µ−0
kBT + e

µ−E2
kBT + e

2µ−(E1+E2)
kBT

(first three terms as before but now including an extra term for N = 2, E12 = E1 + E2)

Znew = 1 + e
µ

kBT + e
µ−E2
kBT + e

2µ−E2
kBT (simplifying)
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