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Problem 1

a)

Below is the plot of
{
(x, y) ∈ R2 | y2 = x3 − x

}
for x ∈ [−1, 2].

In[1]:= ±b_ := {b, -b};

ParametricPlotThreadx, ± x3 - x , {x, -1, 1.5}

Out[2]=
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In[ ]:= ParametricPlotThreadx, ± x3 - 3 x + 2 , {x, -3, 2}

Out[ ]=
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In[3]:=

In[4]:=
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Since this is simply the disjoint union of two sets which are clearly manifolds, this set is a manifold.

b)

Below is the plot of
{
(x, y) ∈ R2 | y2 = x3 − 3x+ 2

}
for x ∈ [0, 2].

In[1]:= ±b_ := {b, -b};

ParametricPlotThreadx, ± x3 - x , {x, -1, 1.5}

Out[2]=
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In[ ]:= ParametricPlotThreadx, ± x3 - 3 x + 2 , {x, -3, 2}

Out[ ]=
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In[3]:=

In[4]:=

From the plot, it is clear that there is a self-intersection at the point (1, 0), as

lim
x→1+

√
x3 − 3x+ 2 = lim

x→1−

√
x3 − 3x+ 2 = lim

x→1+
−
√
x3 − 3x+ 2 = lim

x→1−
−
√
x3 − 3x+ 2 =

√
(−1)3 − 3 (−1) + 2 = 0.

Excluding the point (1, 0) from T would make it a manifold, as then everywhere else a close enough zoom
of the set represents R1.
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c)

We can assume that, for T to be self-intersecting, that y2 must have a double root at some point p and
a signle root at q.

x3 + a x+ b = (x− p)2 (x− q)

= x3 + x2 (−q − 2 p) + x
(
2 p q + p2

)
− p2 q

−q − 2 p = 0 =⇒ q = −2 p

a = 2 p q + p2 =⇒ a = −3 p2

b = −p2 q =⇒ b = 2 p3

Thus if (a, b) are of the form (−3 p2, 2 p3) then the graph of T self-intersects and thus is not a manifold,
and so for T to be a manifold it cannot be in this form.

2.

Let f(x⃗) ≡ r2 −
(
R−

√
x2 + y2

)2

− z2. Thus T =
{
(x, y, z) ∈ R3 | f(x⃗) = 0

}
. This set is simply the

boundary of the “filled-in” torus

T =

{
(x, y, z) ∈ R3 |

(
R−

√
x2 + y2

)2

+ z2 ≤ r2
}

=
{
(x, y, z) ∈ R3 | f(x⃗) ≥ 0

}
.

Thus if we can show that T is a manifold with boundary, then its boundary T must be a manifold without
boundary.

Df =
(

∂f
∂x

∂f
∂y

∂f
∂z

)
=

(
2x

(
R√

x2+y2−1

)
2 y

(
R√

x2+y2−1

)
−2 z

)
Df(x⃗) only has rank 0 if x⃗ = 0⃗, however 0⃗ /∈ T and so the rank of Df(x⃗) is always 1. Therefore T is a
manifold with boundary T, and so T is a manifold without boundary.

3.

Let p ∈ M be given, and a coordinate patch α that meets the required conditions such that α(x0) = p.
Consider the subset of the geometric tangent space defined as

GpM =

{
v ∈ Rn

∣∣∣∣∃γ : R → M smooth : v =
dγ

dt

∣∣∣∣
t=0

and γ(0) = p

}
.

Pick a γ that meets the above conditions and consider the corresponding v = dγ
dt

∣∣∣
t=0

. We then have

that v ∈ imDα(x0). For any arbitrary element v′ ∈ imDα(x0) we can rotate and scale γ to obtain a

new γ′ that is still smooth and meets the relevant conditions to obtain the corresponding v′ = dγ′

dt

∣∣∣
t=0

.

Similarly, given a γ′′ that meets the relevant conditions and the corresponding v′′ = dγ′′

dt

∣∣∣
t=0

, we can

easily choose a vector w such that Dα(x0)w = v′′. Thus the spaces coincide.
The same cannot necessarily be said for a manifold with boundary, however. Given a boundary point

of M and a γ that meets the relevant conditions, we will not be able to find a w as before, as imDα(x0)
does not include vectors “away from” the boundary, yet a γ can provide these vectors.
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4.

a)

Let p ∈ M be given. Then we have a coordinate patch α : Rd → M that meets the required conditions
such that α(x0) = p for some x0 ∈ Rd. We then have that Dα(x0) : Rd → Rn is smooth and has a
continuous inverse whose derivative has rank d. Let v ∈ TpM be given such that Dα(x0)y0 = v for
some y0 ∈ Rd. Thus, β : Rd+d → Rn+n defined as β(x, y) = (α(x), Dα(x)y) for x, y ∈ Rd is also a
coordinate patch for the point (p, v) as it is a composition of two functions that meet the coordinate
patch requirements, and β(x0, y0) = (p, v). Since v ∈ TpM ⊂ Rn then β maps from R2d to TM , and so
TM is a manifold of dimension 2d.

b)

Df : TM → TN is defined as Df(p, v) = (f(p), Df(p)v). By definition, f is smooth, and so f(p) and
Df(p) are both defined. Therefore, f(p) and Df(p)v are both well-defined, and so Df is a composition
of smooth functions and is thus smooth.

c)

(D(g ◦ f))(p, v) = ((g ◦ f)(p), (D(g ◦ f))(p)v)
= (g(f(p)), Dg(f(p))Df(p)v) (by the chain rule)

= Dg(f(p), Df(p)v)

= Dg(Df(p, v))

= (Dg ◦Df)(p, v)

5.

Statement 1. Let f : V k → R, g : V l → R, and h : V m → R be tensors. Define the tensor product ⊗
and the k + l tensor f ⊗ g : Rk+l → R by

(f ⊗ g)(v1, . . . ,vk+l) = f(v1, . . . ,vk) · g(vk+1, . . . ,vk+l).

1. f ⊗ (g ⊗ h) = (f ⊗ g)⊗ h.

2. (λ f)⊗ g = λ (f ⊗ g) = f ⊗ (λ g).

3. (f + g)⊗ h = f ⊗ h+ g ⊗ h,
h⊗ (f + g) = h⊗ f + h⊗ g.

4. e(i1,...,in) = ei1 ⊗ . . .⊗ ein .

Proof. Denote vi ∈ V j = V × . . .× V , with 1 ≤ i ≤ j.

1.

(f ⊗ (g ⊗ h))(v1, . . . ,vk+l+m) = f(v1, . . . ,vk) · (g(vk+1, . . . ,vk+l) · h(vk+l+1, . . . ,vk+l+m))

= (f(v1, . . . ,vk) · g(vk+1, . . . ,vk+l)) · h(vk+l+1, . . . ,vk+l+m)

= ((f ⊗ g)⊗ h)(v1, . . . ,vk+l+m)

2.

((λ f)⊗ g)(v1, . . . ,vk+l) = (λ f(v1, . . . ,vk)) · g(vk+1, . . . ,vk+l)

= λ (f(v1, . . . ,vk) · g(vk+1, . . . ,vk+l))

= λ (f ⊗ g)(v1, . . . ,vk+l)

also = f(v1, . . . ,vk) · (λ g(vk+1, . . . ,vk+l))

= f ⊗ (λ g)(v1, . . . ,vk+l)
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3. Let k = l.

(f + g)⊗ h(v1, . . . ,vk+m) = (f + g)(v1, . . . ,vk) · h(vk+1, . . . ,vk+m)

= (f(v1, . . . ,vk) + g(v1, . . . ,vk)) · h(vk+1, . . . ,vk+m)

= f(v1, . . . ,vk) · h(vk+1, . . . ,vk+m) + g(v1, . . . ,vk) · h(vk+1, . . . ,vk+m)

= (f ⊗ h)(v1, . . . ,vk+m) + (g ⊗ h)(v1, . . . ,vk+m)

= (f ⊗ h+ g ⊗ h)(v1, . . . ,vk+m)

h⊗ (f + g)(v1, . . . ,vm+k) = h(v1, . . . ,vm) · ((f + g)(vm+1, . . . ,vm+k))

= h(v1, . . . ,vm) · (f(vm+1, . . . ,vm+k) + g(vm+1, . . . ,vm+k))

= h(v1, . . . ,vm) · f(vm+1, . . . ,vm+k) + h(v1, . . . ,vm) · g(vm+1, . . . ,vm+k)

= (h⊗ f)(v1, . . . ,vm+k) + (h⊗ g)(v1, . . . ,vm+k)

= (h⊗ f + h⊗ g)(v1, . . . ,vm+k)

4.

e(i1,...,in)(v1, . . . ,vn) = ei1(v1) · . . . · ein(vn)

= (ei1 ⊗ . . .⊗ ein)(v1, . . . ,vn)

Statement 2. Define the averaging operator A : Lk(V ) → Lk(V ) by

Af =
∑
σ∈Sk

(sgnσ) fσ,

where f is a k-tensor on V .

1. A is linear.

2. Af ∈ Ak(V ).

3. f ∈ Ak(V ) =⇒ Af = k! f .

Proof. 1. f → fσ is linear, and so Amust also be linear as it is a linear combination of linear functions.

2.

(Af)τ =
∑
σ∈Sk

(sgnσ) (fσ)
τ

=
∑
σ∈Sk

(sgnσ) (sgn τ)2 fτσ

= (sgn τ)
∑
σ∈Sk

(sgn τσ) fτσ

= (sgn τ)Af

3. Let f be an alternating tensor.

Af =
∑
σ∈Sk

(sgnσ) fσ

=
∑
σ∈Sk

(sgnσ) (sgnσ) f

=
∑
σ∈Sk

f

= k! f
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Statement 3. Let A : V → W be a linear map, and f ∈ Lk(W ). Define the dual transformation
A∗ : Lk(W ) → Lk(V ) by

(A∗f)(v1, . . . ,vk) = f(Av1, . . . , Avk).

1. A∗ is linear.

2. A∗(f ⊗ h) = A∗f ⊗A∗h for h ∈ Ll(W ).

3. (AB)∗ = B∗A∗ for a linear map B : U → V .

Proof. 1. Let g ∈ Lk(W ).

(A∗(a f + b g))(v1, . . . ,vk) = (a f + b g)(Av1, . . . , Avk)

= a f(Av1, . . . , Avk) + b g(Av1, . . . , Avk)

= aA∗f(T (v1), . . . , A(vk)) + bA∗g(T (v1), . . . , A(vk))

= (aA∗f + bA∗g)(v1, . . . ,vk)

2.

A∗(f ⊗ h)(v, . . . ,vk+l) = (f ⊗ h)(Av1, . . . , Avk+l)

= f(Av1, . . . , Avk) · h(Avk+1, . . . , Avk+l)

= A∗f(v, . . . ,vk) ·A∗h(Avk+1, . . . , Avk+l)

= (A∗f ⊗A∗h)(v, . . . ,vk+l)

3.

(AB)∗f(v1, . . . ,vk) = f(ABv1, . . . , ABvk)

= A∗f(Bv1, . . . , Bvk)

= B∗A∗f(v1, . . . ,vk)
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