Linear algebra 11
Homework #1 solutions

1. Find the eigenvalues and the eigenvectors of the matrix

4=t 9

Since tr A = 9 and det A = 20 — 12 = 8, the characteristic polynomial is
) =X —(trA) A +det A=A —9A+8=(A—1)(A—38).

The eigenvectors with eigenvalue A\ = 1 satisfy the system Av = v, namely

(A-Thw=0 = B Z] m:m — r+2%=0 = z=-2

This means that every eigenvector with eigenvalue A = 1 must have the form

[ e

Similarly, the eigenvectors with eigenvalue A = 8 are solutions of Av = 8w, so

(A-8Nwv=0 = {_;l _g] mzm — 2 -3y=0 = z=3y/2

and every eigenvector with eigenvalue A = 8 must have the form

o — {33//2} _y {3{2} ’ Y0,

Y

2. Find the eigenvalues and the eigenvectors of the matrix

3 =3 1
A=1|1 -1 1
3 -9 5

The eigenvalues of A are the roots of the characteristic polynomial
fO) =det(A— ) = =N+ 7)\ =16\ + 12 = —(A — 2)*(\ — 3).
The eigenvectors of A are nonzero vectors in the null spaces

3 -1 1
N(A—2I)=Spang |1|,| O] p,  N(A-3I)=Spany |1
0 1 3



~

4 3. The following matrix has eigenvalues A = 1,1, 1,4. Is it diagonalisable? Explain.
31 =3 3
2 2 -3 3
b 21 -2 3
3 0 =3 4
- J

When it comes to the eigenvalue A = 1, row reduction of A — A\l gives

29 1 -3 3 10 -1 1 10 -1 1
2 1 -3 3 2 1 -3 3 01 -1 1
A=M=1y 1 337100 oo "loo ool
30 -3 3 00 00 00 00

so there are 2 pivots and 2 linearly independent eigenvectors. When \ = 4, we similarly get

-1 1 =3 3 1 00 —1

2 -2 -3 3 010 -1
A—- N = 5 1 -6 3 N — 00 1 -1l

3 0 -3 0 000 O

so there are 3 pivots and 1 linearly independent eigenvector. This gives a total of 3 linearly
independent eigenvectors, so A is not diagonalisable. One does not really need to find the
eigenvectors in this case, but those are nonzero elements of the null spaces

-1

-1
0 )
1

N (A —1T) = Span N (A —4I) = Span

O = =
— o

4. Suppose A is a square matrix which is both diagonalisable and invertible. Show that
every eigenvector of A is an eigenvector of A=! and that A~! is diagonalisable.

Suppose that v is an eigenvector of A with eigenvalue A\. Then A is nonzero because
A=0 = Av=X =0 = A'Av=0 = wv=0
and eigenvectors are nonzero. To see that v is also an eigenvector of A~!, we note that
WwW=Av —= Mlv=v = A'v=\lo

This proves the first part. To prove the second, assume that A is an n x n matrix. It must
then have n linearly independent eigenvectors which form a matrix B such that B~'AB is
diagonal. These vectors are also eigenvectors of A™!, so B~'A™!B is diagonal as well.



Linear algebra 11
Homework #2 solutions

4 1. Find a basis for both the null space and the column space of the matrix
1 2 05
3150
A=14 2 6 2
4 3 5 5

The reduced row echelon form of A is easily found to be

o O O =
o O = O
S O~ N
SO W

Since the pivots appear in the first and the second columns, this implies that

C(A) = Span{Ae;, Aey} = Span

B o
WM~ N

The null space of A is the same as the null space of R. It can be expressed in the form

—21'3 + 14 —2 1

_ 1 _
N(A) = 3 x33$4 13,24 € R ) = Span E 8
Ty 0 1

2. Show that the following matrix is diagonalisable.

71 =3
A=13 5 =3
5 1 -1

The eigenvalues of A are the roots of the characteristic polynomial
fO) =det(A— ) ==X +11A* =38\ +40 = —(A — 2)(A — 4)(\ = 5).

Since the eigenvalues of A are distinct, we conclude that A is diagonalisable.



3. Find the eigenvalues and the generalised eigenvectors of the matrix

-1 1 2
A=1-3 1 3
-5 1 6

The eigenvalues of A are the roots of the characteristic polynomial
fO) =det(A— ) =-XN+6)\ -9\ +4=(4—-N)(A—1)%
When it comes to the eigenvalue A = 4, one can easily check that

1
N(A—4l)=Span{ |1| 3,  N(A—4I)*=N(A—4I).
2

This implies that N(A —4I)7 = N (A — 41) for all j > 1, so we have found all generalised
eigenvectors with A\ = 4. When it comes to the eigenvalue A = 1, one similarly has

1 0] [1
N(A—1T)=Span{ [0| p, NA-I)?*=N(A-1I)>=Spany |1|, |0
1 0| |1

In view of the general theory, we must thus have N'(A — 1) = N (A — I)? for all j > 2.

4. Suppose that v, vs, ..., v, form a basis for the null space of a square matrix A and
that C' = B~'AB for some invertible matrix B. Find a basis for the null space of C.

We note that a vector v lies in the null space of C = B™'AB if and only if

k
B'ABv=0 <= ABv=0 <= DBveN(A) <= Bv=)» cv

i=1

for some scalar coefficients ¢;. In particular, the vectors B~1w; span the null space of C. To
show that these vectors are also linearly independent, we note that

k k
Z ¢;B7lv, =0 «— Z cv; =0 <= ¢ =0 for all 7.
i=1 i=1



Linear algebra I1
Homework #3 solutions

1. The following matrix has A = 4 as its only eigenvalue. What is its Jordan form?

1
A= |-2
—1

DN ~J Ot

1
1
4

In this case, the null space of A — 41 is one-dimensional, as row reduction gives

-3 5 1 1 -2 0 1 0 =2
A-4l=1|-2 3 1| — |0 -1 1 — [0 1 -1
-1 2 0 0 -1 1 00 O
Similarly, the null space of (A — 4I)? is two-dimensional because
-2 2 2 1 -1 -1
(A—4l)?=|-1 1 1| — [0 0 0],
-1 11 0 0 O

while (A — 41)? is the zero matrix, so its null space is three-dimensional. The diagram of
Jordan chains is then S and there is a single 3 x 3 Jordan block, namely

A 4
J=11 X =11 4
1

1 A 4

2. The following matrix has A = 4 as its only eigenvalue. What is its Jordan form?

1 3 3
A=1-2 6 2
-1 1 5

In this case, the null space of A — 41 is two-dimensional, as row reduction gives

-3 3 3 1 -1 -1
A—-4l=1|-2 2 2| — (0 O O
-1 11 0 0 O

On the other hand, (A —47I)? is the zero matrix, so its null space is three-dimensional. Thus,

the diagram of Jordan chains is §* and there is a Jordan chain of length 2 as well as a
Jordan chain of length 1. These Jordan chains give a 2 x 2 block and an 1 x 1 block, so

4
J=1|1 4



3. Find a Jordan chain of length 2 for the matrix
5 =2
A= {2 J |

The eigenvalues of the given matrix are the roots of the characteristic polynomial

fO) =X —(trA)X+det A=)\ —6X+9=(\—3)%
so A = 3 is the only eigenvalue. Using row reduction, we now get
2 -2 1 -1
e e e
so the null space of A — 3I is one-dimensional. On the other hand, (A — 37)? is the zero

matrix, so its null space is two-dimensional. To find a Jordan chain of length 2, we pick a
vector v; that lies in the latter null space, but not in the former. We can always take

vV =€ = 1 - ’UQI(A—?)[)’Ulz 2 s
0 2
but there are obviously infinitely many choices. Another possible choice would be

ful:eg:m — vgz(A—3I)v1:[:g].

4. Let A be a 3 x 3 matrix that has vy, v, v3 as a Jordan chain of length 3 and let B
be the matrix whose columns are vs, v, v; (in the order listed). Compute B~ AB.

Suppose the vectors vy, v, v3 form a Jordan chain with eigenvalue A, in which case
(A—)\[)’Ul = Vo, (A—)\[)’UQ = Vg3, (A—)\[)’Ug = 0.

To find the columns of B~'AB, we need to find the coefficients that one needs in order to
express the vectors Avs, Avy, Av; in terms of the given basis. By above, we have

A’l)g = )\’Ug, A’l)2 = v3 + )\’Ug, A’Ul = vy + )\’Ul.
Reading the coefficients of the vectors w3, vo, v; in the given order, we conclude that
A

1
B 'AB = A1
A



Linear algebra 11
Homework #4 solutions

1. Find the Jordan form and a Jordan basis for the matrix

3 —1 2
A= 16 -2 6
2 -1 3

The characteristic polynomial of the given matrix is
fO) =det(A—A) = =N +4\ —5)+2=(2—\N)(A— 1)

so its eigenvalues are A = 1,1, 2. The corresponding null spaces are easily found to be

1 —1 1
N(A—1T1)=Span< |2]|,]| 0| ¢, N(A—2I)=Spany |3
0 1 1

These contain 3 linearly independent eigenvectors, so A is diagonalisable and

11 1
0 3 — J=B'AB= 1
11

2. Find the Jordan form and a Jordan basis for the matrix

2 4 =2
A=11 4 -1
2 0 2

The characteristic polynomial of the given matrix is
FA) =det(A — M) = =X3 4+ 8X2 — 20\ + 16 = (4 — A\)(\ — 2)2,

so its eigenvalues are A = 4,2, 2. The corresponding null spaces are easily found to be

1 0
N(A —4I) =Span< |1] ;, N(A —2I)=Spany |1
1 2

This implies that A is not diagonalisable and that its Jordan form is

4
J=B'AB = 2



To find a Jordan basis, we need to find vectors vy, vy, v3 such that v; is an eigenvector with
eigenvalue A = 4 and vy, v3 is a Jordan chain with eigenvalue A = 2. In our case, we have

1 0
N(A—21)*=Span< (0], 1] ¢,
0 2

so it easily follows that a Jordan basis is provided by the vectors

1 1 0
U = 1 s Vo = 0 s 1)3:(14—2[)’02: 1
1 0 2

C3. Suppose that A is a 2 x 2 matrix with A% = A. Show that A is diagonalisable. )

Suppose that A is not diagonalisable. Then its eigenvalues are not distinct, so there is a
double eigenvalue A and the Jordan form is

(ol (I Rt 1Y) 0

Write J = B~'AB for some invertible matrix B. Since A%2 = A, we must also have

J?=B'AB-B'AB=B'A’B=B'AB=J = ﬁ A] .

Comparing the last two equations now gives A> = X and 2\ = 1, a contradiction.

4. A 5 x 5 matrix A has characteristic polynomial f(\) = A*(2 — ) and its column
space is two-dimensional. Find the dimension of the column space of A2.

The eigenvalue A = 0 has multiplicity 4 and the number of Jordan chains is
dimN(A) =5—dimC(A) = 3.
In particular, the Jordan chain diagram is & ** and we have dim N (A4?%) = 4, so

dim C(A?) =5 — dim N (A?) = 1.



Linear algebra I1
Homework #35 solutions

1. Let o = 1 and yy = —2. Suppose the sequences x,,, y, are such that

Tp = 4.17”_1 — Yn—1, Yn = Tp—1 + 2yn—1

for each n > 1. Determine each of z,, and y, explicitly in terms of n.

One can express this problem in terms of matrices by writing

ZT 4 -1 Tp—1
u, = | "| = " =Au,.;, = u, = A"u,.
M ll 2} [yn—l} ' ’

Let us now focus on computing A™. The characteristic polynomial of A is
FA) =X = (trA)A+det A= X —61+9=(\—3)?

so the only eigenvalue is A = 3. As one can easily check, the corresponding null space is

N(A—-3I) = span{m }

while (A — 37)? is the zero matrix. Thus, a Jordan basis is provided by the vectors

1 1
v = |i0:| y Uy = (A - 3[)’01 = |i1:| .
Letting B be the matrix whose columns are v; and vs, we must thus have

3

— gt —
J=DB AB_{1 3

n3n—1

Once we now solve this equation for A", we find that

W mmnt [T 1] 3" 1 —1] [(n+3)3»! —n3gnt

In particular, the sequences x,,, ¥y, are given explicitly by

) === [0



2. Which of the following matrices are similar? Explain.

2.0 0 210 2 0 1
A=1{1 20|, B=|021|, cCc=1020
01 2 00 2 00 2

Two matrices are similar if and only if they have the same Jordan form. In this case, A
is already in Jordan form, all matrices have A = 2 as their only eigenvalue, while

dimN(B — 2I) =1, dimN(C — 2I) = 2.

This means that the Jordan form of B consists of one block, so B is similar to A. On the
other hand, the Jordan form of C' contains two blocks, so C' is not similar to either A or B.

<3. Let J be a 4 x 4 Jordan block with eigenvalue A = 0. Find the Jordan form of .J. )

Since J is a Jordan block with eigenvalue A\ = 0, it is easy to check that

0 0
— Jzz(l) — Ji=0.

_ O O

0
0 0
In particular, the null space of A = J? is two-dimensional and the null space of A? = J* is

four-dimensional, so the Jordan chain diagram is § ¢ and the Jordan form is

0

s |10

4. Use the Cayley-Hamilton theorem to compute A?°'7 in the case that

3 -2 -3
A=12 -2 =2
3 -2 -3
The characteristic polynomial of the given matrix is f(A) = —A3 — 2)2, so one has

—AP 247 =0 = A’=-247
—  A'= 24% = (-2)?A%
It follows by induction that A™ = (—2)""2A2 for each n > 3 and this finally gives
—4 4 4 1 -1 -1
AT ()15 42 _ 2005 |y g 4] — 9217 [ 1
—4 4 4 1 -1 -1



Linear algebra I1
Homework #6 solutions

-

1. The following matrix has A = —1 as a triple eigenvalue. Use this fact to find its\
Jordan form, its minimal polynomial and also its inverse.

1 -1 1
A=|6 -4 3
2 -1 0
-
To find the Jordan form of A, we use row reduction on the matrix A — Al to get
2 -1 1 1 -1/2 1/2
A=-XN=A+I1=16 -3 3| — |0 0 0
2 -1 1 0 0 0
This gives one pivot and two free variables, so there are two Jordan blocks and
-1
J= 1 -1
| —1

The minimal polynomial is m(\) = (X + 1)%. Since A satisfies this polynomial, one has

-3 1 -1
A42A+1=0 = [=-AQR2I+4) = A'=-21-A=|-6 2 -3
-2 1 =2

/2. The following matrix has eigenvalues A = 0,1,1. Use this fact to find its Jordan\
form, its minimal polynomial and also its power A2°'7.

4 -5 2
A=12 -2 1
0O 10
- J
The eigenvalue A = 0 is simple, so it contributes an 1 x 1 block. When A\ = 1, we have
3 =5 2 1 0 -1
A=XN=A-T1=1|2 -3 1| — |0 1 -1
0 1 -1 00 O
and this gives a single 2 x 2 block with eigenvalue A = 1. The Jordan form is thus
1
J=1]11




and the minimal polynomial is m(\) = A(A — 1)2. Since A satisfies this polynomial,

AP 24P+ A=0 = A*=247-A
= A'=24° - A*=2(24% - A) - A* =3A*-24
—  A°=3A4% 247 =3(24% — A) — 24% = 4A* - 3A.

It follows by induction that A" = (n — 1)A? — (n — 2) A for each n > 3 and this gives

6 —8 3 4 =5 2 4036 —6053 2018

A*T=2016 |4 -5 2| —2015 |2 —2 1| = |4034 —6050 2017

2 =2 1 0 10 4032 —6047 2016
4 . N

3. Let P, be the space of all real polynomials of degree at most 2 and let
1
(19)= [ 3=0): fe)gla)da forall g€ Pu
0

Find the matrix of this bilinear form with respect to the standard basis. )

The standard basis consists of the polynomials v; = 1, v, = x, v3 = 2% and this gives

3 1
itj—1 i+j

1
() = () = [ @) e -
0
for all integers 1 <, j < 3. Since the matrix of the form has entries a;; = (v;, v;), we get
5/2 7/6  3/4

A= |7/6 3/4 11/20
3/4 11/20 13/30

/
4. Define a bilinear form on R? by setting

(,y) = dz1y1 + 221Y2 + 22291 + T22Ys.

Find the matrix A of this form with respect to the standard basis and then find the
matrix with respect to a basis consisting of eigenvectors of A.

/

The matrix of the bilinear form (x,y) =, ; @ijTiy; with respect to the standard basis
is the matrix A whose (7, j)th entry is the coefficient of z;y;. In our case, we have

A:E ﬂ



Let us now compute the eigenvectors of this matrix. The characteristic polynomial is
FA) =2 = (trA)A+det A =X\ — 11X +24 = (A — 3)(\ — 8),

so the eigenvalues are \; = 3 and Ay = 8. The corresponding eigenvectors turn out to be

o[ wl)

Finally, we find the matrix M with respect to the basis vy, ve. Since (x,y) = x'Ay, we get

mij = (vi,v)) = vjAv; = \vjv; = Nj(v; - v;) = M= {105 400} :



Linear algebra I1
Homework #7 solutions

- N\
1. Consider R? with the usual dot product. Use the Gram-Schmidt procedure to find
an orthogonal basis, starting with the vectors

N W

1 1
v = 1 ) Vo2 = 2 ) V3 =
1 1

- /

Using the Gram-Schmidt procedure, we let w; = v; and replace the second vector by

1 1 —1/3
4
S TRV Y (S P RO (e
(wr, wy) 1A E VG
As for the third vector wvs, this needs to be replaced by
1
. (v3, wy) (v3, wy) .
W3 =vV3 — W] — — W9y = O
(w1, wy) (w3, wy) 1

4 . N
2. Define a bilinear form on R? by setting
(x,y) = 21y1 + 221Y2 + 222y1 + 622Ys.
Show that this is an inner product and use the Gram-Schmidt procedure to find an
\orthogonal basis for it, starting with the standard basis of R2. y

The given form is symmetric because its matrix with respect to the standard basis is
1 2
=7
To show that the form is also positive definite, we complete the square to find that
(x,x) = 2% + 4z 129 + 675 = (71 + 229)% + 223,

Finally, one may obtain an orthogonal basis by letting w; = e; and

legwy) ~_ exder o an o [-2
<w1’w1> 1 2 1 2 1 1

Wy = €9 — —— €
el Ae; ai



[3. Let A = [411 2] . For which values of a is the form (z,y) = x' Ay positive definite? j

Letting y = « and completing the square, one finds that
(x, ) = 1] + Tw129 + ax3 = (11 + T22/2)* + (@ — 49/4)23.

It easily follows that the given form is positive definite if and only if a > 49/4.

/4. Let P; be the space of all real polynomials of degree at most 1 and let

(f,g) = /0 (4—>5x) f(x)g(x)dx forall f, g€ Py.

\Is this bilinear form positive definite? Hint: compute (ax + b, azx + b) for all a,b € R.

Every element of P; has the form f(z) = ax + b for some a,b € R and this gives

(f, f) = (ax +b,ax +b) 2/0 (4 — 5z) - (ax + b)? dz.

We now expand the quadratic factor and then integrate to get

(f, )= /01(4—5:B) - (a®2? 4 2abx + b*) dx

1
= / (4b2 + (8ab — 5b*)x + (4a® — 10ab)z* — 5a2z3> dx
0

8ab — 5b? n 4a% — 10ab B 5_&2
2 3 4

= 4b* +

To see that the form is positive definite, it remains to rearrange terms and write

a4 8ab+ 1802 (a+4b)2 + 202

(. ) . -



Linear algebra I1
Homework #8 solutions

1. Find an orthogonal matrix B such that B*AB is diagonal when

A:

O N
DN W N
NN O

The eigenvalues of A are the roots of the characteristic polynomial
FO) =det(A— M) ==X+ 92\ — 18X = —A(A — 3)(\ — 6).

This gives Ay =0, A2 = 3 and A3 = 6, while the corresponding eigenvectors are

1 -2 2
V) = —2 s Vo = 1 s V3 = 2
2 2 1

Since the eigenvalues are distinct, the eigenvectors are orthogonal to one another. We may
thus divide each of them by its length to obtain an orthogonal matrix B such that

1/3 —2/3 2/3 0
B=|-2/3 1/3 2/3| = B'AB=B'AB= 3
2/3  2/3 1/3 6

4 2. Let P; be the space of all real polynomials of degree at most 1 and let

(f,g9) = /11 3z - f(x)g(x)dx forall f, g€ Py.

Find the matrix A of this bilinear form with respect to the standard basis and then find
_an orthogonal matrix B such that B'AB is diagonal.

/

By definition, the entries of the matrix A are given by the formula

1
il g1y i+j—1
a; = ('@ )—/ 3z dx.

-1

This gives a;; = 0 when i 4 j is even and also a;; = 6/(i + j) when i + j is odd, so

)



The eigenvalues of A are Ay = 2 and \y = —2, while the corresponding eigenvectors are

SIS}

Since the eigenvalues are distinct, the eigenvectors are orthogonal to one another. We may
thus divide each of them by its length to obtain an orthogonal matrix B such that

B_ ll/ﬁ 1/v2

1/v/2 —1N§} — BtAB:B‘lAB:F _2}.

3. Show that every eigenvalue A of a real orthogonal matrix B has absolute value 1. In
other words, show that every eigenvalue \ of B satisfies A\ = 1.

Assuming that v is an eigenvector of B with eigenvalue \, we get

A\(v,v) = (M, \v) = (Bv, Bv) = (B*Bv,v).

Since B is real and orthogonal, one has B*B = B'B = I,, and this implies that

M(v,v) = (B*Bv,v) = (v,v) = =1

4. Suppose that vy, v, ..., v, form an orthonormal basis of R” and consider the n x n
matrix A = I,, — 2vyv!. Show that A is symmetric, orthogonal and diagonalisable.

To say that A is symmetric is to say that A® = A and this is true because
Al =11 — 2(v0h) = I, — 20l = [, — 2v1v! = A.
To say that A is orthogonal is to say that A*A = I,, and this is true because
A'A = AA = (I, — 2v1v%) (I, — 2v1v}) = I, — 40,0t + 4o, (viv)vl = I,,.

Finally, we show that A is diagonalisable. This follows by the spectral theorem, but it can
also be verified directly by showing that each wv; is an eigenvector of A. In fact, one has

Avy = v; — 2v,(viv)) = —vy,

Avy, = vy, — 201 (vivg) = vy,

for each 2 < k < n. This gives n linearly independent eigenvectors, so A is diagonalisable.
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