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Theorem 1. A mapping is bijective if and only if it is invertible.

Proposition 2. If α : S → T is invertible, then there is a unique
mapping β : T → S such that β◦α= ιS and α◦β= ιT .

Proposition 3. Let ∗ be an operation on a set S. If S contains an
identity element for ∗, then it is unique.

[In other words, the number of identity elements for ∗ in S is
either 0 or 1.]

Proposition 4. Let ∗ be an associative operation on a set S, and
suppose that S contains an identity element for ∗. If x ∈ S and x
is invertible with respect to ∗, then there is a unique element y ∈
S such that x ∗ y = e and y ∗x = e.

Proposition 5. If α,β are disjoint cycles in Sn then α◦β=β◦α.

Fact 6. (a) Every permutation in Sn is the product of a finite
number of disjoint cycles.

(b) Consequently, every permutation in Sn is the product of a
finite number of transpositions.

Theorem 7. If α,β ∈ Sn then σ(α◦β) =σ(α)σ(β).

Proposition 8. If a1, . . . , ak are distinct integers and k ≥ 2, then

σ
(
(a1 a2 . . . ak)

)= (−1)k−1.

Definition. If (G ,∗) is a group and H ⊆G , then H is a subgroup
of (G ,∗), or H ≤G , or H ≤ (G ,∗), if:

(SG0) H 6= ;
(SG1) x, y ∈ H =⇒ x ∗ y ∈ H

(SG2) x ∈ H =⇒ x−1 ∈ H
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Theorem 9. Let (G ,∗) be a group with identity element e, and
let H be a subgroup of G .

(a) The mapping ∗H : H × H → H given by x ∗H y = x ∗ y for
x, y ∈ H is a well-defined operation on H such that (H ,∗H )
is a group.

(b) e ∈ H , and e is the identity element of (H ,∗H )

(c) if x ∈ H , then the inverse of x with respect to ∗ is the same
as the inverse of x with respect to ∗H .

Lemma 10. If (G ,∗) is a group with identity element e, then e−1 =
e.

Theorem 11. If (G ,∗) is a group and H is a non-empty subset
of G , then H is a subgroup of (G ,∗) if and only if

x, y ∈ H =⇒ x ∗ y−1 ∈ H .

Theorem 12. An = {α ∈ Sn : α is an even permutation} is a sub-
group of (Sn,◦).

Theorem 13. Let S be a set and let (G ,◦) be a group of bijections
S → S (so that G is a subgroup of (Sym(S),◦)). If T ⊆ S, then

GT = {α ∈G : t ∈ T =⇒ α(t ) = t }

is a subgroup of (G ,◦).

Lemma 14. Let S be a set, let α : S → S be a bijection and let T ⊆
S. Then α(T ) = T =⇒ α−1(T ) = T .

Theorem 15. Let S be a set and let (G ,◦) be a group of bijections
S → S (so that G is a subgroup of (Sym(S),◦)). If T ⊆ S, then

G(T ) = {α ∈G : α(T ) = T }

is a subgroup of (G ,◦).
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Theorem 16. If M is the set of motions (distance preserving bi-
jections) of the plane P , then M is a subgroup of (Sym(P ),◦).

Lemma 17. Ifα ∈ M andα(0) = 0, α(e1) = e1 andα(e2) = e2, then
α= ιP . [Here, e1 =

(
1
0

)
and e2 =

(
0
1

)
.]

Theorem 18. Every motion α ∈ M can be written as either

α= τa ◦ρθ or α= τa ◦ρθ ◦ r

for some a ∈ P and some θ ∈R, where

• τa : P → P , p 7→ p +a is translation by a,

• ρθ : P → P , p 7→ (
cosθ −sinθ
sinθ cosθ

)
p is rotation by θ about 0, and

• r : P → P ,
( x

y
) 7→ ( x−y

)
is reflection in the x-axis.

Theorem 19. Let S be a non-empty set.

(a) If ∼ is an equivalence relation on S, then the collection of its
equivalence classes is a partition of S.

(b) If P is a partition of S, then the relation ∼ on S defined by

x ∼ y ⇐⇒ ∃ A ∈P : x ∈ A and y ∈ A

is an equivalence relation on S.

Theorem 20. Let G be a permutation group on a set S. The rela-
tion ∼ on S defined by

x ∼ y ⇐⇒ ∃α ∈G : α(x) = y

is an equivalence relation on S. (It’s called G-orbit equivalence).

Theorem 21. Let n ∈ N. The relation on Z of congruence mod-
ulo n defined for a,b ∈Z by

a ≡ b (mod n) ⇐⇒ n |a −b

is an equivalence relation on Z.
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Theorem 22 (The division algorithm). Let n ∈ N. For every in-
teger a, there exist unique integers q,r with 0 ≤ r < n such that
a = qn + r . That is,

∀a ∈Z, ∃ ! q ∈Z and r ∈ {0,1, . . . ,n −1} : a = qn + r.

Corollary 23. Let n ∈N. The set {0,1, . . . ,n −1} is a complete set
of equivalence class representatives for the equivalence relation
of congruence modulo n.

Theorem/Definition 24. Let n ∈ N. There is a well-defined op-
eration ⊕ : Zn ×Zn → Zn given by [k]⊕ [`] = [k +`] for k,` ∈ Z.
Moreover, (Zn,⊕) is an abelian group, called the group of inte-
gers modulo n.

Corollary 25. For all n ∈N, there is an abelian group of order n.

Fact/Definition 26. If a,b are non-zero integers then there is a
unique d ∈N such that

• d |a and d |b
[“d is a common divisor of a and b”], and

• if c ∈Zwith c|a and c|b, then c|d
[“every common divisor of a and b divides d”]

In symbols:

∀a,b ∈Z\ {0} ∃ !d ∈N :

d |a and d |b, and

[c ∈Z : c|a and c|b ] =⇒ c|d .

We call d the greatest common divisor of a and b, and write this
as gcd(a,b) or (a,b).
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Theorem 27. Let G be a group and let a,b,c ∈G .

(a) ab = ac =⇒ b = c [left cancellation]

(b) ba = ca =⇒ b = c [right cancellation]

(c) ∃! x ∈G : ax = b, and ∃! y ∈G : y a = b

(d) ab = e =⇒ b = a−1, and ba = e =⇒ b = a−1

(e) (c−1)−1 = c

(f) (ab)−1 = b−1a−1

Definition. Let G be a group with identity element e, let a ∈ G
and let n ∈Z. We define

an =



a · · · a︸ ︷︷ ︸
n times

if n > 0

e if n = 0

a−1 · · · a−1︸ ︷︷ ︸
−n times

if n < 0

and note that anam = an+m and (an)m = anm for all n,m ∈Z.

Theorem 28. Let a be an element of a group G . Let 〈a〉 be the
set of all integer powers of a, so that 〈a〉 = {ak : k ∈Z}. Then 〈a〉
is a subgroup of G .

We call such a subgroup a cyclic subgroup of G .
If G = 〈a〉 for some a ∈G , we say G is a cyclic group.

Proposition 29. 〈a〉 is an abelian subgroup of G . In particular,
if G is cyclic then G is abelian.
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Definition. Let G be a group with identity element e and let a
be an element of G . Consider S = {k ∈N : ak = e}. We define the
order of a as

o(a) =
the least element of S if S 6= ;
∞ if S =;.

Theorem 30. If o(a) 6=∞ and n = o(a) then

〈a〉 = {e, a, a2, . . . , an−1}

and ar 6= as if r, s ∈Zwith 0 ≤ r, s < n and r 6= s, so |〈a〉| = n.

Theorem 31. If o(a) =∞ then

〈a〉 = {. . . , a−3, a−2, a−1,e, a, a2, a3, a4, . . . }

and ar 6= as if r, s ∈Zwith r 6= s, so |〈a〉| =∞.

Corollary 32. |〈a〉| = o(a) for any a ∈G .

Definition. Let G and H be two groups. The set

G ×H = {(g ,h) : g ∈G , h ∈ H }

together with the operation on G ×H defined by

(g1,h1)(g2,h2) = (g1g2,h1h2) for g1, g2 ∈G and h1,h2 ∈ H

is called the direct product of G and H .

Theorem 33. The direct product of two groups is a group.
If G and H are finite groups then the order of G ×H is |G| · |H |.
If either G or H is infinite, then so is G ×H .
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Let H be a subgroup of a group G .

Definition. If a ∈G , the (right) coset of H by a is the set

H a
def= {ha : h ∈ H }.

[Here, a is fixed and h is a dummy variable.]

The (right) cosets of H in G are the sets H a for a ∈G .

Theorem 34. The relation ∼ on G defined by

a ∼ b ⇐⇒ ab−1 ∈ H for a,b ∈G

is an equivalence relation.

Theorem 35. If b ∈G then [b]∼ = Hb. So the equivalence classes
for ∼ are the same as the right cosets of H in G .

Moreover, the following conditions are equivalent:

(a) ab−1 ∈ H

(b) a = hb for some h ∈ H

(c) a ∈ Hb

(d) H a = Hb

Lemma 36. If G is a group and H is a subgroup of G , then |H | =
|H a| for every a ∈G .

Theorem 37 (Lagrange’s theorem).

If G is a finite group and H is a subgroup of G , then |H |
∣∣∣ |G|.

Corollary 38. Let G be a finite group with identity element e.

For every a ∈G , we have o(a)
∣∣∣ |G| and, in particular, a|G| = e.
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Corollary 39. Let G be a finite group with identity element e.
If |G| is a prime number, then

(a) the only subgroups of G are {e} and G ; and

(b) G is a cyclic group, and G = 〈a〉 for every a ∈G with a 6= e.

Theorem 40. Let G and H be two groups, and let θ : G → H be a
homomorphism. Then

(a) θ(eG) = eH ;

(b) θ(a−1) = θ(a)−1 for all a ∈G ; and

(c) θ(ak) = θ(a)k for all k ∈Z and all a ∈G .

Theorem 41. If G ≈ H , then

(a) G is abelian ⇐⇒ H is abelian;

(b) |G| = |H |;
(c) G is cyclic ⇐⇒ H is cyclic; and

(d) G contains an element of order n
⇐⇒ H contains an element of order n.

Theorem 42.
If G is a finite cyclic group of order n, then G ≈Zn.

Corollary 43.
If G and H are finite cyclic groups with |G| = |H |, then G ≈ H .

Corollary 44. Let p be a prime number.
If G is a group with |G| = p then G ≈Zp .
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Theorem 45. Let G and H be two groups, and let θ : G → H be a
homomorphism.

(a) θ(G) is a subgroup of H

(b) kerθ is a subgroup of G

(c) θ is injective ⇐⇒ kerθ = {eG}

Theorem 46. If θ : G → H is an injective homomorphism, then
G ≈ θ(G).

Definition. If G is a group, then we write N CG and say that N
is a normal subgroup of G if

• N is a subgroup of G , and

• g ∈G , n ∈ N =⇒ g ng−1 ∈ N .

Theorem 47. If θ : G → H is a homomorphism, then kerθCG .

Theorem/Definition 48. Let G be a group and let N CG . Let

G/N = {N a : a ∈G}

be the set of all right cosets of N in G . There is a well-defined
operation on G/N given by

(N a)(N b) = N (ab)

and this operation turns G/N into a group. The identity element
of G/N is eG/N = N and the inverse of N a is (N a)−1 = N (a−1).

9



Theorem 49 (The Fundamental Homomorphism Theorem). Let
G and H be groups, and let θ : G → H be a surjective homomor-
phism, and let K = kerθ. Then G/K ≈ H , and in fact

φ : G/K → H , φ(K a) = θ(a) for a ∈G

is a well-defined isomorphism.

Corollary 50. Let G and H be groups, and let θ : G → H be a
homomorphism, and let K = kerθ. Then G/K ≈ θ(G), and in
fact

φ : G/K → θ(G), φ(K a) = θ(a) for a ∈G

is a well-defined isomorphism.
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