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Exercise 1 Mean value theorem

i) Does the mean value theorem apply to the function f(x) = 4
√
x on

[0, 1]? If so, determine a value of c satisfying the conclusions of the
theorem.

ii) A man is driving in a 80km/h zone. He enters the zone at 13:00, and has
travelled 405km in a single direction by 18:00. Did he obey the speed
limit at all times?

iii) Let f : [a, b] → R be a continuous function. Show that these exists
c ∈ (a, b) such that ∫ b

a

f(x)dx = f(c)(b− a).
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Solution 1

i) f is continuous on [0, 1], and differentiable with derivative f ′ 2√
x
on (0, 1),

so there exists c ∈ (0, 1) such that

f ′(c) =
4− 0

1− 0
= 4

Then note that f ′(1
4
) = 4, so we can take c = 1

4
.

ii) We assume that this man is driving in a continuous and differentiable
fashion, so that his velocity is the derivative of his displacement. As he
is driving in one direction, his displacement equals his distance. Define
s(t) to be the distance travelled after t hours, so that his velocity is s′(t).
By the mean value theorem, there exists a number of hours c such that

s′(c) =
405− 0

18− 13
= 81km/h

and thus the man must have been briefly speeding.

iii) As f is continuous, the function F (x) =
∫ x

a
f(y)dy defined by the integral

is continuous on [a, b] and differentiable on (a, b) with derivative f(x).
Furthermore F (a) = 0. Therefore, by the mean value theorem, there
exists c ∈ (a, b) such that

f(c) =
F (b)− F (a)

b− a
=

∫ b

a
f(x)dx

b− a

from which the claim follows.

Exercise 2 Differentiability and first order approximation

i) Compute the partial derivatives of f(x, y) = x3y
1+x2+y4

.

ii) Compute the partial derivatives of f(x, y) = xy at a point where x > 0
and y > 0.

iii) Compute the partial derivatives of f(x, y) = sin(x sin(y)).

iv) Let f : R → R be a continuous function. Show that f is differentiable
at x0 if and only if there exist a, b ∈ R such that

lim
h→0

f(x0 + h)− a− bh

h
= 0.
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Solution 2

i) We will just provide the answers here.

∂f

∂x
=

x4y + 3x2y + 3x2y5

(1 + x2 + y4)2
,

∂f

∂y
=

x3 + x5 − 3x3y4

(1 + x2 + y4)2
.

ii)
∂f

∂x
= yxy−1,

∂f

∂y
= xy ln x

iii)
∂f

∂x
= sin(y) cos(x sin(y)),

∂f

∂y
= x cos(x sin(y)) cos(y).

iv) Suppose f is differentiable at x0, and let a = f(x0) and b = f ′(x0). Then

lim
h→0

f(x0 + h)− f(x0)− f ′(x0)h

h
= lim

h→0

f(x0 + h)− f(x0)

h
− f ′(x0)

= f ′(x0)− f ′(x0) = 0,

where we used the existence of both parts of the limit to split it into
two.

Now, suppose this limit condition holds. The only way this limit can
exist is if

lim
h→0

f(x0 + h)− a− bh = 0

which, by continuity of f , implies that a = f(x0). Then, the limit
condition implies that, for every ε > 0 there exists δ such that∣∣∣∣f(x0 + h)− f(x0)

h
− b

∣∣∣∣ < ε

for all 0 < |h| < δ. This is precisely what it means for

lim
h→0

f(x0 + h)− f(x0)

h

to exist and be equal to b, i.e. f is differentiable at x0 with derivative b.

|
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Exercise 3 Mixed partial derivatives are harder than you thin

Given a function f : Rm → R with first order partial derivatives, we can
attempt to define second order partial derivatives by

∂2f

∂xi∂xj

(x⃗) = (∂i∂jf)(x⃗) := lim
h→0

(∂jf)(x⃗+ he⃗i)− (∂jf)(x⃗)

h

whenever this limit exists. In more standard notation

∂2f

∂xi∂xj

:=
∂

∂xi

(
∂f

∂j

)
.

When the first order partial derivatives are continuous, if the second order
partial derivatives, when they are defined, are also continuous, the order in
which we take the derivatives does not matter. In general

∂2f

∂xi∂xj

̸= ∂2f

∂xj∂xi

.

Define a function f : R2 → R by

f(x, y) :=

{
xy(x2−y2)
x2+y2

if (x, y) ̸= (0, 0),

0 if (x, y) = (0, 0).

i) Compute the partial derivatives of f with respect to x and y away from
(0, 0), using the standard rules, and at (0, 0), using the limit definition.

ii) Compute ∂2f
∂x∂y

and ∂2f
∂y∂x

away from (0, 0) and at (0, 0), using the limit
definition if necessary.

Solution 3

i) Away from (0, 0), the usual rules of differentiation apply, so we can apply
quotient/product rule to determine that

∂f

∂x
(x, y) =

3x2y − y3

x2 + y2
− 2x

(
x3y − xy3

(x2 + y2)2

)
,

which simplifies to

∂f

∂x
(x, y) =

3x4y + 3x2y3 − x2y3 − y5 − 2x4y + 2x2y3

(x2 + y2)2
=

x4y + 4x2y3 − y5

(x2 + y2)2
.
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At (0, 0), we need to compute the limit directly

∂f

∂x
(0, 0) = lim

h→0

f(h, 0)− f(0, 0)

h

= lim
h→0

0− 0

h
= 0.

For the partial derivative with respect to y, we could compute this di-
rectly, or note that that

f(x, y) = −f(y, x)

and apply chain rule to get that, away from (0, 0),

∂f

∂y
(x, y) = −∂f

∂x
(y, x) =

x5 − 4x3y2 − xy4

(x2 + y2)2
.

At (0, 0), we can again apply this symmetry argument or compute the
limit directly:

∂f

∂x
(0, 0) = lim

h→0

f(0, h)− f(0, 0)

h

= lim
h→0

0− 0

h
= 0.

ii) Away from (0, 0), we can apply the usual rules:

∂2f

∂x∂y
=

∂

∂x

(
x5 − 4x3y2 − xy4

(x2 + y2)2

)
=

5x4 − 12x2y2 − y4

(x2 + y2)2
− 4x

(
x5 − 4x3y2 − xy4

(x2 + y2)3

)
=

5x6 + 5x4y2 − 12x4y2 − 12x2y4 − x2y4 − y6 − 4x6 + 16x4y2 + 4x2y4

(x2 + y2)3

=
x6 + 9x4y2 − 9x2y4 − y6

(x2 + y2)3
.

Noting that
∂f

∂x
(x, y) = −∂f

∂y
(y, x)
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we have that
∂2f

∂y∂x
= − ∂2f

∂x∂y
(y, x) =

∂2f

∂x∂y
(x, y)

since
∂2f

∂x∂y
(x, y) = − ∂2f

∂x∂y
(y, x).

To compute the derivatives at (0, 0), we compute the limit directly

∂2f

∂x∂y
(0, 0) = lim

h→0

h5

h
− 0

h
= 1,

∂2f

∂y∂x
(0, 0) = lim

h→0

−h5

h
− 0

h
= −1,

Exercise 4 Matrix norms and exponentials

i) Let T : Rm → Rn be a linear map. Show that the map x⃗ → T x⃗ is
continuous at every point of Rm.

Hint: Recall the first homework. Consider the zero map as a separate
case

ii) Define the Hilbert-Schmidt norm of a real (m×n)-matrix A = (Ai,j) by

∥A∥HS =

√√√√ m∑
i=1

n∑
j=1

A2
i,j.

Show that the Hilbert-Schmidt norm satisfies the triangle inequality:

∥A+B∥HS ≤ ∥A∥HS + ∥B∥HS.

Hint: Either replicate the proof for the Euclidean norm, or figure out a
way to view this as a Euclidean norm

iii) Let T be an (n × n)-matrix. Define a sequence of matrices by {Ts =∑s
k=0

1
k!
T k}. Viewing this as a sequence in Rn2

, show that this is a
Cauchy sequence and hence converges. You may freely use the fact that

∞∑
k=0

xk

k!
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converges for all real R.

iv) Define exp(T ) : lims→∞ Ts as the limit of this sequence. Can you find
an example of two square matrices A, B such that

exp(A+B) ̸= exp(A) exp(B)?

Solution 4

i) We will show that this map is continuous at an arbitrary point p⃗ ∈ Rm.
Let ε > 0 be given. If T is the zero map, then

∥T x⃗− T p⃗∥ = 0 < ε

for every x⃗ ∈ Rm, and in particular for every point such that ∥x⃗−p⃗∥ < 1.

If T is not the zero map, then recall that ∥T v⃗∥ ≤ ∥T∥HS∥v⃗∥ for every
v⃗ ∈ Rm, and also note that, since the Hilbert Schmidt norm is defined
in terms of the sums of the squares of entries of T , ∥T∥HS ̸= 0 for any
non-zero T . As such, for every x⃗ ∈ Rm such that

∥x⃗− p⃗∥ <
ε

∥T∥HS

we have that

∥T x⃗− T p⃗∥ = ∥T (x⃗− p⃗)∥ ≤ ∥T∥HS∥x⃗− p⃗∥ < ∥T∥HS
ε

∥T∥HS

= ε.

ii) The vector space of (m×n)-matrices is clearly isomorphic to Rmn under
the map taking a matrix to the vector obtained by stacking the columns
of the matrix to one long vector. Furthermore, the Hilbert-Schmidt
norm of a matrix is automatically equal to the Euclidean norm of the
corresponding vector, and hence the triangle inequality follows from the
triangle inequality for Rmn.

iii) If we can show that this is a Cauchy sequence in Rn2
, then we know all

such sequences converge. To see that it is Cauchy, note that, for t > s,

∥Tt − Ts∥ = ∥
t∑

k=s+1

1

k!
T k∥ ≤

t∑
k=s+1

1

k!
∥T k∥

=
t∑

k=s+1

1

k!
∥T k∥HS ≤

t∑
k=s+1

1

k!
∥T∥kHS
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We know that the series
∑∞

k=0
1
k!
∥T∥kHS converges, which is to say that

the sequence

{xs =
s∑

k=0

1

k!
∥T∥kHS}

converges. This implies that it is Cauchy, so for every ε > 0, there exists
N > 0 such that for all t > s ≥ N ,

∥Tt − Ts∥ ≤
t∑

k=s+1

1

k!
∥T∥kHS = |xt − xs| < ε

where we have used the non-negativity of ∥T∥HS. Hence the sequence
{Ts} is Cauchy and convergent.

iv) We will take

A =

(
0 1
0 0

)
and

(
0 0
1 0

)
so that

exp(A) =

(
1 0
0 1

)
+

(
0 1
0 0

)
=

(
1 1
0 1

)
and

exp(B) =

(
1 0
0 1

)
+

(
0 0
1 0

)
=

(
1 0
1 1

)
.

Hence

exp(A) exp(B) =

(
2 1
1 1

)
while

exp(A+B) =

(
1 0
0 1

)
+

(
0 1
1 0

)
+
1

2

(
1 0
0 1

)
+ · · · =

(
cosh(1) sinh(1)
sinh(1) cosh(1)

)
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