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Exercise 1 Properties of sequences (40pts)

Let {x⃗n} and {y⃗n} be two sequences of points in Rm, and let λ ∈ R be a real
number. Suppose that {x⃗n} converges to a point p⃗, and {y⃗n} converges to a
point q⃗. By giving a formal ε-N proof, establish the following:

(10pts) The sequence {λx⃗n} converges to λp⃗,

Hint: consider λ = 0 as a separate case.

(10pts) The sequence {z⃗n = x⃗n + y⃗n} converges to p⃗+ q⃗.

(20pts) The sequence of real numbers {an = ⟨x⃗n, y⃗n⟩} given by the inner prod-
uct of x⃗n with y⃗n converges to the inner product ⟨p⃗, q⃗⟩.
Hint: Using the following, apply the Cauchy-Schwarz inequality

⟨x⃗, y⃗⟩ − ⟨p⃗, q⃗⟩ = ⟨x⃗− p⃗, y⃗ − q⃗⟩+ ⟨p⃗, y⃗ − q⃗⟩+ ⟨x⃗− p⃗, q⃗⟩.
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Exercise 2 Matrix norms (60pts)

In the following, you may use any standard facts from your first year courses.
Let A : Rm → Rs be a linear transformation represented by the (s × m)-
matrix (Ai,j) 1≤i≤s

1≤j≤m
with respect to the standard bases. We define the Hilbert-

Schmidt norm of T by

∥A∥HS :=

√√√√ s∑
i=1

m∑
j=1

A2
i,j.

(15 pts) Show that, for any x⃗ ∈ Rm,

∥Ax⃗∥ ≤ ∥A∥HS∥x⃗∥.

Hint: what are the components of Ax⃗ and how could we bound them
using the Cauchy-Schwarz inequality?

(15 pts) Show that, given linear transformations

A : Rm → Rs andB : Rs → Rt,

the Hilbert Schmidt norm satisfies

∥BA∥HS ≤ ∥B∥HS∥A∥HS

(15 pts) Denoting by AT the transpose of the matrix A, and by tr(M) the trace
of a square matrix M , show that

∥A∥2HS = tr(ATA)

(15 pts) Let A : R3 → R3 be given by the below matrix, and define a sequence
of points in R3 by x⃗n := An−1x⃗1, where x⃗1 is given below. Prove that
{x⃗n} converges to 0⃗.

A =

1
2

0 1
2

0 1
3

1
3

1
5

1
10

0

 , x⃗1 =

1
2
3

 .
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