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I’ll focus on QE over the reals.
Problem (Quantifier Elimination)

Given a quantified statement about polynomials \( f_i \in \mathbb{Q}[x_1, \ldots, x_n] \)

\[
\Phi_j := Q_{j+1}x_{j+1} \cdots Q_nx_n \Phi(f_i) \quad Q_i \in \{\forall, \exists\} \quad (1)
\]

produce an equivalent \( \Psi(g_i) : g_i \in \mathbb{Q}[x_1, \ldots, x_j] \): “equivalent” \( \equiv \)

“same real solutions”.
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Solution [Col75]: produce a Cylindrical Algebraic Decomposition of \( \mathbb{R}^n \) such that each \( f_i \) is sign-invariant on each cell, and the cells are \textit{cylindrical}: \( \forall i, \alpha, \beta \) the projections \( P_{x_1,\ldots,x_i}(C_\alpha) \) and \( P_{x_1,\ldots,x_i}(C_\beta) \) are equal or disjoint.
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produce an equivalent $\Psi(g_i) : g_i \in \mathbb{Q}[x_1, \ldots, x_j]$: “equivalent” $\equiv$ “same real solutions”.

Solution [Col75]: produce a Cylindrical Algebraic Decomposition of $\mathbb{R}^n$ such that each $f_i$ is sign-invariant on each cell, and the cells are cylindrical: $\forall i, \alpha, \beta$ the projections $P_{x_1,\ldots,x_i}(C_{\alpha})$ and $P_{x_1,\ldots,x_i}(C_{\beta})$ are equal or disjoint. Each cell has a sample point $s_i$ (normally arranged cylindrically) and then the truth of $\Phi$ in a cell is the truth at a sample point, and $\forall x_r$ becomes $\bigwedge_{x_r \text{ samples}}$ etc.
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Consider the problem $\exists y \exists x \ x^2 + y^2 < 1 \land 2x < -1$. We give CAD the set \{2x - 1, x^2 + y^2 - 1\}, and suppose we project onto the $y$ axis.

The non trivial parts of our projection are
\[
\left\{ \underbrace{4 - 4y^2}, \underbrace{4y^2 - 3} \right\}
\]
\[
discrim_x(x^2 + y^2 - 1) \quad res_x(x^2 + y^2 - 1, 2x + 1)
\]
Plus/Minus of CAD

+ Solves the problem given, e.g. \( \forall x \exists y f > 0 \land (g = 0 \lor h < 0) \)
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− Current algorithms can be misled by spurious solutions. Consider \( \{x^2 + y^2 - 2, (x - 6)^2 + y^2 - 2\} \). Because \( x = 3, y = \pm \sqrt{-7} \) is a common zero, current algorithms wrongly regard \( x = 3 \) as a critical point over \( \mathbb{R}^2 \) (which it would be over \( \mathbb{C}^2 \)).
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This feed from $d$ to $m$ causes the $d^2n + O(1)$. 
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Then make square-free etc., and repeat.

$$(m, d) \Rightarrow (m^2d, 2d^2) \Rightarrow (2m^4d^4, 8d^4) \Rightarrow (32m^8d^{12}, 128d^8) \Rightarrow \cdots$$

This feed from $d$ to $m$ causes the $d^{2^{2n}+O(1)}$. 
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Say that a set of polynomials is \((M,D)\) if it can be partitioned into \(\leq M\) sets, with the sum of the degrees in each set \(\leq D\). This is preserved under square-free, relatively prime, and even complete factorisation, and behaves well w.r.t. operations.

Proposition

If \( S \) is an \((M,D)\) set of polynomials in \((x_1, \ldots, x_n)\), then \(\{\text{res}_{x_n}(f_i, f_j) : f_i, f_j \in S\}\) is an \(\left(\frac{M(M+1)}{2}, 2D^2\right)\) set.
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$P_L$ is very similar to $P_M$ (only needs leading and trailing coefficients).

What is guaranteed is Lazard-invariance, not order-invariance. Like order-invariance, Lazard-invariance is stronger than sign-invariance. The lifting process is different: if a polynomial is nullified, we divide through by the nullifying multiple (and therefore locally lift w.r.t. a different polynomial). Hence we don't need the well-oriented assumption.
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The lifting process is different: if a polynomial is nullified, we divide through by the nullifying multiple (and therefore locally lift w.r.t. a different polynomial). Hence we don’t need the well-oriented assumption.
The true complexity of quantifier elimination comes from the logical structure, especially alternation of quantifiers.

The definition of cylindricity means that the results must be applicable for all quantifier structures (with the variables in the same order).

However, while the worst case is very bad, there is a lot that can be done with the end structure.

Frequent recent interests involve making CAD procedures dynamic, and optimisations in the presence of equational constraints.
Questions?
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*An Improved Projection Operation for Cylindrical Algebraic Decomposition.*

Validity proof of Lazard’s method for CAD construction.