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ABSTRACT
The distribution of passwords chosen by users has impli-
cations for site security, password-handling algorithms and
even how users are permitted to select passwords. Using
password lists from four different web sites, we investigate if
Zipf’s law is a good description of the frequency with which
passwords are chosen. We use a number of standard statis-
tics, which measure the security of password distributions,
to see if modelling the data using a simple distribution is
effective. We then consider how much the password dis-
tributions from each site have in common, using password
cracking as a metric. This shows that these distributions
have enough high-frequency passwords in common to pro-
vide effective speed-ups for cracking passwords. Finally, as
an alternative to a deterministic banned list, we will show
how to stochastically shape the distribution of passwords,
by occasionally asking users to choose a different password.

Categories and Subject Descriptors
K.6.5 [Computing Milieux]: Security and Protection

General Terms
Security, Human Factors, Algorithms

Keywords
passwords, distribution, Zipf, dictionary attack

1. INTRODUCTION
Passwords are one of the most common forms of authenti-

cation that users encounter, particularly on the web. While
there is a large literature of advice on how to choose pass-
words (e.g. [11]), there are many reasons not to follow it. It
has even been argued that in general, the cost of following
such advice is greater than the cost of losing the information
being protected [7]. Consequently, rather than a theoreti-
cally desirable uniform distribution, we see that some pass-
words are significantly more common than others. In this
paper we investigate frequency distributions that passwords
are chosen with. We consider abstract issues, such as how to
model the distribution and practical problems, such as the
password cracking and how to improve users’ choices.
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One interesting candidate to model this distribution is
Zipf’s Law. Zipf’s Law is a probability distribution where
the frequency of an event is inversely proportional to its rank
on the frequency table. Here the rank of the most common
event is 1, the rank of the second most common is 2, and
so on. Zipf’s Law has been observed in the frequencies with
which words are used in natural language. While there are a
number of substantial differences between the choice of pass-
words and the use of words in natural language, Zipf’s Law
has the potential to capture the skewed nature of the pass-
word distribution. We expect that rather than uniformly
choosing from a list of non-dictionary words, the average
user is likely to choose a password which they can easily re-
member (their name, city, favourite team, . . . ) which leads
to certain passwords being used more frequently than others.

To study this, we use lists of users and passwords from
hotmail.com, flirtlife.de, computerbits.ie and rockyou.com,
which are described in Section 2. In each case, the list of
usernames and passwords were made public after a security
incident. Our Zipf model has frequencies proportional to
r−s, where r is the rank of a password and s is a parameter
close to one. In Section 3 we analyse our datasets and fit
a value for s. We will see that, while a Zipf distribution
does not fully describe our data, it provides a reasonable
model, particularly of the long tail of password choices. To
our knowledge, this is the first paper to study if Zipf’s Law
applies to the choice of passwords.

Seeing Zipf’s Law, or any other distribution that is indeed
skewed in favour of a subset of passwords, has implications
for security. If the right distribution of passwords can be
identified, the cost of guessing a password can be reduced.
One expects that, say, the demographic of users of a site
could be used to target an attack; a website with a .ie domain
is more likely to have Irish themed passwords than a site
with a .fr domain. A heavy-tailed distribution of password
choices could be exploited by algorithm designers to more
efficiently deal with passwords (e.g. algorithms in [15]).

To establish if models such as a Zipf distribution can pro-
vide useful predictions, in Section 4 we use metrics such as
guesswork [13] and Shannon entropy. We calculate these
metrics for both the fitted model and the actual data, and
compare the results. We find that the actual metrics are
within a factor of two of those predicted by the Zipf dis-
tribution, and that the Zipf model usually provides better
predictions than a simple uniform model.

In Section 5 we study a more important question: how
much does one set of password choices tells us about general
password choices. We compare the similarity of our data sets
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Site #users #pass
#pass

#users
hotmail 7300 6670 0.91
flirtlife 98930 43936 0.44
computerbits 1795 1656 0.92
rockyou 32603043 14344386 0.44

1: Number of users and distinct passwords for each site.

using guessing as a metric. We show that by using common
passwords from one list, an attacker can obtain a speed up
when guessing passwords from another list, in some cases an
order of magnitude faster than techniques assessed in [4].

Finally, in Section 6, we introduce a defensive technique
for making the passwords in use more uniform. When a user
sets or resets a password, the technique probabilistically asks
them to choose a different password. This technique uses
the Metropolis-Hastings algorithm [6, 12] and produces a
more uniform distribution of used password by stochastically
limiting their frequency, rather than imposing hard limits as
discussed in [15].

2. OVERVIEW OF DATASETS
We collected sets of passwords belonging to sites which

were compromised and the lists of passwords subsequently
publicly leaked. Since the sets were gathered by differ-
ent methods (e.g. key-logging, network sniffing or database
dumps) the lists may only contain a random, and possibly
biased, sample of users. Our lists are from hotmail.com in
2009, flirtlife.de in 2006, computerbits.ie in 2009 and rock-
you.com in 2009.

Some of the lists also give multiple passwords for a small
number of users. In this case, we cleaned up the sets by
taking the user’s password as the last entry seen for that
user, which would hopefully correspond to a user initially
typing the wrong password and then typing the correct one,
or in the case that the password was changed, the most re-
cent password. We also omitted any user with a whitespace
password. After the data was cleaned up, we produced a
table ranking passwords in order of decreasing frequency of
use by users. Table 1 shows the number of users and the
number of distinct passwords for each set of data. As is
obvious from the table, for smaller lists there are relatively
more unique passwords.

Table 2 summarises the top 10 passwords in each list. We
see that passwords such as 123456 and password are very
common. The most common password, “123456” accounts
for 0.7% of the total passwords in the hotmail data, 3.3%
in the flirtlife list and 2.0% in the rockyou list; “password”
accounts for 1.2% of the total passwords of the computerbits
list. This indicates that the password distribution is skewed
in favour of some common passwords.

The demographic of the users from each list is evident in
the first 10 passwords of the lists with each ccTLD. Note that
the hotmail.com data is believed to have been collected with
phishing targeted at the Latino community. The flirtlife list
shows clear signs of users speaking German and Turkish, and
the computerbits list contains place names of Irish interest.
If we look at the data from computerbits and rockyou we
see that the name of the website appears in the top ten of
each list. It seems likely that this method for choosing a
password will also be used on other sites.

hotmail flirtlife c-bits rockyou
s 0.16 0.64 0.15 0.51
raw
s 0.44 0.69 0.45 0.78
binned
−m 2.46 1.72 2.56 1.37
raw
−m 3.07 2.32 3.10 2.23
binned
1 + 1/s 3.27 2.45 3.22 2.28
binned

3: Parameters for Zipf distribution, estimated by least
squares fits to frequency and nk vs. k graphs.

Knowing the demographic of the users of a site, one could
build a dictionary covering the most likely common pass-
words in use. This implies that users, if they are concerned
about their accounts being hacked, should use less common
passwords. Advice such as changing some of the charac-
ters to upper-case or writing the word in ‘leet speak’, aims
to move the password out of the most-common list. These
results also confirms something that system administrators
have observed empirically, that including a localised dictio-
nary when checking password hashes with crack will usually
increase the number of recovered passwords.

3. DISTRIBUTION OF PASSWORDS
In this section we look at how passwords are distributed in

our lists, and see how well these distributions match a Zipf
model. We will be interested in the frequency fi with which
we see the ith most popular password. Where passwords are
seen equal numbers of times, we break the tie randomly.

It turns out to be not that helpful to plot the rank vs.
frequency of our data on a linear scale. There are a small
number of passwords with a high frequency, and many pass-
words with a frequency of 1 or 2, which makes the graphs
illegible. Instead, we plot the frequency versus rank on a log-
log scale in Figure 1. These graphs certainly show evidence
of heavy-tailed behaviour, with the frequency dropping more
slowly than exponentially. A Zipf distribution would appear
as a straight line on a log-log plot, where the parameter s is
the negative of the slope.

If we fit a least-squares line to this data, as shown in
Figure 1, we get a slope which is too shallow because a large
fraction of the points have frequency 1 or 2, which biases the
slope towards 0. To account for this, we follow the method in
[1] and bin the data logarithmically, as shown in Figure 2.
Here, we sum the frequency of all ranks between 2n and
2n+1 − 1. We see that this gives us a slope which better fits
our data, and that the line appears a relatively good fit. We
use this binned slope as a basis for modelling our data with
a Zipf distribution.

An alternate way to view the data is to look at the number
of passwords nk that are each used by exactly k users. We
plot this in Figure 3 on a log-log scale. As explained in [1], if
the data is Zipf-distributed, we expect this graph to also be
a straight line with slope −(1+1/s). As we can see, we also
need to bin this data before fitting a line. If we do this, we
see a line is a relatively good fit, with the largest discrepancy
appearing for computerbits, the smallest list. The resulting
slopes are summarised in Table 3.

We can also build a maximum liklihood estimator (MLE)
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1: Plot of plot rank vs. frequency on log-log scale
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2: Exponentially binned plot of Figure 1
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Rank hotmail #users flirtlife #users computerbits #users rockyou #users
1 123456 48 123456 1432 password 20 123456 290729
2 123456789 15 ficken 407 computerbits 10 12345 79076
3 111111 10 12345 365 123456 7 123456789 76789
4 12345678 9 hallo 348 dublin 6 password 59462
5 tequiero 8 123456789 258 letmein 5 iloveyou 49952
6 000000 7 schatz 230 qwerty 4 princess 33291
7 alejandro 7 12345678 223 ireland 4 1234567 21725
8 sebastian 6 daniel 185 1234567 3 rockyou 20901
9 estrella 6 1234 175 liverpool 3 12345678 20553
10 1234567 6 askim 171 munster 3 abc123 16648

2: Top 10 Passwords for each list
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3: Plot of k vs. nk on log-log scale.

for a truncated Zipf distribution, which assigns probability
proportional to r−s to passwords with rank r = 1 . . . N . The
MLE for N is just the number of passwords with non-zero
frequency and the MLE for s can be constructed using stan-
dard techniques as described in [3]. This has the advantage
of providing both estimates of the standard error in s and a
p-value1. The results are shown in Table 4.

We see that the estimates for s provided by the MLE
for the flirtlife and rockyou data are quite close to those
provided by least-squares estimate. The MLE estimates for
s for the smaller data sets are between the binned values
(around 0.45) and the raw values (around 0.15). We see
that the p-values indicate that the hotmail, computerbits
and rockyou data are unlikely to actually be Zipf distributed.
However, for the hotmail and computerbits data the largest

1P-values are calculated by generating samples using a Zipf
with the estimated parameters, applying the same sorting
and estimation. We then calculate the fraction which exceed
the Anderson-Darling statistic of our actual data.

hotmail flirtlife c-bits rockyou
s 0.246 0.695 0.23 0.7878
MLE
s 0.009 0.001 0.02 < 0.0001
stderr
p-value < 0.01 0.57 < 0.01 < 0.01

4: Parameters for Zipf distribution, estimated by MLE.

discrepancy between the Zipf’s Law and the data is for the
first few passwords, indicating that the tail of the data could
pass for Zipf with a higher p-value.

To summarise, we have seen that the password frequency
data has heavy-tailed characteristics by plotting it on a log-
log plot. Both least-squares and maximum-liklihood esti-
mates indicate that if Zipf distributed, the s parameter is
small. However, p-values indicate the data is unlikely to be
drawn exactly from Zipf’s Law.
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4. PASSWORD STATISTICS
In this section we will look at a number of statistics rele-

vant to passwords that can be derived from the distribution
of how passwords are chosen. We will look at these statistics
when calculated directly from our lists, and compare the re-
sults when they are calculated using two models: Uniform
and Zipf. For the real lists, we calculate our statistics as-
suming the probability of the password of rank i appearing is
fi/N , where fi is the frequency with which we observed that
password and N is the total number of passwords observed.

The first model assumes password choices are uniform over
all passwords seen, i.e., if the number of passwords is N
then a password is chosen with probability 1/N . The second
model assumes that password choices are distributed with a
Zipf distribution, i.e., the probability of password with rank
i being used is Pi = Ki−s, where s is the parameter found
in Section 3 and K is a normalising constant.

Now let us describe the statistics of interest. The first
statistic is the guesswork, which is the mean number of
guesses needed to correctly guess the password [13], when
the ranked list of passwords is known, but the exact pass-
word is not. Guesswork is given by, G =

PN
i=1 iPi, where Pi

is the probability of the password of rank i. This statistic
places considerable emphasis on the tail of the distribution,
and can be sensitive to relatively small gaps between the
model and the data.

Another strategy for guessing passwords, given the distri-
bution, is to try the common passwords, but to give up when
some fraction α of the distribution has been covered. The
mean number of guesses associated with this is known as the
α-guesswork, Gα [13]. Its value is given by, Gα =

Prα
i=1 iPi,

where rα is the rank of the password when the cumulative
probability of being successful is at least α. We will work
with α = 0.85, so that we cover most of the distribution,
but avoid the tail.

The Shannon Entropy, H = −P
Pi log2 Pi, is a common

measure of the number of bits of uncertainty associated with
a random variable. While Shannon Entropy has been used
as a measure of security of password and key distributions, it
does not relate directly to how easy it is to guess a password
[10, 8]. Rényi entropy, which is a generalisation of Shannon
entropy, is given by R = log2(

P√
Pi)

2. It is asymptoti-
cally related to the guessability of a password [2, 9]. The
min-Entropy is also used as a conservative measure of pass-
word/key security [5].

Figure 4 compares the guesswork statistics for the uniform
model, the real data and the Zipf model. The three bars on
the left show the guesswork and the three on the right show
the 0.85-guesswork. As expected, the guesswork estimates
for the uniform model overestimate the required number of
guesses. A relatively small percentage of the total number
of passwords in the hotmail.com and computerbits.ie lists
are shared. This seems to be reflected in the predictions for
guesswork, where the uniform distribution provides a rela-
tively good prediction for hotmail and computerbits, while
the Zipf model underestimates. For flirtlife and rockyou,
shared passwords make up a larger percentage of the total
passwords, and the guesswork is far lower than the uniform
guesswork, but the Zipf model provides better predictions,
though it still underestimates.

Figure 5 shows the Entropy values for the actual data and
models. Shannon Entropy is shown on the left, min-Entropy
in the middle and Rényi Entropy on the right. The Uniform

model, again as expected, tends to overestimate the Entropy.
However, for the Rényi Entropy both models and the data
seem to give results that are close together. The Zipf model
seems to provide relatively good approximations in all cases.

5. RELATION BETWEEN DISTRIBUTIONS
While the popular passwords in our lists have things in

common (e.g., the password 123456), they also show fea-
tures specific to the website or service. In Section 3 we also
saw that all lists have a number of relatively frequently used
passwords followed by a long tail of uncommon passwords.
In this section, we would like to quantify how much in com-
mon there is between the passwords in these lists.

Consider the problem of guessing the password of a ran-
domly selected user from one of our lists. If we guess the
passwords in the order from most popular to least popular
in that list, then after t guesses we will have guessed the
passwords used by C(t) =

Pt
i=1 fi users. If we guess one

password at each trial, guessing in this order recovers users’
passwords as quickly as possible, and is in this sense optimal.
Figure 6 shows C(t) as a solid line for each of our datasets.
The right-hand axis is scaled to show C(t)/N , which we
can interpret as the probability of successfully guessing in t
guesses or the fraction of users whose passwords have been
guessed. For example, after 100 guesses using the hotmail
data, we have recovered around 400 users’ passwords, which
is a 5% probability of success against a particular user. Since
we guess in the optimal order, other orderings recover fewer
users and have a lower probability of success.

If we do not know the optimal order in which to guess the
passwords, we may instead guess them in the optimal order
for another reference data set. Suppose we have a password
of rank i in the reference data set, and it has rank σ(i) in the
data set being guessed. If we guess in the order given by the
reference data set, after t guesses, we will have guessed the
passwords of C(t||σ) =

Pt
i=1 fσ(i) users, where we assume

fσ(i) is zero if password i is not in the list we are guessing.
If the ordering of the passwords by popularity is the same
for both lists, then this function will be C(t||σ) = C(t),
otherwise C(t||σ) ≤ C(t).

Figure 6 shows C(t||σ) for each of our lists, when using
each of the other lists as a reference. Consider the situation
after 1000 trial guesses. The number of users whose pass-
words match one of these 1000 guesses, C(1000||σ), can be
seen to vary by almost an order of magnitude, depending
on the list used as a reference. Thus, to guess passwords
quickly, we would like a good reference list.

Observe that for any list, once we have made more than
10–100 guesses, the larger reference lists lead to more suc-
cesses than smaller lists. This suggests that beyond the most
popular passwords, there may be a more general ordering of
passwords that is more apparent from the larger data sets.
The top one million rockyou passwords cover close to 40%
of users in the other lists.

In practice, the number of guesses that can be made de-
pends on the details of the attack. An attacker targeting a
single online account from one IP, might find the account
locked after a small number of guesses. However, if the
attacker is cycling through many users from a number of
vantage points, the number of guesses could be considerably
higher: the attempts may only be limited by the amount of
CPU time available to the attacker.

We can apply this directly to a password cracking prob-
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4: Guesswork statistics for Uniform model, Real data and Zipf model.
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5: Entropy values for Uniform model, Real data and Zipf model.
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6: Number of users whose passwords are recovered by using the password ordering from one distribution to guess another.
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7: Number of users whose passwords are cracked by us-
ing the password ordering from different distribution on the
Gawker.com password hashes.

lem. In December 2010, the password database from Gawker.com
was leaked. This database did not contain plaintext pass-
words, but instead contained hashes of passwords using the
well-known DES and Blowfish password hashing schemes.
We can use the words in our list as guesses in an off-line
cracking attack against the Gawker hashes.

The Gawker dataset contained 748,090 users potentially
valid (i.e. 13 character) DES hashes. The hashes use 3844
different salts. A simple perl script can attempt password
guesses at a rate of approximately 80,000 trials per hour
per core on a modern CPU. As the DES hash truncates
passwords to 8 characters, we truncate long passwords and
reaggregate our previous lists. The number of users whose
passwords were cracked after t trials is shown in Figure 7.

Again, the large lists provide the fastest recovery of pass-
words, and recovers 40% of users in less than one million
trials. Even our smaller lists do well, recovering the pass-
words of more than 10,000 users in around 1,000 trials (less
than one minute of CPU time).

For comparison, in Figure 7 we show the results of using
a dictionary in lexical order as list of guesses. The dictio-
nary is based on the contents of /usr/share/dict/ on Mac
OS X, truncated to 8 characters and sorted using the Unix
sort command. This results in a return on effort that is
substantially lower than with ranked password lists.

Up to now, we have measured the effectiveness of guessing
passwords by counting the number of distinct users whose
passwords would have been correctly guessed after t guesses.
An alternative metric counts the number of distinct pass-
words that have been correctly guessed after t guesses. Note,
we recover either zero or one password at each guess.

Figure 8 shows results for our main lists. The optimal
rate at which we can recover passwords is 1 per guess, so
we plot the optimal line y = x. We see that with about
500,000–5,000,0000 guesses we obtain about 40% of the pass-
words, except when guessing rockyou passwords, when the
other lists simply do not have enough guesses to reach 40%.
Despite this, when guessing passwords from the rockyou
dataset, the curves for the other lists stay close to the opti-
mal line, showing that there is a good return for each guess.

Figure 9 shows the results for guessing the Gawker pass-
words, in terms of fraction of passwords recovered. As not
all hashes have been cracked and the hashes are salted, we
do not know the total number of distinct passwords. How-
ever, we can upper bound the number by assuming that all
uncracked passwords are unique.
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8: Number of passwords recovered by using the password ordering from one distribution to guess another.
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9: Using orderings from each list to crack Gawker hashes.

First we note that using other password lists to guess still
provides significantly better return than using a dictionary.
Indeed, the curves stay relatively close to the optimal line for
guesses based on the rockyou data set for between 10 and
10,000 guesses, indicating a success rate of almost 100%.
After using all 14 million passwords in this list, we have
cracked close to 40% of the passwords. The curve for dic-
tionary words stays a significant distance from the optimal
line, suggesting less than 10% of dictionary words are actu-
ally used as passwords in the Gawker data set.

In [4], the authors consider various techniques for generat-
ing candidate passwords for guessing/cracking. These tech-
niques include dictionary attacks, mangled dictionaries and
Markov generators, which can be trained on sample pass-
words. They assess these techniques using the fraction of
passwords recovered in three data sets. They show that

in order to recover a substantial fraction of passwords, say
40%, the number of required guesses is over 100 million, un-
less the candidate-password-generating technique is trained
on a similar dataset. Our results show that the use of a large
set of passwords as a source of guesses seems to offer con-
siderably better returns than these techniques, being able to
recover 40% of passwords in a less than 10 million guesses.
Of course, once exhausted, a list provides no more candidate
guesses, whereas the mangling and Markov techniques can
theoretically yield unbounded candidate sets.

6. MAKING CHOICES MORE UNIFORM
We have seen that people’s choice of passwords is non-

uniform, leading to some passwords appearing with a high
frequency. The previous section demonstrated one conse-
quence of this: a relatively small number of words can have
a high probability of matching a user’s password. To combat
this, sites often ban dictionary words or common passwords
(e.g. the Twitter banned password list [16]), in an effort to
drive users away from more common passwords.

If password choices were uniform (over a large set of pass-
words) some attacks based on the existence of common pass-
words become ineffective. With this in mind, a scheme was
suggested in [15] which prevents users from choosing par-
ticular passwords when they become relatively too popular,
to reduce the non-uniformity of the password distribution.
We consider an alternative way to address this problem, by
treating users as biased random password generators.

There are well-known schemes that take the output from
a random generator and manipulate it to achieve a different
distribution. For example, the Metropolis-Hastings scheme
[6, 12] allows the generation of a desired distribution P (.) by
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probabilistically accepting/rejecting the steps of a Markov
chain Q(., .). It has the property that the density of the
desired distribution does not need to be known, as long as
a function proportional to the density is known.

The basic Metropolis-Hastings scheme is as follows:

1. Set t← 0, choose any xt.

2. Generate x′ with distribution Q(x′, xt).

3. With probability min
“
1, P (x′)

P (x)
Q(xt,x′)
Q(x′,xt)

”
go to step 4

(accept), otherwise return to step 2 (reject).

4. t← t + 1, xt ← x′.

where the terms of the sequence xt are the output. Usu-
ally, the initial outputs are discarded, to wash out the initial
choice of x0 and allow the sequence to approach its station-
ary behaviour. This is sometimes referred to as burn in.

We can apply this scheme to produce a more uniform
choice of passwords. Our desired distribution P (.) will be
uniform over all passwords that users are willing to use, so
P (x′)/P (x) = 1. Suppose that if a user is asked to choose
a password that they choose it independently of previous
choices with probability Q(.). Though we do not know Q(.),
we make an online estimate of it, by tracking the frequency
F (.) with which users attempt to use particular passwords.

This suggests the following scheme that could be applied
when users select a password as part of a password set/reset
procedure:

1. Uniformly choose x from all previously seen passwords.

2. Ask user for a new password x′.

3. Generate a uniform real number u in the range [0, F (x′)]
and then increment F (x′). If u ≤ F (x) go to step 4
(accept), otherwise return to step 2 (reject).

4. Accept use of x′ as password.

This scheme aims to generate a uniform distribution via
users’ choices using a Metropolis-Hastings scheme. There
are a few things to note. First, by choosing x uniformly over
all seen passwords, we aim to avoid the need for a burn-in
period, because we begin with a choice drawn from the dis-
tribution we want. Second, the password x is never actually
used, only its frequency F (x), so we can use 0 for F (x) if the
scheme has seen no previous passwords. Finally, the scheme
learns F (.) on-line, so the more password choices it sees, the
better we expect it will be at making choices uniform.

We implemented this scheme and tested it by choosing
passwords from the rockyou dataset, where the probability
a password was selected was proportional to its frequency
in the dataset. We generated passwords for 1,000,000 users,
with the Metropolis-Hastings scheme and, for comparison,
when users were free to choose any password or when there
was a hard relative frequency limit on passwords.

The results are shown in Figure 10. We see that with the
Metropolis-Hastings scheme, the distribution is much more
uniform, and the frequencies of the most common passwords
have been reduced from over 1,000 to just over 10, a reduc-
tion of more than two orders of magnitude. One concern
with this scheme is that is may reject a user’s choice of
password many times, and frustrate the user. However, over
these trials, users are asked on average for 1.28 passwords
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10: Plot of rank vs. frequency for users generated from
rockyou dataset, with free choices, the Metropolis-Hastings
scheme and a hard relative frequency limit (similar to [15]).

with a variance of 0.61 (compared to 1.36 and 0.72 respec-
tively for a fixed relative frequency limit of 1/1, 000, 000).

We note that the Metropolis-Hastings scheme has some
similarities to the scheme in [15]. Both schemes store fre-
quency information about passwords and guide users’ choices.
To avoid storing passwords in plain text, one could store the
frequency of hashed passwords. Our scheme, however, stores
the frequency with which users choose a password rather
than the frequency of passwords in use. This has some ad-
vantages if the frequency table is stolen by an attacker, as
even if the hashes can be cracked, frequent choices are not so
commonly used because of the Metropolis-Hastings scheme.

Rather than using a simple frequency table, both these
schemes can be implemented with count-min sketches. This
is an efficient data structure that stores estimates of frequen-
cies. As described in [15], there are advantages to storing the
information in a sketch, particularly if the sketch is stolen by
an attacker. This is because it uses multiple hash functions
with a smaller output space, leading to false-positives if an
attacker tries to identify high-frequency passwords.

One difference in these schemes is that the Metropolis-
Hastings algorithm aims to make the whole distribution more
uniform, rather than limit the frequency of the most popular
passwords. As we saw in Section 5 mid-ranked passwords,
say from rank 10–1,000, are important for increasing the
success rate when guessing a user’s password; these guesses
increase the success probability from a fraction of a percent
up to a few percent. By moderating the frequency of these
passwords, we may reduce the effectiveness of attacks that
use both high- and mid-ranked passwords.

We also note that while this scheme learns the password
frequency distribution on-line, it could also be initialised
using a known list of password frequencies. While we chose
to target a uniform distribution, this scheme could also be
combined with a list of banned passwords (by setting the
desired frequency P (x) to be zero) or implement a soft-ban
on some passwords (by reducing P (x) for those passwords).

7. DISCUSSION
We have seen that while Zipf’s law is not an exact match,

it seems to provide a passable description of the frequencies
with which passwords are chosen. Estimates of the param-
eter s are considerably less than one. While this might be
interpreted as indicating a strongly heavy tailed behaviour,
another interpretation is that as s → 0 the distribution be-
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comes uniform, which is actually desirable for passwords.
These observations may be of use to algorithm designers,
for dimensioning data structures or even taking advantage
of the relatively heavy-tailed nature of users’ choices.

We also see that fitting a distribution provides relatively
good approximations of the Shannon Entropy, guesswork
and other statistics that are of interest when assessing a
password distribution. Using a uniform model, where all
passwords are equally likely, provides reasonable approxima-
tions for the data sets with smaller s, but provides a poor
estimate of min-Entropy.

We have seen that demography of the userbase choosing
the passwords can be evident in the most popular passwords,
and even the name of the website is a likely password. Some
sites, for example Twitter, have noticed this and implement
banned password lists [16], which includes many of the more
common passwords, including the name of the site. This
gives weight to the advice that site administrators checking
the security using password cracking software should include
custom dictionaries including locally used terms.

The Zipf distribution decays relatively slowly, so we expect
there to be a large number of relatively commonly chosen
passwords. We investigated if these passwords vary signifi-
cantly from site to site. We see that the lists of passwords
from each site have quite a lot in common. While they
do not provide the optimal order for guessing, the larger
lists provide good guidance about the ranking of passwords
in other lists. We’ve demonstrated that this can provide a
significant speedup in guessing or cracking passwords using
moderate numbers of guesses, particularly over simple dic-
tionary attack, but also over a range of the guess-generating
techniques described in [4].

An attacker can gain a useful starting point for cracking
passwords if they collect leaked passwords. If a hashed pass-
word is exposed, the time for an attacker to hash, say, 20 mil-
lion passwords is relatively small, even on a single CPU. We
note that this adds extra weight to the advice that reusing
passwords between websites is a risk, even if there is no way
for an attacker to identify which pairs of users are common
to the websites. This is because if just one site stores the
password in plaintext format and that password is leaked,
then it facilitates the subsequent cracking of that password
on systems where the passwords are hashed.

Banning more commonly chosen passwords may result in
a more even spread of password in use. Interestingly, we
saw that most English dictionary words are not necessar-
ily common passwords: out of more than 220,000 dictionary
words, less than 15,000 appeared as passwords in the Gawker
data set. We proposed a scheme based on the Metropolis-
Hastings algorithm that aims to generate more uniform pass-
word choices, without having to know a list of common
passwords in advance. A basic implementation of this is
relatively straight forward, and could be easily incorporated
into a password management system or PAM module [14].

8. CONCLUSION
We have seen that a Zipf distribution is a relatively good

match for the frequencies with which users choose pass-
words. We have also seen that the passwords found in the
lists that we have studied have relatively similar orderings.
Consequently, passwords from one list provide good can-
didates when guessing or cracking passwords from another

list. Finally, we presented a scheme that can guide users to
distribute their passwords more uniformly.

Acknowledgment: We thank Ken Duffy and Niall Murphy
for thought-provoking comments and Dermot Frost for an
offer of CPU cycles. The authors were supported by NUIM
SPUR, SFI 07/SK/I1216a and 08/SRC/I1403.

9. REFERENCES
[1] L. A. Adamic. Zipf, power-laws, and pareto-a ranking

tutorial. Xerox Palo Alto Research Center,
http://www.hpl.hp.com/research/idl/papers/

ranking/ranking.html, 2000.

[2] E. Arikan. An inequality on guessing and its
application to sequential decoding. IEEE Transactions
on Information Theory, 42, Janurary 1996.

[3] A. Clauset, C. Shalizi, and M. Newman. Power-law
distributions in empirical data. SIAM review,
51(4):661–703, 2009.

[4] M. Dell’Amico, P. Michiardi, and Y. Roudier.
Password strength: An empirical analysis. In
INFOCOM, pages 1–9, 2010.

[5] D. E. Eastlake, J. I. Schiller, and S. Crocker. RFC
4086: Randomness requirements for security. pages
1–47, 2005.

[6] W. Hastings. Monte carlo sampling methods using
markov chains and their applications. Biometrika,
57(1):97, 1970.

[7] C. Herley. So long, and no thanks for the externalities:
the rational rejection of security advice by users. In
Proceedings of the 2009 workshop on New security
paradigms, pages 133–144. ACM, 2009.

[8] D. Malone and W. Sullivan. Guesswork is not a
substitute for entropy. In Proceedings of the
Information Technology and Telecommunications
Conference, 2005.

[9] D. Malone and W. G. Sullivan. Guesswork and
entropy. IEEE Transactions on Information Theory,
50(3):525–526, 2004.

[10] J. L. Massey. Guessing and entropy. In In Proceedings
of the 1994 IEEE International Symposium on
Information Theory, page 204, 1994.

[11] M. McDowell, J. Rafail, and S. Hernan. Cyber
security tip.
http://www.us-cert.gov/cas/tips/ST04-002.html,
2009.

[12] N. Metropolis, A. Rosenbluth, M. Rosenbluth,
A. Teller, and E. Teller. Equation of state calculations
by fast computing machines. The journal of chemical
physics, 21(6):1087, 1953.

[13] J. O. Pliam. The disparity between work and entropy
in cryptology. Theory of Cryptography Library:
Record, pages 98–24, 1998.

[14] V. Samar. Unified login with pluggable authentication
modules (PAM). In Proc. CCS’96, pages 1–10, 1996.

[15] S. Schechter, C. Herley, and M. Mitzenmacher.
Popularity is everything: a new approach to
protecting passwords from statistical-guessing attacks.
In Proc. HotSec’10, pages 1–6, 2010.

[16] twitter.com. Source code from twitter registration
page. view-source:https://twitter.com/signup
(search for twttr.BANNED PASSWORDS), 2010.

WWW 2012 – Session: Security 1 April 16–20, 2012, Lyon, France

310



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Academy
    /AgencyFB-Bold
    /AgencyFB-Reg
    /Alba
    /AlbaMatter
    /AlbaSuper
    /Algerian
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialRoundedMTBold
    /ArialUnicodeMS
    /BabyKruffy
    /BaskOldFace
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BlackadderITC-Regular
    /BodoniMT
    /BodoniMTBlack
    /BodoniMTBlack-Italic
    /BodoniMT-Bold
    /BodoniMT-BoldItalic
    /BodoniMTCondensed
    /BodoniMTCondensed-Bold
    /BodoniMTCondensed-BoldItalic
    /BodoniMTCondensed-Italic
    /BodoniMT-Italic
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BradleyHandITC
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /CalisMTBol
    /CalistoMT
    /CalistoMT-BoldItalic
    /CalistoMT-Italic
    /Castellar
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chick
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CopperplateGothic-Bold
    /CopperplateGothic-Light
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Croobie
    /CurlzMT
    /EdwardianScriptITC
    /Elephant-Italic
    /Elephant-Regular
    /EngraversMT
    /ErasITC-Bold
    /ErasITC-Demi
    /ErasITC-Light
    /ErasITC-Medium
    /EstrangeloEdessa
    /Fat
    /FelixTitlingMT
    /FootlightMTLight
    /ForteMT
    /FranklinGothic-Book
    /FranklinGothic-BookItalic
    /FranklinGothic-Demi
    /FranklinGothic-DemiCond
    /FranklinGothic-DemiItalic
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItalic
    /FranklinGothic-Medium
    /FranklinGothic-MediumCond
    /FranklinGothic-MediumItalic
    /FreestyleScript-Regular
    /FrenchScriptMT
    /Freshbot
    /Frosty
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Gigi-Regular
    /GillSansMT
    /GillSansMT-Bold
    /GillSansMT-BoldItalic
    /GillSansMT-Condensed
    /GillSansMT-ExtraCondensedBold
    /GillSansMT-Italic
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /GlooGun
    /GloucesterMT-ExtraCondensed
    /GoudyOldStyleT-Bold
    /GoudyOldStyleT-Italic
    /GoudyOldStyleT-Regular
    /GoudyStout
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /ImprintMT-Shadow
    /InformalRoman-Regular
    /Jenkinsv20
    /Jenkinsv20Thik
    /Jokerman-Regular
    /Jokewood
    /JuiceITC-Regular
    /Karat
    /Kartika
    /KristenITC-Regular
    /KunstlerScript
    /Latha
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSans-TypewriterBoldOblique
    /LucidaSans-TypewriterOblique
    /LucidaSansUnicode
    /Magneto-Bold
    /MaiandraGD-Regular
    /Mangal-Regular
    /MaturaMTScriptCapitals
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MSOutlook
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /OCRAExtended
    /OldEnglishTextMT
    /Onyx
    /PalaceScriptMT
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Papyrus-Regular
    /Parchment-Regular
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PerpetuaTitlingMT-Bold
    /PerpetuaTitlingMT-Light
    /Playbill
    /Poornut
    /PoorRichard-Regular
    /Porkys
    /PorkysHeavy
    /Pristina-Regular
    /PussycatSassy
    /PussycatSnickers
    /Raavi
    /RageItalic
    /Ravie
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Condensed
    /Rockwell-CondensedBold
    /Rockwell-ExtraBold
    /Rockwell-Italic
    /ScriptMTBold
    /ShowcardGothic-Reg
    /Shruti
    /SnapITC-Regular
    /Square721BT-Roman
    /Stencil
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /TwCenMT-Bold
    /TwCenMT-BoldItalic
    /TwCenMT-Condensed
    /TwCenMT-CondensedBold
    /TwCenMT-CondensedExtraBold
    /TwCenMT-Italic
    /TwCenMT-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Vrinda
    /Webdings
    /WeltronUrban
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice




