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The Simplex Method

Vector Inequalities

Let x and y be vectors belonging to the real vector space Rn for
some positive integer n. We denote by (x)j and (y)j the jth
components of the vectors x and y respectively for j = 1, 2, . . . , n.
We write x ≤ y (and y ≥ x) when (x)j ≤ (y)j for j = 1, 2, . . . , n.
Also we write x� y (and y� x) when (x)j < (y)j for
j = 1, 2, . . . , n.



The Simplex Method (continued)

Linear Programming Problems in
Dantzig Standard Form

Let A be an m × n matrix of rank m with real coefficients, where
m ≤ n, let b ∈ Rm be an m-dimensional column vector, let c ∈ Rn

be an n-dimensional column vector, and let cT denote the row
vector that is the transpose of the vector c. Let a(j) denote the
m-dimensional vector specified by the jth column of the matrix A
for j = 1, 2, . . . , n. We consider the following linear programming
problem:—

Determine an n-dimensional vector x so as to minimize
cTx subject to the constraints Ax = b and x ≥ 0.

We refer to linear programming problems presented in this form as
being in Dantzig standard form.



The Simplex Method (continued)

Remark
Nomenclature in Linear Programming textbooks varies. Problems
presented in the above form are those to which the basic
algorithms of George B. Dantzig’s Simplex Method are applicable.
In the series of textbooks by George B. Dantzig and Mukund N.
Thapa entitled Linear Programming, such problems are said to be
in standard form. In the textbook Introduction to Linear
Programming by Richard B. Darst, such problems are said to be
standard-form LP. On the other hand, in the textbook Methods of
Mathematical Economics by Joel N. Franklin, such problems are
said to be in canonical form, and the term standard form is used
for problems which match the form above, except that the vector
equality Ax = b is replaced by a vector inequality Ax ≥ b.



The Simplex Method (continued)

Accordingly the term Danztig standard form is used in these notes
both to indicate that such problems are in standard form at that
term is used by textbooks of which Dantzig is the author, and also
to emphasize the connection with the contribution of Dantzig in
creating and popularizing the Simplex Method for the solution of
linear programming problems.

Given any n-dimensional vector x, we denote by (x)j the jth
component of x for j = 1, 2, . . . , n. Then x ≥ 0 if and only if
(x)j ≥ 0 for j = 1, 2, . . . , n.



The Simplex Method (continued)

We now introduce some terminology related to this programming
problem. A feasible solution x of this programming problem is an
n-dimensional vector x which satisfies the constraints Ax = b and
x ≥ 0 without necessarily minimizing the cost cTx. The function
that sends feasible solutions x to their associated costs cTx is the
objective function for the problem. An optimal solution of the
problem is a vector x that is a feasible solution that minimizes the
objective function amongst all feasible solutions of the problem.
Thus an optimal solution x of the problem is a feasible solution
whose associated cost cTx is less than or equal to that of any
other feasible solution to the problem.



The Simplex Method (continued)

Basic Feasible Solutions to Linear
Programming Problems

Definition
Let A be an m × n matrix of rank m with real coefficients, where
m ≤ n, let b ∈ Rm be an m-dimensional column vector, let c ∈ Rn

be an n-dimensional column vector. Consider the following
programming problem in Dantzig standard form:

find x ∈ Rn so as to minimize cTx subject to constraints
Ax = b and x ≥ 0.

Let a(j) denote the m-dimensional vector specified by the jth
column of the matrix A for j = 1, 2, . . . , n. A subset B of
{1, 2, . . . , n} is said to be a basis for the above linear programming
problem if (a(j) : j ∈ B) is a basis of the vector space Rm.



The Simplex Method (continued)

Any basis B for the above linear programming problem has exactly
m elements.

Definition
Let A be an m × n matrix of rank m with real coefficients, where
m ≤ n, let b ∈ Rm be an m-dimensional column vector, let c ∈ Rn

be an n-dimensional column vector. Consider the following
programming problem in Dantzig standard form:—

find x ∈ Rn so as to minimize cTx subject to constraints
Ax = b and x ≥ 0.

A feasible solution x for this programming problem is said to be
basic if there exists a basis B for the linear programming problem
such that (x)j = 0 when j 6∈ B.



The Simplex Method (continued)

Lemma

Lemma SM-01 Let A be an m × n matrix of rank m with real
coefficients, where m ≤ n, let b ∈ Rm be an m-dimensional column
vector, let c ∈ Rn be an n-dimensional column vector. Consider
the following programming problem in Dantzig standard form:

find x ∈ Rn so as to minimize cTx subject to constraints
Ax = b and x ≥ 0.

Let a(j) denote the vector specified by the jth column of the
matrix A for j = 1, 2, . . . , n. Let x be a feasible solution of the
linear programming problem. Suppose that the m-dimensional
vectors a(j) for which (x)j > 0 are linearly independent. Then x is
a basic feasible solution of the linear programming problem.



The Simplex Method (continued)

Proof
Let x be a feasible solution to the programming problem, let
xj = (x)j for all j ∈ J, where J = {1, 2, . . . , n}, and let
K = {j ∈ J : xj > 0}. If the vectors a(j) for which j ∈ K are
linearly independent then basic linear algebra ensures that further
vectors a(j) can be added to the linearly independent set
{a(j) : j ∈ K} so as to obtain a finite subset of Rm whose elements
constitute a basis of that vector space (see Proposition LA-05).
Thus exists a subset B of J satisfying K ⊂ B ⊂ J such that the
m-dimensional vectors a(j) for which j ∈ B constitute a basis of
the real vector space Rm. Moreover (x)j = 0 for all j ∈ J \ B. It
follows that x is a basic feasible solution to the linear programming
problem, as required.



The Simplex Method (continued)

Theorem

Theorem SM-02 Let A be an m× n matrix of rank m with real
coefficients, where m ≤ n, let b ∈ Rm be an m-dimensional column
vector, let c ∈ Rn be an n-dimensional column vector. Consider
the following programming problem in Dantzig standard form:

find x ∈ Rn so as to minimize cTx subject to constraints
Ax = b and x ≥ 0.

If there exists a feasible solution to this programming problem then
there exists a basic feasible solution to the problem. Moreover if
there exists an optimal solution to the programming problem then
there exists a basic optimal solution to the problem.



The Simplex Method (continued)

Proof
Let J = {1, 2, . . . , n}, and let a(j) denote the vector specified by
the jth column of the matrix A for all j ∈ J.

Let x be a feasible solution to the programming problem, let
xj = (x)j for all j ∈ J, and let K = {j ∈ J : xj > 0}. Suppose that
x is not basic. Then the vectors a(j) for which j ∈ K must be
linearly dependent. We show that there then exists a feasible
solution with fewer non-zero components than the given feasible
solution x.



The Simplex Method (continued)

Now there exist real numbers yj for j ∈ K , not all zero, such that∑
j∈K

yja
(j) = 0, because the vectors a(j) for j ∈ K are linearly

dependent. Let yj = 0 for all j ∈ J \ K , and let y ∈ Rn be the
n-dimensional vector satisfying (y)j = yj for j = 1, 2, . . . , n. Then

Ay =
∑
j∈J

yja
(j) =

∑
j∈K

yja
(j) = 0.

It follows that A(x− λy) = b for all real numbers λ, and thus
x− λy is a feasible solution to the programming problem for all
real numbers λ for which x− λy ≥ 0.



The Simplex Method (continued)

Now y is non-zero vector. Replacing y by −y, if necessary, we can
assume, without loss of generality, that at least one component of
the vector y is positive. Let

λ0 = minimum

(
xj
yj

: j ∈ K and yj > 0

)
,

and let j0 be an element of K for which λ0 = yj0/xj0 . Then
xj
yj
≥ λ0 for all j ∈ J for which yj > 0. Multiplying by the positive

number yj , we find that xj ≥ λ0yj and thus xj − λ0yj ≥ 0 when
yj > 0. Also λ0 > 0 and xj ≥ 0, and therefore xj − λ0yj ≥ 0 when
yj ≤ 0. Thus xj − λ0yj ≥ 0 for all j ∈ J. Also xj0 − λ0yj0 = 0, and
xj − λ0yj = 0 for all j ∈ J \ K . Let x′ = x− λ0y. Then x′ ≥ 0 and
Ax′ = b, and thus x′ is a feasible solution to the linear
programming problem with fewer non-zero components than the
given feasible solution.



The Simplex Method (continued)

Suppose in particular that the feasible solution x is optimal. Now
there exist both positive and negative values of λ for which
x− λy ≥ 0. If it were the case that cTy 6= 0 then there would
exist values of λ for which both x− λy ≥ 0 and λcTy > 0. But
then cT (x − λy) < cTx, contradicting the optimality of x. It
follows that cTy = 0, and therefore x− λy is an optimal solution
of the linear programming problem for all values of λ for which
x− λy ≥ 0. The previous argument then shows that there exists a
real number λ0 for which x− λ0x is an optimal solution with fewer
non-zero components than the given optimal solution x.



The Simplex Method (continued)

We have shown that if there exists a feasible solution x which is
not basic then there exists a feasible solution with fewer non-zero
components than x. It follows that if a feasible solution x is chosen
such that it has the smallest possible number of non-zero
components then it is a basic feasible solution of the linear
programming problem.

Similarly we have shown that if there exists an optimal solution x
which is not basic then there exists an optimal solution with fewer
non-zero components than x. It follows that if an optimal solution
x is chosen such that it has the smallest possible number of
non-zero components then it is a basic optimal solution of the
linear programming problem.


