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Abstract

Spike trains are unreliable. For example, in the primary sensory ar-
eas, spike patterns and precise spike times will vary between responses
to the same stimulus. Nonetheless, information about sensory inputs
is communicated in the form of spike trains. A challenge in under-
standing spike trains is to assess the significance of individual spikes in
encoding information. One approach is to define a spike train metric,
allowing a distance to be calculated between pairs of spike trains. In
a good metric, this distance will depend on the information the spike
trains encode. This method has been used previously to calculate the
timescale over which the precision of spike times is significant. Here,
a new metric is constructed using a simple model of synaptic conduc-
tances. This metric proves effective at classifying neuronal responses
by stimuli in the sample data set of electro-physiological recordings
from the primary auditory area of the zebra finch fore-brain. The
structure of the metric suggests that in these spike trains the signifi-
cance of a spike is modulated by its proximity to previous spikes. This
modulation is a putative information-coding property of spike trains.
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1 Introduction

It is not known how the information that is propagating in the sensory
pathways is encoded in spike trains. One approach to this question
is to use a spike train metric (Victor and Purpura, 1996) to cluster
responses to repeated presentations of a set of stimuli. If a metric
measures a short distance between responses to the same stimulus
and a longer distance between responses to different stimuli then the
distance measured between two spike trains must be related to the
information they encode. A metric can be evaluated by perform-
ing distance-based clustering and then calculating how accurately the
metric clusters together responses to the same stimulus. Using this
comparison to optimize a parameter in a family of metrics then gives
a measurement of how information is coded in the spike trains.

This approach was used by Victor and Purpura (1996). This paper
reports the analysis of spike trains collected from areas V1, V2 and V3
of awake monkeys during the transient, 256 ms long, presentation of
visual stimuli which differ in texture and contrast level. The spiking
responses were clustered using, what is now called, the Victor-Purpura
metric: an edit-distance metric which has a free parameter q. An
indicative time scale for the metric is given by 2/q; roughly speaking,
spikes from two different spike trains can be thought of as being related
by jitter if their timing difference is less than 2/q. It is a measure of
the timescale for which spike timing is significant. In fact, the spike
trains are clustered most accurately for 2/q in the range c. 10−30 ms
for stimuli which differed in contrast levels and c. 100 ms for stimuli
which differed in texture. This shows that information is encoded in
the spike timing, even though the individual visual stimuli are not
time-dependent.

This same approach was applied to the neuronal responses of neu-
rons in field L of zebra finches (Narayan et al., 2006; Wang et al., 2007).
In the ascending auditory pathway, area field L is afferent to the song
system and is considered the oscine analogue of the primary auditory
cortex (Zaretsky and Konishi, 1976). However, different metric was
used in this study. This study was similar to the one discussed above
in that the metric had a timescale parameter and, again, optimizing
this parameter showed that information is encoded in spike times.

The metric used in (Narayan et al., 2006; Wang et al., 2007) first
converts a spike train into a function using a filter (Hunter et al., 1998;
van Rossum, 2001). A metric on the space of functions then induces

2



a distance measure on the space of spike trains. Provided the map
between the space of spike trains and the function space is injective,
as it is here, the induced distance measure will also be a metric.

To calculate the metric, the spike train is first filtered to form
a function. The spike train, considered as a list of spike times, t =
(t1, t2, · · · , tn), is mapped to a real function, f(t; t) using a kernel h(t):

t 7→ f(t; t) =
n

∑

i=1

h(t − ti). (1)

The distance between two spike trains, t1 and t2, is taken to be the
distance between the two corresponding functions, using the standard
L2 metric on the space of real functions:

d(t1, t2) =

√

∫

dt[f(t; t1) − f(t; t2)]2. (2)

One common choice of kernel is the decaying exponential

h(t) =

{

0 t < 0

e−t/τ t ≥ 0
. (3)

where τ is a time-scale which parameterizes the metric.
In Narayan et al. (2006) it was found that for zebra finch field

L data, setting the time-scale τ to 12.8 ms gives the most accurate
clustering of field L responses by song stimulus. Thus, 12.8 ms is an
indicative time-scale for the encoding of information in these spike
times.

In this paper, a number of different metrics will be compared. For
convenience, the metric discussed above, based on a filter, will be
refered to as the f-metric. The term van Rossum metric will be used
to mean any metric induced on the space of spike trains by mapping
individual spike trains to functions and then using a standard metric
on the function space. Thus, the f-metric is a van Rossum metric.
However, other van Rossum metrics will be considered which the map
from spike train to functions is different.

Using stimulus-based clustering, it was found in both the examples
discussed that information is carried by spike times. Furthermore, op-
timizing the metric timescale parameter gave an indicative timescale
for the spike timing precision. Here, this investigation is continued.
The f-metric is extended by changing the way the spike train is mapped
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to functions. The new filtering has an additional free parameter, one
modelled on the short-term depletion of available binding sites in the
dendritic spine. Varying this parameter improves the stimulus-based
clustering of the zebra finch field L responses previously considered in
Narayan et al. (2006). This indicates that this new van Rossum metric
measures another property of information coding in the spike trains.
Roughly speaking, the van Rossum timescale parameter measures the
precision at which spike timing is significant. The new parameter mea-
sures how the significance of a spike varies depending on its proximity
to previous spikes.

2 Methods

At the synapses, an arriving spike causes the exocytosis of vesicles
containing neurotransmitters. The neurotransmitters diffuse across
the synaptic cleft and binds with receptors on the dendritic spine. This
triggers the opening of ion channels, changing the conductance of the
dendritic membrane and leading to a post-synaptic potential. There is
a rapid breakdown and reuptake of unbound neurotransmitters. The
bound neurotransmitters detach from their binding sites, terminating
the post-synaptic potential.

One simple way to model these conductance dynamics is to assume
that the diffusion and binding of neurotransmitter is instantanous and
stereotypical. Thus, for conductance g,

g → g + δg (4)

whenever there is a pre-synaptic spike with δg a constant. If the
unbinding is assumed to be a constant rate stochastic process

τs
d

dt
g = −g (5)

with τs the constant synaptic time constant. Clearly, g(t) can be
identified with the filtered spike train f(t; t) used in the f-metric above.
To make this more precise, τs is identified with τ and f(t; t) with g/δg.

A more complex model is now considered. This includes the de-
pletion of available binding sites: some sites will already be occupied
by neurotransmitters released by previous spikes. In this model, de-
scribed in Dayan and Abbott (2001), the increase in conductivity is
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discontinuous but is not stereotypical: g is modeled by

g → g +
δg

gmax

(gmax − g) (6)

for a pre-synaptic spike arriving and

τs
d

dt
g = −g (7)

to model stochastic unbinding. Thus, if g is zero, it increases by δg in
response to a pre-synaptic spike. However, for non-zero g, the change
is smaller and, if g = gmax, there is no change.

Here, a new metric is defined by replacing the filtering of the spike
train used in the van Rossum metric with a new map modeled on these
synaptic dynamics:

t → f(t; t) (8)

where f(t; t) is the solution of

τ
d

dt
f = −f (9)

with discontinuities
f → (1 − µ)f + 1 (10)

at the spike times. Thus, f(t; t) is equivalent to g/δg in the synaptic
model and µ is equivalent to δg/gmax. So, µf can be thought of as
the fraction of binding sites which are already occupied.

The distance between two spike trains t1 and t2 is now given by

d(t1, t2) =

√

∫

dt[f(t; t1) − f(t; t2)]2 (11)

with 0 ≤ µ ≤ 1. µ = 0 corresponds to the original, f-metric with the
exponential filter (3). For µ = 1 f(t; t) is reset to one at each spike.
Since this metric is motivated by the depletion of binding sites, it will
be refered to as the b-metric.

3 Results

This new metric has been applied to the electro-physiological data pre-
viously analyzed in Narayan et al. (2006) and in Wang et al. (2007).
Narayan et al. (2006) should be consulted for a detailed description
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of the experimental and primary data processing procedures. The
recordings were taken from field L of anaesthetized adult male zebra
finches and data were collected from sites which showed enhanced ac-
tivity during song playback. 24 sites are considered here. Of these,
six are classified as single-unit sites and the rest as consisting of be-
tween two and five units (Narayan et al., 2006). The average spike
rate during song playback is 15.1 Hz with a range across sites of 10.5-
33 Hz. At each site, ten responses to each of 20 zebra finch songs
were recorded. In all the analyses here, one second of each recording
is used, beginning at the onset of song playback. Example raster plots
are presented in Fig. 1.

To examine the performance of the metrics we will follow the boot-
strapped clustering procedure used in Victor and Purpura (1996). A
confusion matrix, N , is calculated. This is a square matrix whose ijth
entry, Nij , is the number of responses from stimulus i which are clos-
est, on average, to the responses from stimulus j. Given n responses
and c stimuli, the responses are grouped into c clusters according to
their stimulus. Starting with a c × c matrix N of zero entries, each
response is considered in turn. It is temporarily removed and the av-
erage distance between it and the members of each of the c clusters
is calculated giving a set of average distances {d1, d2, . . . , dc}. If the
smallest distance in this set is dj and the response being considered
was taken from ith cluster, one is added to Nij . When all the responses
have been considered, the elements of N will add to n

n =

c
∑

i=1

c
∑

j=1

Nij. (12)

In the case considered here, c = 20 and n = 10c = 200. As
in Victor and Purpura (1996), the averaging over cluster elements is
performed with a bias exponent. So, for a response r, the biased
average distance to the kth cluster is

dk =





∑

s∈Ck

d(r, s)z





1/z

(13)

where the bias is taken to be z = −2, under-weighting outliers.
If the metric is good at clustering the responses by stimulus, the

confusion matrix will be largely diagonal. If it is poor, the off-diagonal
entries will be approximately equal to the diagonal elements. As
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pointed out in Victor and Purpura (1996), the transmitted informa-
tion, h, is a good quantitive measure of how well the responses are
clustered. It is given by

h =
1

n

∑

ij

Nij



ln Nij − ln
∑

i

Nij − ln
∑

j

Nij + ln n



 . (14)

For perfect clustering, for c equally likely stimuli, h will be ln c. For
convenience, h̃ = h/ ln 20 will be used here.

In Fig. 2, the performance of the synapse-based metric at different
values of µ and τ is compared to the performance of the f-metric. Two
comparisons are made. In Fig. 2A, metric parameters are optimized
for each site, so, for each site the optimal performance of each metric
is compared. In Fig. 2B, the same value of the parameter is used for
all sites. Fig. 3 graphs the variation in h̃ with µ for fixed τ .

In Fig. 2A, the optimal parameter values for each site are used
for each of the two metrics. h̃ for the b-metric shows an average
improvement of 14.5% over h̃ for the f-metric. For three sites, the
improvement is over 30%: the biggest improvement is 47%. Most of
the sites that showed little improvement have values of h̃ very close to
one. This behaviour is not significantly different for the six sites which
are classified as single neuron recordings: their average improvement
is 12.0%. The smaller value is likely to reflect the greater reliability of
the single neuron sites. The average h̃ value is 0.868 using the f-metric
whereas the average for all the sites is 0.802.

The average parameter values are τ = 12.9 ms and µ = 0.72 for
the b-metric and τ = 12.8 ms for the f-metric. In Fig. 2B, the perfor-
mance is compared using these average values for all sites. Obviously,
for most sites, the h̃ value is reduced for both metrics. The average
improvement is also reduced slightly to 12.9%. One site has a slightly
lower h̃ value using the b-metric rather than the f-metric.

It is interesting to compare the performance of this b-metrics with
other, similar, van Rossum metrics in which the map from spike train
to function is defined to model different aspects of the conductance dy-
namics of synapses. One obvious modification is to take into account
the finite rise time of the conductance as the neurotransmitters diffuse
across the synaptic cleft and bind to their receptors. There is a simple
model for this; a second, auxiliary, function z(t; t) is introduced, with

τ1

df

dt
= z − f
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τ2

dz

dt
= −z (15)

with discontinuities
z → z + 1 (16)

at spike times. Roughly speaking, τ1 is the decay time, equivalent to
the τ in the previous models and τ2 is the rise time. This reduces
to the exponential filter function in the τ2 → 0 limit. If τ1 = τ2,
the reponse to a single spike will have the t exp (−t/τ1) alpha-function
profile which is often used to describe synaptic responses. Like the b-
metric discussed above, a van Rossum metric defined using this map
from spike trains to functions gives a two-parameter generalization of
the one-parameter f-metric. However the improvement in h̃ is much
more modest. Comparing the optimal value of τ1 and τ2 at each site
to the optimal f-metric gives an improvement of 3.3%. Using average
values of τ1 and τ2 and comparing to the f-metric using the average
value of τ gives an improvement of just 2.0%.

Synaptic depression is another important aspect of synaptic con-
ductance dynamics. After a spike arrives, many synapses are observed
to exhibit a reduction in efficiency with a timescale measured in hun-
dereds of milliseconds. While this reduction is usually mild, the effect
becomes significant in response to a burst of spikes. One mechanism
for synaptic depression may be the depletion of the neurotransmitter-
carrying vescicles in the synapse. A simple model of synaptic depres-
sion was presented in Tsodyks and Markram (1997). Again, a second
auxiliary function, p(t; t), is introduced and

τ
df

dt
= −f

τd
dp

dt
= 1 − p (17)

with discontinuities

f → f + p
p = φp. (18)

Thus, f(t; t) models a conductance with instantaneous binding and
stochastic unbinding over a timescale τ . p(t; t) is the number of avail-
able vesicles expressed as a proportion of the maximum possible vesicle
number. φ ∈ [0, 1] is a constant and 1 − φ is the fraction of available
vesicles which are used in response to a single spike. τd is the timescale
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for recovery in vesicle numbers. The metric defined using this function
will be refered to as the d-metric.

The biological situation motivating the d-metric is very different
from the one motivating the b-metric discussed above. One models
vescile depletion, the other, the depletion of neurotransmitter binding
sites. The time scales for these two biological phenomena are very dif-
ferent. Nonetheless, mathematically, the d-metric is a generalization
of the b-metric. If τd = τ , then setting p = 1 − µf and identifying
φ with 1 − µ reduces the synaptic depression metric to the b-metric.
For this reason, optimizing the three-parameter d-metric for each site
will produce results which are superior to the b-metric. However, this
improvement is modest: 2.9%. Using average values, performance is
actually degraded: the relative change is −3.2%. Synaptic facilita-
tion has also been studied and does not appear to improve clustering
performance for these data.

It seems that the performance gain exhibited by the b-metric is sig-
nificant when compared to other biologically-motivated van Rossum
metrics. In fact, the d-metric seems to only show superior perfor-
mance because it over-fits the data. Of course, real synapses do not
choose between binding-site depletion and synaptic depression; they
have very complicated dynamics involving many different time scales.
Nonetheless, it is interesting that modelling binding site depletion is
particularly useful for clustering these data. These data are recorded
from an area which is early in the auditory pathway where, perhaps,
shorter timescales are particulary important. It is probable that the
d-metric will demonstrate a larger impovement over the b-metric when
applied to other data.

The f-metric and the Victor-Purpura metric (Victor and Purpura,
1996) have a similar clustering performance on the data considered
here. However, the correlation-based similarity measure defined in
Schreiber et al. (2003) is better. The correlation-based similarity mea-
sure, like the f-metric, is defined on the filtered spike-trains: f(t, t).
However, it uses a Gaussian filter

h(t) =
1√
2πσ

exp

(

− t2

2σ2

)

(19)

and the similarity s(t1, t2) between two spike trains, t1 and t2 is the
correlation of the two functions

s(t1, t2)) =

∫

f(t; t1)f(t; t2)dt
√

∫

f(t; t1)2dt
∫

f(t; t2)2dt
(20)

9



Using optimal values of σ and τ , this similarity measure shows a 4.1%
improvement over the f-metric. Using average values, the improve-
ment is 4.7%. What is interesting is that this similarity measure is
quite different from the van Rossum metrics. Whereas the b-metric
is physiologically motivated, the correlation-based similarity measure
is motivated statistically. It seems that they are both superior to the
f-metric when used to analyse these data. However, the reason that
they perform better may be different in each case. This is evidence
that there is further progress to be made in defining spike train met-
rics and in understanding how they capture salient features of spike
trains.

4 Discussion

When used to cluster these data, the new metric shows an improve-
ment over the original van Rossum metric. If this improvement holds
for other data, the new metric has possible practical application for
classifying neuronal responses. What is more striking,however, is the
way the new metric depends on spike times: the significance of a spike
depends upon its position relative to other spikes in the spike train.
This is a novel putative feature of information coding in spike trains
which can be measured by optimizing the parameter µ. It appears to
indicate that the precise pattern of spikes in a burst is less significant
than the timing of isolated spikes. This is illustrated in Fig. 4 using
examples of spike train clusters.

It is also interesting that this parameter is suggested by a sim-
ple model of synaptic conductance. Of course, the real dynamics of
synapses are much more complicated and it would be interesting to
understand binding site depletion, synaptic potentiation and depres-
sion and spike rate adaptation (Fairhall et al., 2001) as components
in an information process.
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A

B

C

D

Figure 1: Examples of three raster plots. A shows the one second wave form
of the stimulus song. In B, C and D each box corresponds to the response at
a single site to repeated stimulation with the song shown in A. Time increases
along the horizontal axis and the results of ten different trials are stacked
vertically. A spike is marked by a vertical dash. Site B is unusually reliable.
Using the measurement of reliability introduced in the Results section, h̃ = 1
calculated with both the f-metric and the b-metric. Site C is more typical
with h̃ = 0.91 using the f-metric with τ = 10 ms and h̃ = 0.96 using the
b-metric with τ = 17 ms and µ = 1. Site D, in contrast, is among the worst
sites. It shows very little coherence and poor performance on the cluster task.
h̃ = 0.36 using the f-metric with τ = 6 ms and h̃ = .43 using the b-metric
with τ = 6 ms and µ = 1.0.
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Figure 2: Comparing the b-metric to the f-metric. For each site, the parame-
ter space is searched incrementally: h̃ values were calculated for 1 ms≤ τ ≤25
ms at 0.5 ms intervals and for 0 ≤ µ ≤ 1 at intervals of 0.05. This seems to be
a sufficiently fine mesh, coarsening the mesh by a factor of two only changes
the h̃ values in their fourth decimal place. This exhaustive search may seem
a clumsy approach to maximizing h̃ and, since the h̃ landscape has, roughly,
an inverted-bowl shape it might seem that this problem was ideally suited
to numerical hill-climbing methods. However, the top of the inverted bowl
has a very shallow ridge and because the data depends on the clustering of
individual spike trains, the ridge profile is very grainy. Optimizing using the
amoeba, amebsa and powell routines from Press et al. (2007) led to similar,
but inferior, results.
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Figure 3: The variation in h̃ with µ. h̃ has been calculated for all sites and
averaged; τ is fixed at τ = 12.875 ms.
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C
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B

b1

A

Figure 4: Spike trains which are misclassified under the f-metric but classified
correctly under the b-metric. Here, rasters are plotted for one second of
response by one site to three different songs. This site is the one which
improves most in switching from the f-metric, with h̃ = 0.42, to the b-metric
with h̃ = 0.62. Using this site may make it easier to interprete why the
f-metric has a superior clustering performance. The rasters marked A, B

and C are reponses to different songs for which, in each case, the spike train
is correctely classified by both the f-metric and the b-metric. The rasters
marked b1 and b2 each show one reponse to song B. The raster marks are
double height for these responses, this is done for clarity and does not reflect
any property of these spike trains. b1 and b2 are both incorrectly classified
by the f-metric, b1 is incorrectly assigned to A and b2 to B. Both spike trains
are correctly assigned to B by the b-metric. This site shows a considerable
degree of rate adaptation and it appears as if the f-metric gives undue weight
to the spike times in the initial burst. The spike trains in B have a large
number of spikes in this initial burst, something that is not matched by b1

and b2. However, the isolated spikes later in these spike trains more closely
match those from responses to B. By reweighting the significance of these
similarities, the b-metric correctly assigns b1 and b2.
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