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Abstract. In this paper we consider a Dirichlet problem for singularly perturbed
ordinary differential equations with convection terms and a small perturbation parameter
€. To solve the problem numerically we use an e-uniformly convergent difference scheme
(on special piecewise-uniform meshes) and a decomposition of this scheme based on a
Schwarz technique with overlapping subdomains. The step-size of such special meshes is
extremely small in a neighbourhood of the layer and changes sharply on its boundary,
which can generally lead to a loss of conditioning of the above schemes. We study the
influence of perturbations in the data of the boundary value problem on disturbances of
numerical solutions. We derive estimates for the disturbances of numerical solutions (in
the maximum norm) depending on a subdomain in which the disturbance of the data
appears. When the right-hand side of the discrete equations is considered in a “natural”
norm, i.e., in the maximum norm with a special weight multiplier (that is eln N, for
€= (’)(lrf1 N), in a neighbourhood of the boundary layer, where N defines the number
of mesh points), the finite difference schemes under consideration are well conditioned
e-uniformly. In addition, for the Schwarz method a special restriction is imposed on the
width of the overlapping region. Note that for these special schemes an e-uniform estimate
for the condition number is the same as that for schemes on uniform meshes in the case
of regular boundary value problems. We give conditions under which the solution of the
iterative scheme based on the overlapping Schwarz method is convergent e-uniformly to
the solution of the Dirichlet problem as the number of mesh points and the number of
iterations increase.
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1. Introduction

The difficulties are well known which arise when we find a numerical solution of singularly
perturbed boundary value problems, i.e., boundary value problems for equations whose higher-
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order derivatives contain a small perturbation parameter ¢ (see, e.g., [1]-[6] and also the bibliog-
raphy therein). The errors of numerical solutions obtained with the use of traditional schemes
turn out to be too large (compared with the exact solutions) for small values of the parame-
ter (see, e.g., estimate (3.14a) in the case of problem (2.1), (2.2) for an ordinary differential
convection-diffusion equation, Section 3). Therefore it is necessary to contsruct special numeri-
cal methods whose accuracy does not depend on the value of the parameter ¢ (i.e., e-uniformly
convergent methods). A number of such special methods use meshes which are condensed in
a boundary layer (see the description of these methods, e.g., in [1], [4]-[6]), the step-size of
such meshes in a neighbourhood of the boundary layer is much less than the parameter . In
[4, 6] (see also the references in [4]-[6]) piecewise uniform meshes with an abrupt change in the
mesh-size are used; the mesh-size of such meshes is extremely small in the neighbourhood of
the boundary layers. These properties can lead to high sensitivity of the numerical solution to
computation errors, in particular, to a loss in conditioning of the difference scheme for small
values of the parameter. As was shown by A.A. Samarskii [7], even for regular boundary value
problems well conditioning of a scheme fails on a nonuniform mesh when the ratio of the fine
and coarse mesh sizes tends to zero.

In the case of domain decomposition methods used for solving singularly perturbed prob-
lems, the rate of convergence of the iterative process depends both on the parameter £ and
on a big variety of parameters of the method and can be very small for the method to be of
practical use (for example, the iterative process in the case of minimal overlapping subdomains
converges, as the number n of iterations grows, at a rate O(¢"™) of the geometrical progression
with degree ¢ < 1 —m N~!, where N defines the number of mesh points; see estimate (3.20)
in Section 3). It can turn out that the solution of a decomposition scheme does not converge
to the solution of the base scheme subject to decomposition as the number of mesh points and
the number of iterations grow (see, for example, the results of Section 3, Subsection 3 in the
case of the decomposition scheme (2.6), (3.8) for N, n — o).

The errors in the solutions of iterative methods due to perturbation of the data can be
accumulated and distort essentially the numerical solution (in the case of systems of linear
equations see, e.g.,[10]).

Because of these reasons, in the case of singularly perturbed boundary value problems it is
of great interest to find conditions for the e-uniform convergence of iterative methods (for N,
n — 00), and also to study the influence of the disturbances of the data on the behaviour of
the numerical solution. It is of interest to investigate the questions of conditioning of iterative
methods.

In the present paper we consider the first boundary value problem for singularly perturbed
ordinary differential equations with convective terms. To approximate the problem, we use
a classical monotone difference scheme on special piecewise uniform meshes condensing in a
boundary layer [4]; this (base) difference scheme converges e-uniformly. We study how the
perturbations in the data of the boundary value problem influence the behaviour of numerical
solutions of the base scheme and of the decomposition scheme, in particular, for arbitrarily
small values of e.

It is shown that the condition number is e-uniformly bounded (see Theorem 3.1, Section 3)
on uniform meshes or on meshes close to uniform ones (schemes on such meshes do not converge
e-uniformly; see estimate (3.14a)). However, for e-uniformly convergent schemes on piecewise
uniform meshes the condition number of difference operators (in the classical sense) is not
e-uniformly bounded (see Theorem 3.2). This behaviour of the condition numbers makes it
difficult to apply the tools of linear algebra directly to the analysis of e-uniformly convergent
schemes (see, for example, Remark 2 to Theorem 3.2). To analyze the disturbed discrete
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problems, it is effective to use difference operators that are consistent with the original (subject
to disturbance) operators with respect to the disturbances (see, for example, Section 4 and
what follows).

We obtain estimates for the disturbance of the numerical solution depending on in what
subdomain (in the boundary layer or outside it) the data of the boundary value problem are
subjected to perturbation (see Theorem 4.1 for the base scheme and Theorem 6.1 for the
decomposition scheme).

Thus, the e-uniform sensitivity of the numerical solutions (to the perturbation in the data
of the differential problem) in the layer and outside it is identical and the same as for regular
problems in the case of uniform meshes. For small values of the parameter ¢ the sensitivity to
the perturbation of the right-hand side (in absolute disturbances) is reduced in the boundary
layer. The sensitivity to the perturbation of the coefficient multiplying the highest derivative
in the differential equation is reduced outside the layer (see, for example, estimate (4.19)).

It turns out that the difference scheme on a piecewise uniform mesh from [4] is well condi-
tioned e-uniformly (with the e-uniform estimate for the condition number of the kind (4.20),
which is the same estimate as for regular problems) if to consider the right-hand side of the
discrete equation in the maximum norm weighted over the subdomains, that is, with a weight
multiplier £In N for ¢ = O(In~' N) in a neighbourhood of the boundary layer (see Remark 5
in Section 4). Since the estimate for the disturbance of the numerical solution depending on
the perturbation in the data of the discrete problem remains valid, then the transformation to
such a weighted norm cannot be considered as preconditioning of the special difference scheme.
The estimates obtained for deviation of the disturbed solutions from the solution of the bound-
ary value problem (see Remark 7 in Section 4) allows one to choose appropriate accuracy for
calculating the coefficients of the difference scheme (and hence the accuracy of the solver) on
different parts of the grid domain, and also the number of mesh points which ensures the
required accuracy of the numerical solution.

The question of ill “classical conditioning of schemes” on strongly nonuniform meshes has
arisen in the literature; we mention [8] in which the technique of “classical preconditioning” for
special difference schemes was discussed. The disturbance of solutions of e-uniformly convergent
difference schemes for singularly perturbed boundary value problems of the type (2.1), (2.2)
under perturbation of the data was considered in [12].

In the case of domain decomposition methods for singularly perturbed problems, the dis-
turbance of solutions of e-uniformly convergent schemes due to the perturbation in the data
of the differential and discrete problems, and also conditioning of decomposition schemes were
not considered previously.

About the contents. Problem formulation and motivation of research are given in Sec-
tion 2. The estimates for the solutions of discrete problems in the case of uniform and close
to uniform meshes are considered in Section 3; the estimates for the solutions of e-uniformly
convergent schemes on special fitted meshes condensing in the boundary layer are discussed in
Section 3. In Sections 4 and 5, 6 we study the disturbances of the solutions of respectively
the classical base scheme (problem (2.4)) and the decomposition scheme (problem (2.6)); the
problems are considered on special meshes. In Sections 4, 5 we study admissible perturbations
of the data of the boundary value problem under which the properties of the problems subject
to disturbance remains valid. The estimates for the condition numbers of the schemes are
considered in Sections 4, 6.
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2. Problem formulation. The aim of research

We consider problems which arise in the numerical solution of singular perturbed equations
with convective terms at the following stages: (a) the construction of e-uniformly convergent
finite difference schemes, i.e. the base scheme and the domain decomposition method; (b) the
determination of conditions for perturbations in both the data of the boundary value problem
and the data of the difference schemes under which the disturbance of a numerical solution
tends to zero (as the number of mesh nodes grows) e-uniformly.

1. For simplicity, we consider a singularly perturbed ordinary differential equation *

Linyu(zr) = {8 a(x) % + b(x) %} u(z) = f(x), =€ D, (2.1)

u(z) = p(x), zel.
Here
D = (0,d), (2.2)

I' = D\ D, the coefficients a(z), b(z) and the right-hand side f(z) are sufficiently smooth
functions on D, moreover, a(x) > ag, b(x) > by, * € D, ag, by > 0; the parameter ¢ takes
arbitrary values from the half-open interval (0, 1].

We approximate problem (2.1), (2.2) by a classical difference scheme [7]. To this end, on D
we introduce the mesh

Dy, =y, (2.3)

where W, is a mesh with any distribution of its nodes satisfying only the condition? h < M N~!;

h is the maximal stepsize of the mesh @;, h = max; h;, h' = 2/t — 2%, 2%, 2! c Wy, 2° = 0,

2N = d, N + 1 is the number of nodes in the mesh @w;. On this mesh, problem (2.1) is

approximated by the difference (base) scheme

Az(z) = {ea(z)dzp+ b(2) 0, } 2(x) = f(z), =€ Dy,

2(z) = p(z), x€ I}, 24)

where the second order centered difference operator dzp is defined by dzp2(z') =
2(ht + b)) x (8, 2(a") — 65 2(2)), 8, and 0y are the forward and backward difference
operators, cf. [7].

The following discrete maximum principle is valid for scheme (2.4), (2.3).

Lemma 2.1. Let the function z(z), x E_Eh(ghg) satisfy the relations Apayz(x) <0, & € Dy,
2(x) >0, x € I,. Then z(x) >0, x € Dy.

2. In this subsection we describe a discrete Schwarz method for problem (2.4), (2.3) in the
case of two overlapping subdomains of D

D — E(l) U E(Q)’ E(l) N 5(2) £ 0, pm — (0’ dl), (25&)

I Throughout the paper, the notation Lk (M(jky, Gnr(j.r)) means that these operators (constants, grids)
are introduced in equation (j.k).

2 Here and below M, M; (or m) denote sufficiently large (small) positive constants which do not depend on
¢ and on the discretization parameters.
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D? = (& d), d—d®*=1>0

with interface boundaries " = {z = d"}, r = 1,2. On the sets 5(r) we introduce the meshes
= 710 ~FH 1o
D, =D "NDy, r=12; (2.5b)

assume that the boundaries 4" belong to the mesh Dy; N +1 and N7 + 1 are the number of
nodes in the mesh 55:) and on the set [d?, d'] = YN 5(2), respectively.
Let some function 2°(z) = u°(x), © € Dy, be given and suppose that the functions z'(z), ...,

2"~Y(x), x € D), have been already constructed, where z*(z) = p(z), z € T, i =1,...,n — 1.

We construct the function z"(z). At first we find the functions 2" (), x € Eﬁf), r=1,2, by

solving the problems
A" (z) = f(z), e D?, (2.6)
O(g) = { px), =zer?nr
o Ma), @ eyt = {07\ T);
A"Wz(w) = f(z), z €D},
0(z) = { plx), zen’nr
(@), weqh={L"\ T}

Then we assume

v _ [ V@), zeD),
o) = n(2) A\ . ..
2"Nx), xe€ D, \D ", x € Dp;

we call the function 2"(z), € Dy, n = 1,2,..., the solution of difference scheme (2.6), (2.5),
i.e., the iterative discrete Schwarz method (or the iterative difference scheme of the domain
decomposition method).

For n — oo the solution of problem (2.6), (2.5), (2.3) converges to the stationary solution,
which is the solution of the problem

A)(z) = f(x), z€ DY, (2.7)
r ()0(:1:>7 x E Fh?
Z( )(:U) - { (3—r) r. —
z (), zer,; r=12

Note that 2("(z) = z(z), = € Eg), where z(z) is the solution of problem (2.4), (2.3), 2 (x),

S 35:), r = 1,2 are components of the solution for problem (2.7), (2.3), i.e., the difference
(non-iterative) scheme of the overlapping domain decomposition method.
For the difference schemes (2.6), (2.5) and (2.7), (2.5), (2.3) the maximum principle is valid.

Lemma 2.2. Let the functions z"")(x), x € E,(lT), r=1,2,n=172,... satisfy the relations

A(2.4)z”(’")(x) <0,z GD,(:); 2@(2) >0, 6522); 20 (2) >0, x € Ty, 2"W(x) > 2" (z),
x ey ") = W), x e i, where 2"V (x) = 0 for n = 1. Then 2"(z) > 0,
.fL'EDh, n:1,2,....
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Lemma 2.3. Let the functions ") (x), x € Eff’, r = 1,2 satisfy the relations Ap.4z" < 0
>

T € D}(LT); z(’”)(x) >0, zely; 20 (x) z(3*”)(x), x €y, r=1,2. Then z(’”)(x) >0, x¢€ Eg),
r=12.

3. Let us state the aim of research. An algebraic approach (see, for example, [10, 11]) is very
attractive for the study of approximations to problem (2.1), (2.2) In the case of uniform meshes
the discrete problems (2.4), (2.3) and (2.7), (2.3) are well conditioned e-uniformly. Moreover,
solutions of the iterative method (2.6), (2.5) provided that

[>me+ N7,

which is not a so restrictive condition (see (3.13a)) for the width of the overlapping region, con-
verge e-uniformly (in the maximum norm) to the solution of the “stationary” discrete problem
(2.7), (2.3) (and also to the solution of the base scheme (2.4), (2.3)) for n — oo. That is, the
rate of convergence of the functions 2™ (z) to z(z) does not depend on the value of the parameter
e (see Theorem 3.1; recall that [ is the width of the overlapping region, n is the number of an
iterate). However, the discrete solutions of problem (2.4), (2.3) converge (on uniform meshes)
to the solution of problem (2.1), (2.2) in the maximum norm only under the condition

N7t < &,

which is too restrictive for singularly perturbed problems.

That is why, in order to provide e-uniform convergence of the solutions of scheme (2.4),
(2.3), we use fitted meshes which are a priori adapted to the boundary layer. To solve problem
(2.1), (2.2) we use a special piecewise uniform mesh, which is the simplest of meshes (condensed
in a neighbourhood of the boundary layer) on which the solution of the difference scheme (2.4)
converges (in the maximum norm) to the solution of the boundary value problem e-uniformly.
The condition numbers for the difference operator A4y on such meshes are not bounded e-
uniformly (see Theorem 3.2). For regular problems large condition numbers lead, in general, to
an increased sensitivity of numerical solutions to perturbations of the data (see, e.g., [10, 11]).

Therefore, it is very urgent to study how perturbations in the data of both boundary value
problems and discrete problems influence disturbances of numerical solutions (and also errors
of numerical decomposition methods).

Our aim is to derive estimates for disturbances of the numerical solutions of problem (2.1),
(2.2), in particular, for the discrete Schwarz method, depending on the disturbances of the data
of both the boundary value problem and its mesh approximations in the case of schemes that
converge e-uniformly in the maximum norm. In this paper the study is confined to the case of
perturbations in the data of the boundary value problem.

3. Auxiliary constructions

1. To analyze discrete problems (2.4), (2.3) and (2.6), (2.3) we will use the tools of linear
algebra together with the theory of difference schemes.
We write the left-hand side of discrete equations (2.4) in the canonical form
i+1 -
Aoy z(x) = Z (1) gy 2(27) = Mgy 2(x), @ =2a' € Dy, (3.1)
j=i—1

where ¢;; can be written in terms of the coefficients a(x), b(z), © € Dy; ¢ij = qi;(a(z?), b(z?)),
@ €Dy, j=i—1,4,i+1.
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Then we write the difference scheme (2.4), (2.3) as a system of algebraic equations. Let
n (N + 1)-dimensional vector y correspond to the N + 1 components of z(z), x € Dy. After
ordering of the elements z(x), © € Dy, we come to the matrix system

Ay=0b. (3.2)

Here A is a tridiagonal (N + 1) x (N + 1)-matrix (a;;) of elements a;; = —(=1)"""7 ¢4 51,
t=23,...,N—=1,5=1—1,41+1, a1 = any1,nv+1 = 1, the other coefficients are zero; b
is an (N + 1)—dimensional vector. The components of the vector b corresponding to the nodes
x € Dy, and x € I, are the values of f(z) and ¢(z), respectively; let the first component of the
vector b correspond to the point 2° = 0. The tridiagonal matrix A is an M-matrix with the
properties of nonstrict diagonal dominance and strict dominance with respect to the first and
last rows. Let y and b be vectors from normed spaces Y and B endowed with the maximum
vector-norm | - || (i.e., the Lo norm). The notation A > 0 and y > 0 means that a;; > 0 and
y; > 0 for all 4, j.

The operator A satisfies the monotonicity principle: the condition Ayt > Ay? implies
y' >y

2. When investigating problems (2.6), (2.5), (2.3) and (2.7), (2.5), (2.3), we will operate

with suitable “extended” functions on “extended” domains. Let the set D° be generated by
disconnected sets D' and 3(2)*, where D Dg)g)) D™ is obtained by displacement of the
set Egg) on the distance 1 + [(25) to the right

(1) (2)*,

D°'=D"uUD D¢ = (0,d"] U [d*, d°), (3.3a)
here d?¢ = d*>+1+1, d* = d+1+1. In a similar way, on D° we construct the extended discrete

set based on the mesh Eh(g.g)

D, =DV uD?", D =D,Dy); (3.3b)

N°¢+ 2 is the number of nodes in the mesh D,, N¢ = NO + N® = N 4 N7. Let v(z), = € Dy,
be some function. Using the function v(z), we construct the extended function v®(x), = € D,
by assuming

Y
. . v(x), €D,
v'(x) = o (asu() = D, (3.4)
ve—-1=1), ze€D, ; zeD,.

We now write problem (2.7), (2.3), but for the extended functions, in the canonical form

i+1
A2f(z) = Z( 148 2(a7) + Z 1) Fg2¢(2%) = (3.5a)
fe(xi)’ i g Il e[ .0 i e ; e
:{07 el = fi(z"), z=2'€Dj, i=1,...,N°

Here I} = {i = NO NO +1}; k = k(5,5), k(1,5 = i) =i, k(i,j # i) =i+ 1; j(i) =
NO 4+ N7 1 for i = NV, j(i) =i, N — N7 for i = N 4 1; the coefficients qs; for
i ¢ I can be written in terms of a(x), b(z) : ¢f; = g1 for 1 < i < NO — 1, q; =
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Gi-Nv—1,j-N7—1(3.1) for N +2 <4 < N% g; = (=1)7Fg(a?) for i € I, j = j(i), where
9(@) =1 fo(@) = fi (@ £0)).

We consider the function g(z'), ¢ € I; as well as the functions a(x),b(z) to be the data
of a continual problem, viz. the continual domain decomposition method on the overlapping

subdomains D" and D™ with Dirichlet interface conditions. On the boundary Iy the function
2¢(x) takes the prescribed values

2(x) =

8

0), i=0 | ,
):{zgdi i:Ne+1}’ z=a €I i=0, N°+1. (3.5b)

The difference equations (3.5a) (equation (2.7)) can be also written in the following form:
A¢2%(z) = {ea®(x) 6zp + b°(2) 0.} 2°(z) = fé(x), x=2"€ D, i¢l,
A°2%(2) = g(z) (—2°(z) + 2°(2?)) =0, a2 =2"€ Dj, i€l (3.5¢)

7: - 1, .. .,Ne, j - j(3.5a)(i)-

We write the difference scheme (3.5), (3.3) in the algebraic form as a system of algebraic
equations. Let an (N€¢ + 2)—dimensional vector y¢ correspond to the N¢ 4 2 components of
2°(z), € D},. The scheme (3.5), (3.3) results in the matrix system

AC e = b (3.6)

Here A° is a tridiagonal (N°+2) x (N°42)-matrix with the elements af; = —(=1)"""¢f | ; |,

1 —1¢ I1; a5, = —q5;, 1 — 1 € I, and with two additional elements

aj; =g, i— 1€, j#i, j=7j(i),

where j(i) = NO + NY +2 for i = NW +1, j(i) = N — N7+ 1 for i = NO 4+ 2; b° is
an (N¢ + 2)-dimensional vector (the components of the vector b¢ are the values f¢(z*~!) for
7=t e D§ for i # 1, NW +1, NO 42 N¢ 4 2 and the values ¢°(2°~!) for i =1, N® + 2).

3. The operator Af?).ﬁ) satisfies the monotonicity principle.

Using the majorant function technique (see, i.g. [4, 5, 7, 9]) applied to the discrete problem
(3.5), (3.3), we establish e-uniform boundedness for the norm of the inverse matrix (A¢)~! :
| (A9)~1|| < M. Here || (A°)~1] is the matrix norm induced by the maximum vector-norm

On the meshes
Dy, = wy, (3.7)

where W; = Wy (2.3), whose nodes satisfy the condition min; ht > m N~! in particular, on the
uniform mesh

Dy, = (3.8)

we have: || A ||, || (A4°9)7! || < MN?. Thus, for the condition number of the matrices A.2)
and Af%) in the case of meshes Dy,37) we obtain the estimates

e(A) = ®(A; Eh(gj)) < MNz, (3.9)
2(A%) = (A% Dy,(Dhar)) < MNZ (3.10)
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As n — oo (for fixed IV, ) the solution of the iterative process (2.6) converges to the solution of
the stationary problem (2.7) (or, shortly, the iterative process (2.6) converges) in the maximum
norm at a rate of the geometric progression, that is,

|z(x) — 2"(x)] < Mq", x€ Dy,. (3.11)
In the case of mesh (3.8) we obtain the estimate
q¢< (1+me NN (3.12)

where m is any number from the interval (0,my], mo = ming [a~'(x)b(x)], | = l25); the value
of ¢ depends essentially on ¢, N, [. A similar estimate for ¢ is valid on the mesh (3.7).

Definition. Let § be some quantity such that 8 = ((«a, ), where @« — 0, v — o0, and
assume that (3 satisfies the estimate || < u(a, 7). We say that this estimate is unimprovable
with respect to the values of «, 7 if the estimate |3| < py(«,7) is, in general, incorrect for
(e, y) = o(p(a, 7).

The estimate (3.12) for ¢ is unimprovable with respect to the values of N, ¢, [N.

The discrete solution z"(x) of the decomposition scheme (2.6), (3.8), generally speaking,
does not converge for N, n — oo (for example, for n = N in the case [ = N~7' ¢ =1).

The condition

[>me+ N* (3.13a)
is necessary and sufficient for the following estimate to be satisfied on the meshes (3.7), (3.8):
g<1l-—m. (3.13b)

For the solutions of problems (2.4), (3.8) and (2.6), (3.8) we have the (unimprovable) estimates

lu(r) — z(z)] < MN e+ N 2 Dy; (3.14a)
lu(z) —2"(z)] < M[N"Y e+ N1 +q"], z€D,. (3.14Db)

The condition
N~ =o(e) (3.15)

is necessary and sufficient for the convergence of the solutions of problems (2.4), (3.8) (for
N — o) and (2.6), (3.8) (for N, n — 00) to the solution of problem (2.1), (2.2).
The following theorem is valid.

Theorem 3.1. The condition numbers of the matrices A, Af%) are bounded e-uniformly
on the meshes (3.7); ®(A), &(A°) satisfy the estimates (3.9), (3.10). In the case of meshes
(3.7), (3.8) the condition (3.13a) is necessary and sufficient for the (e, N)-uniform convergence
(as n — o0) of the solutions of the iterative method (2.6) to the solution of problem (2.7); for
the iterative solutions the estimates (3.11), (3.12) (on the mesh (3.8)) and (3.13) hold. The
solutions of the iterative method (2.6) (on the meshes (3.7), (3.8)) do not converge (for N,
n — 00) to the solution of problem (2.1), (2.2) for fixed values of the parameter €; the condition
(3.15) is necessary and, under the additional condition a, b, f € C*(D), also sufficient for the
convergence of the numerical solutions to the solution of problem (2.1), (2.2); the solutions of
problems (2.4) and (2.6) on the mesh (3.8) satisfy the estimate (3.14).
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Remark 1. The condition numbers of the matrices A, A° in the case of meshes (3.7),
(3.8) satisfy the following unimprovable with respect to €, N estimate

w(A), ®(A°) < MN(1+¢eN).

From this estimate and condition (3.15) it follows that the condition numbers of the matrices
A, A€ in the case of a scheme convergent on the meshes (3.7) or (3.8) grow without bound as
e — 0; precisely, the following (unimprovable with respect to e, N) lower bounds hold for the

condition numbers of the matrices A, A€ :

2(A), (A% > et

4. In this subsection we construct special fitted meshes which are condensing in the boundary
layer region. The difference scheme (2.4) on such schemes does converge e-uniformly.
On the set D we introduce the mesh

D; =D, =, (3.16a)

where @7 = Wy (o) is a piecewise uniform mesh, uniform on the segments [0, 0] and [0, d],

A and h® are its step-sizes on [0, 0] and [0, d], respectively, defined by h(!) = 20 N=! and
h? =2(d— o) N7,

oc=o0(e,N)=min [27'd, m™ e InN], (3.16b)

m is an arbitrary number from the interval (0,m°), m® = min[a=!(z) b(z)].
D

For the quantities || A ||, || A° ], &(A), &(A°) on the mesh Dy 3.16) we have the estimate
| A(Dnsa6) I, || A°(Dhsasy) I, @(A; Drgae), (A% Digas) < (3.17)

<Me'N*(e+In! N)2

which is unimprovable with respect to e, N.

Thtz)rem 3.2. In the case of the diﬁerence_scheme (2.4),_(3.16) the matrices A(Eh(g'lﬁ)),
A®(Dp.16)) and the condition numbers &(A; Dps.a6)), ®(A% Dysae)) satisfy the unimprovable
estimate (3.17).

Remark 2. In the case of e-uniformly convergent schemes on piecewise uniform meshes
the coefficients of the operator A1) (the elements of the matrices A, Af%)) and also the
numbers a&(A), s(A°) grow without bound for ¢ — 0. Therefore, the direct use of a(A), a(A°)
in the analysis of the e-uniform stability of numerical solutions does not allow us to obtain

e-uniform estimates for the solution disturbances with respect to disturbances of the data of
problem (2.4), (3.16) (problems (3.2), (3.16) and (3.6), (3.16)).

5. When analyzing the iterative method (2.6), (3.16), for simplicity we assume the following
condition to be satisfied:

either 0 <d? or o>d', o=o031s), (3.18)
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which ensures the uniformity of the mesh (3.16) on the overlapping region VY N D,

In this case, for the solutions of iterative process (2.6), (3.16) we obtain the estimate
|z(z) — 2"(2)] < Mq", x¢€ Dy, (3.19a)

moreover, for the value ¢ we have

(14+me IN"HWN o < @,
q= (3.19b)

exp(—mae ), o>d,
where my = 27y, my = ms.16), | = l(2.5); the estimate is unimprovable with respect to N, ¢, [

Note that ¢ = ¢(N, ¢,1), depending on the parameters, can be arbitrarily close to 1. However,
q is bounded (g, l)—uniformly; we have the (e, !)—uniform estimate

g < 1—-mN™ (3.20)

which is unimprovable with respect to the value of N; generally speaking, the solutions of
scheme (2.6), (3.16) do not converge to the solution of scheme (3.6), (3.16) for N,n — oc.
The condition

m(e+ N1, o<d
I > (3.21a)
me, o >d,
which is equivalent to the condition
[ > me, (3.21b)
is necessary and sufficient for the following estimate to be satisfied on the mesh (3.16):
g < 1-—m. (3.21¢)

The solutions of problem (2.4), (3.16) and of the iterative problem (2.6), (3.16) satisfy the
(unimprovable) estimates

lu(z) — 2(z)] < MN'InN, =z € Dy; (3.22a)
lu(z) — 2"(x)] < MIN"'InN+q"], x€ Dy, (3.22Db)

The solutions of problems (2.4), (3.16) (for N — oo) and (2.6), (3.16), (3.21a) (for N,n —
o0) converge to the solution of problem (2.1), (2.2) e-uniformly. However, if condition (3.21a)
fails, the solution of problem (2.6), (3.16), in general, does not converge to the solution of
problem (2.1), (2.2) for N,n — oo, i.e., under the violation of condition (3.21a) the convergence
is not unconditional (with respect to N,n).

Theorem 3.3. The condition (3.21a) is necessary and, if a, b, f € C*(D), also sufficient in
order that the solutions of the decomposition scheme (2.6), (3.16) for N,n — oo converge to the
solution of the boundary value problem (2.1), (2.2) e-uniformly. For the solutions of problems
(2.4), (3.16) and (2.6), (3.16), and also for the value of q the estimates (3.19), (3.22) and
(3.21) are valid.
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4. Grid approximations of the boundary value problem
(2.1), 2.2) in the case of the disturbance of its data

1. For the analysis of problem (2.4), (3.16) it is convenient to consider the set D, as a compo-

sition of several subsets. Let
Dy=UDj, k=123, (4.1a)
where D} = (0,0) N Dy, D} = {z=0}NDy, D} = (0,d)N Dy, o € D;. For piecewise
constant functions v(x), * € Dy, which are constant on the sets D}]f(4.1)’ we use the “vector”
notation
v(x) = {vi,v9,v3}, € Dy, vy =v(x), v€ D}, k=123 (4.1b)
The coefficients ¢;;(3.1) of the difference scheme depend on the functions a(z), b(z), x € D.
Let the coefficients ¢;;, i = 1,...,N—1, j =i—1, 4, i+ 1 and the functions f(z), z € Dy, ¢(z),
x €I}, in equations (2.4), (3.1) take some disturbed values q;;, f*(z), ¢*(z) respectively. Then
the difference scheme (2.4), (3.16) and problem (3.2) transform respectively into the perturbed
difference scheme
it1 -
N = Y () g ) = @), e=al €Dy, (4.2
j=i—1
2*(x) =" (z), x€Il}

and into the perturbed problem
A*y* =" (4.3)

For further constructions it will be convenient to group together the terms of the difference
scheme (4.2), (3.16) and to write the operator A* in the following form, using the unknown
function and its differences dzp, 0, :

Niagy 2 () = { (@) dap + b(2) 6, + &) | *(a) (4.4)

= (KI(D4,4) + E(a:)) 2M(x) = Nuay 2" (x), x € Dy

>

We confine our consideration to the case when the perturbed coefficients g;; are generated
by the perturbed functions a*(x), b*(x), which correspond to the functions a(x), b(x), x € Dy,
and so there are no other disturbances of ¢;;, except these ones.

In the case of the disturbances of scheme (2.4), (3.16) which are caused by disturbances of
the data of problem (2.1), (2.2), the quantities ¢j;, i.e., the perturbed values of the quantities
¢i; = qij(a(a?),b(z")), are defined by a*(x?), b*(z') (approximations to a(z"), b(z")) taking the
values af(z"), b5(z'), j =i —1,i,i+ 1:

¢;; = aij(aj(a"), 05 (2")); (4.5a)
it is not assumed that a}(z') = aj(z'), bj(a) = bj(z") for j # k; in general,

a;‘f(xi) # aj ('), b;k(x’) £ bi(z"), 2" € Dy, (4.5b)
Ak Gk=i—lii+1.
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For the disturbances we use the notations
2(x) = 2 (z) — 2(x), Q?j = qi; — ij) (4.6)
a‘s(x) =a*(x) —a(x), ..., y5 =y —uy.

It is required to find the conditions for the disturbances of the data of boundary value problem
(2.1), (2.2) under which the solution of the difference scheme (4.2), (3.16) (problem (4.3)) exists,
is e-uniformly bounded and converges (for N — o0) to the solution of the difference scheme
(2.4),(3.16) (problem (3.2)) e-uniformly. From the e-uniform convergence of z*(z), * € D,
to z(z):
|2*(z) — 2(z)] < AMN), x€ D,
it follows that the solutions of the perturbed difference scheme (4.2), (3.16) converge e-uniformly
to the solution of the boundary value problem (2.1), (2.2). So, in the case of estimate (3.22a)
we have
lu(z) — z*(z)] < MN'InN+A(N), z € Dy.

2. We now give some estimates for the disturbances of the data of scheme (4.2), (3.16),
which are generated by the disturbances of the data of boundary value problem (2.1), (2.2).

2.1. For the coefficients of the operators K(4,4) and A’("4.2) we obtain the estimates

la(z) —a(z)] < My [a’(2)],
b(2) —b(@)| < Mz [m(@) o' (@)] + [P ()], @)
c(z)| < M [ma(z) [ (z)| + ns(z) V()| ], x € Dy;
|qu‘ < M, |:T]2(I‘i> !a‘s(xi)| + n3(x?) |b5(xi)|} . 2’ € Dy;

m(x)={N(E+In""'N),eN, eN},

m(z) ={e " N*(e+In""'N)*, N’ (e+In"'N), e N*},

n3(z) ={e " N(e+In""'N), N, N};
here and in what follows nx(z) = ni(z;e,N) are piecewise constant functions in the vector
notation (4.1b); the disturbances a’(z), b°(x), ¢; are defined by (4.6). The estimates (4.7) are

unimprovable with respect to a®(z), b°(x), &, N.
2.2. In that case when the disturbances satisfy the conditions

@’ (z)| < mun(z), 0°(2)| < mo, x € Dy, (48)
4.8
(@) ={ N e+ N)™, (1+eN)™!, (1+eN)'},
for the coefficients of the operator K(4,4) we have the estimate
() — a(z)], [b() —b(x)‘ <m, €Dy, (4.9)

where m = my4.9)(M1(a8), Magas)) — 0 for m;sy — 0. Under conditions (4.8), for the function
¢(z) we have

c(@)] < mn(x), @€ Dy,

(4.10)
nz)={e'NEe+'N), N+ N>In"'N(1+eN)"', N},
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where m = m(my4s)); the estimate (4.10) is unimprovable with respect to €, V.

2.3. In the case of sufficiently large values of mq4.g), Mma(a.s) the coeflicients a(z), g(;r) differ
greatly from a(x), b(x) and can be negative.

Definition. We say that the operator K€4.4)7 i.e., the main term of the operator K(4,4), and

the operator A4 (its main term) are consistent with respect to the disturbances a’(z), v°(z)
satisfying the conditions (4.8) (or, shortly, with respect to the disturbances a’(z), b°(z)) if
their coefficients satisfy the estimate (4.9).

Lemma 4.1. Under the conditions (4.8) the operators /N\I()4_4) and M4y are consistent with
respect to the disturbances a’(x), b°(z); for the coefficients a(z), E(x) (the coefficient ¢(x))
under the conditions (4.8) the estimate (4.9) (the estimate (4.10)) is valid.

Note that the function 2°(x), z € Dy, by virtue of formulas (2.4) and (4.2), is the solution
of the difference scheme

K(4.4) z‘s(x) = f‘s(x) — <K(4,4) — A(M)) z(x), x € Dy, (4.11)
P(x) = ¢(x), x €l

here z(x), x € Dy, is the solution of problem (2.4), (3.16).
3. Before we proceed to the further study of problem (4.2), (3.16) (problem (4.11), (3.16)),
we consider the simpler difference scheme

Aa3) Wa(w) = Fé(x), T € Dy, Wé@) = 906<x), T € Ih. (4.12)

Here the main part of the operator A(4 13) in the discrete equations is the operator A( " 4),

R 2(z) = {£@(@) dap + b(w) 0, + E(x) } Z(z) =
- (K@A) +5(g;)) 2(z), € Dy, (4.13)

where D), = Eh(3.16), Ca13)(x), * € Dy, as opposed to C. 4)( x) does not depend on the data
of problem (4.2), (3.16); in general, ¢(4.13)(z) # C(a.4)(z) and A(4 13) 7 A(44 = AE‘M), x € Dy;
f(x) = f*(x), © € Dy, @(x)=¢*(x), x € I}

Let the condition (4.8) hold for problem (4.12), (3.16), which ensures the proper structure
of the operator A(4_4)), and also let the following condition be valid:

G@) < muuan(@). €Dy, (4.14)
‘F‘S(:U)} < Mnuag(z), x € Dy, }(p‘s z)| <M, x €y, (4.14b)
Ny (z) = {e'(e+In™"' N), N, 1},

where m is sufficiently small. Then the solution of the difference scheme (4.12), (3.16) is
(e, N)—uniformly bounded. The conditions (4.8), (4.14) are unimprovable with respect to e, N
in order to comply with the following properties: (a) the operators A 4) and K’g 4.4) Ar€ consistent
with respect to the disturbances a’(x), b°(x); (b) the solution of the difference scheme (4.12),
(3.16) exists for any ¢ and N; (c) the solution of this scheme is (¢, N)-uniformly bounded.
For example, for sufficiently large m;4.8) and m4.14) the solution of the difference scheme, in
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general, does not exist or is not (e, N)-uniformly bounded, while in the case M.14) = (o(1)) "
for N — oo the solution of the difference scheme is not (e, N)—uniformly bounded.
Under conditions (4.8), (4.14a) the solution of scheme (4.12), (3.16) satisfy the estimate

@] < M g [0 ] + s 5 ] 2 < D (415)

This estimate is unimprovable with respect to the values of &, N; here nuig(z) =
N1y (x; €, N), moreover, N4 (x) > 1, x € Dy,

Lemma 4.2. Let the disturbances a’(x), b°(z), x € Dy, of the difference scheme (4.2), (3.16)
and the function ¢ua3)(x), © € Dy satisfy the conditions (4.8), (4.14). Then the following
statement is valid: the operators A(s.4y and KI()4.4) are consistent with respect to the disturbances
a’(x), b°(x), x € Dy, the solution of the difference scheme (4.12), (3.16) exists for any & and
N and is e-uniformly bounded; for this statement to be true the conditions (4.8), (4.14) are

unimprovable with respect to €, N. For the solutions of the difference scheme (4.12), (3.16),
under the conditions (4.8), (4.14a) the estimate (4.15) holds.

Remark 3. From estimate (4.15) it follows that the identical (in module) functions F°(x)
from the different subdomains Df, k=1,2,3 contribute differently to the function w’(x). One
can observe the essential (with respect to the values of £, V) anisotropy (over the subdomains
DY) concerning the influence of the right-hand side of the difference scheme (4.12), (3.16) on
its solution. The function w’(x) is e-uniformly bounded for the functions F°(z) being not
e-uniformly bounded on D; (see condition (4.14b)).

4. In this subsection we consider the conditioning of the difference scheme (4.2), (3.16)
obtained from scheme (2.4), (3.16) under disturbance of the data of the boundary value problem
(2.1), (2.2). We first study the conditioning of the difference scheme (4.12), (3.16).

4.1. To estimate the solution of scheme (4.12), (3.16), it is convenient to measure the function

f(x) = f(2;F°(-), " () = {F°(x),¢°(2)}, = € Dy, (4.16a)
where f(z) = F°(z), x € Dy, f(x) = ¢°(z), x € Ty, i.e., the right-hand side of the discrete
equations, in the special weight norm || - ||*:

I 70) e = ma {15 o) [P0 ] o)1} (4.16b)

Then the estimate (4.15) takes the form
W (@) < M| flzs F°(),¢°() I, @ € Dy

Thus, the difference scheme (4.12), (3.16) (scheme (4.2), (3.16)) can be regarded as a trans-

formation which translates the discrete space with the norm || - || (maximum grid norm) into
a discrete space endowed with the special norm || - ”il.lG)? and so the quantity 2 can be

considered as the condition number for this transformation.
4.2. The estimate (4.15) (unimprovable with respect to €, N) and the following estimate

max
lw(-)|<1,D

n(z) ={e'N*(@+In?>N), N>(c+In""'N), N(1+eN)}

/N\(4-13>W($)‘ < Mn(z), k=1,2,3, z €Dy,
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imply the required estimates for the quantities a® (/~\(4,13)) and &k (/~\(4,13)), where

A(4.13)w(a:)‘ 77(_4%14)(95)} , k=1,2,3

Sk A
x (A 4.13 ) = max |:
(13 lw(-)I<1, D

are the fractional condition numbers for problem (4.12), (3.16). We thus have the following
estimates:

865 <K(4.13)> S Mﬁl, %Sk (K(4_13)> S M?72<.§L’), k= 1, 2,3, x e DZ, (417)

n' =n'(e, N) = N*(e+In"'N) < N?,
n*(z) = {N?(e+In""'N), Ne+In"'N), N(1+eN)}.

These estimates for s, % are unimprovable with respect to e, V.

Lemma 4.3. Let the disturbances a’(z), b°(x), x € Dy, of the difference scheme (4.2), (3.16)
and the function cuas)(x), ® € Dy, satisfy the conditions (4.8), (4.14a). Then the difference
scheme (4.12), (3.16) is well conditioned e-uniformly in the case of the special norm || - ||a16);

for the condition numbers a° (K(4_13)) and &°F (K(4.13)> the estimates (4.17) hold.

Remark 4. In the case of scheme (4.12), (3.16) a small relative disturbance of the right-
hand side and the boundary conditions in the special norm (i.e., the small quantity || fJ(x) ||°
(Il folx) %), where fo(x) = {Fo(@), (@)}, Folw) = F{\15)(@), ¢o(@) = 9y 15)(x)) canses
(stipulates) a small relative disturbance of the solution of the difference scheme in the maximum
discrete norm (i.e., the smallness of the quantity || wi(z) || (|| wo(z) ||)71, wo(z) = w&m)(m)).
Thus, the difference scheme (4.12), (3.16), in the case of the special norm, is well conditioned
e-uniformly; the conditioning of the difference scheme differs essentially over the subsets DY,
k=1,23.

Remark 5. Having in mind estimate (4.15), i.e., the dependence of the solution of the
difference scheme (4.12), (3.16) on the right-hand side F°(x), z € Dy, it seems appropriate
to write the difference scheme (4.12), (3.16) such that the solution of the difference scheme
depends on the right-hand side “identically” on each of the subsets D¥, k = 1,2, 3. Multiplying
the difference equations in (4.12), which correspond to ' € D} and z' € D?, by the values

g(e+In"! N)_1 and N ! respectively, we obtain

A Wi (z) = {ea”(x) 6zp + b%(2) 6, + S (2) } wo(z) = F5(x), x € Dy,

W(x) = ’(x), =€ T (4.18)

Here v3(z) = g(z)¥(z), B(z) is one of the functions a(z), b(z), &(z), F’(z), x € Dy, g(z) =
77(_;14)(x; g, N); note that 77(_;14)(x; e, N)~elnN for z € D}, e = O(In"' N). The solution
of the difference scheme (4.18), (3.16) satisfies the estimate

W (z)| < M max{nll)zzx |F(z)], max ‘gpé(x)‘}, x € Dy;

for the condition number of the discrete operator A(qzug) we have the estimate

& (Aam)) < M77(14.17) (e, N).
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5. Using the majorant function technique we estimate the solution of the difference scheme
(4.11), (3.16) (the disturbance of the solution in the case of the perturbed scheme (4.2), (3.16)).

Under conditions (4.8), (4.14a) the following estimate holds for the solutions of scheme
(4.11), (3.16):

@) < M {max {0 @) [mano) o) + (4.19)
Fian(@) [0°(@)]] } max ()] +max |0l @) 7@ ]+
‘f‘H}%X ’gpé(x) | } , x € Dy,

For the condition numbers of the difference scheme (4.11), (3.16) (scheme (4.2), (3.16)), in
the case of the special norm we have the estimates

w0 (Afyy) = o <K(4-4)> < Mjaan (e, N),

N (4.20)
w5 (Afyg) = 2% (Ruy) < Mnfup(e), w €D, k=123

Estimates (4.19), (4.20) are unimprovable with respect to £, N. Note that the e-uniform
estimate for & A?4.2);Eh(3.16) is similar to estimate (3.9), which is the estimate for & (A) =

x (A(2.4)§Eh(3.7))-
Under conditions (4.8), (4.14a), and also the condition

|f5(x)‘ < Mngasy(z), € Dy, ‘gp(s(x)‘ <M, zelj, (4.21)
the solution of the difference scheme (4.11), (3.16) is (¢, N)-uniformly bounded.

Theorem 4.1. Let the disturbances of the data of the boundary value problem (2.1), (2.2),
which generate in turn the disturbance of the difference scheme (2.4), (3.16), satisfy the con-
ditions (4.8), (4.14a). Then the following statements are valid: (a) the operators A4y and
KI()4.4) are consistent with respect to the disturbances a®(z), b°(x), x € Dy, moreover, the solution
of the difference scheme (4.2), (3.16) exists for any € € (0,1] and N; for the statement (a) to
be true the conditions (4.8), (4.14a) are unimprovable with respect to e, N; (b) the condition
numbers of the difference scheme (4.2), (3.16) and the solutions of the difference scheme (4.11),
(3.16) satisfy the estimates (4.19), (4.20); these estimates are unimprovable with respect to ¢,
N; the condition (4.21) is necessary and sufficient for the solution of the difference scheme
(4.2), (3.16) to be (e, N)—uniformly bounded.

Remark 6. Let the hypothesis of Theorems 3.3, 4.1 be fulfilled. Then we have the estimate
) = ()] < M {8 N+ (gt 0) [ (o) [of (0] +
Fan (@) )] [max 70|+ g foto)l| + (4.22)

—|—njljax[ (@14 ‘f‘s |]+rr;ax‘<p5(x)|}, x € Dy,
h h
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Remark 7. The estimate (4.22) allows us to choose appropriate accuracy for calculating
a(z), b(z), f(x), x € Dy on the subdomains DF and the number of mesh points which ensures
the required accuracy of the solution (computed on an absolutely exact computer) for the
difference scheme (4.2), (3.16).

5. Grid approximations of the domain decomposition method in the
case of the disturbance of the data of the boundary value problem

1. At first we introduce some notations. For the analysis of the decomposition scheme (3.5),
(3.16) it is convenient to consider the set Dy as a composition of several subsets. Let

Df =D\ s, A ={a": iel}, (5.1a)
and let
D =UDy, k=1,...,5 (5.1b)

Here D}lz(B.l) and Dz(5.1) are meshes with constant stepsizes equal respectively to h() and h(?,

ht) = hg).m)? D? is the set of transition points where the mesh on ﬁz switches from coarse to

fine; D} = {2': i=NW} D} ={2': i=NWU +1} ~7 = D} UD;. For piecewise constant
functions v(z), x € Dj, which are constant on the sets Dﬁ(m), we use the “vector” notation

v(z) = {vr,...,v5} ={v,0"}, z € Dj; v ={vg,v5}, ©€E; (5.1c)
o(x) = {vi,vsvs}, €D vp=0v(x), x€DF k=15

The coefficients ¢f; 5 5), 9ij 3.5) of the difference scheme (3.5), (3.3) depend on the functions

a(z), b(x), z € D, and also g(x)(3.5). Let the coefficients ¢f;, g;; and the functions f¢(z), = € D,
¢°(x), € I, in equations (3.5a) take disturbed values g7, g;;, f* (), p**(z) respectively. Then
the difference scheme (3.5), (3.3) and problem (3.6) transform respectively into the perturbed
difference scheme

i+1
ex _ex _ i+1—7 ex _ex j i+1—k % _ex j ex( 1
AT 2% (z) = Z (1) I qi; 2 (27) + Z (1) i 9:;2 (@) = fi*(a*),
j=i—1 i=i(9)
i1 i€ly

r=a'€ D, (5.2)
2Mx) =T (x), zely,
where k = k(35 (7,7), (1) = j3.5)(¢), and into the perturbed problem
Ay = b (5.3)

We group the terms in the difference scheme (5.2), (3.16) and write the operator Af,, in
terms of the derivatives dzp and 0, as follows

AG 22 () = {666(1’)(5513 +ge(x)(5$ + Ee(x)} 2 (x) = (5.4)

= <K?§.4) —l—EE(:E)) 2 (x) = Kf5'4)ze*(a:), r=a1'€D, i¢gl;

A2 (x) = Gla) (=2 (z) + 2 (2)) + Blx)2" (x)

= (Kf§_4) + B@;)) 2*(2) = A2 (2), =2 € D5, i€, j=jusi)
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where g(x) = g5, 6(x) = gi; — 93

We consider the case when the disturbed coefficients ¢}, g;; are generated by the disturbed
functions a*(x), b*(x) and by the quantities g*(x%), which correspond to the functions a(x),
b(z), v € Dy and g(z*), i € I, moreover, there are no other disturbances of ;s 9ij, except
these ones.

For the disturbances of the values g(x') we use the notation: ¢°(x?) = g*(2%) — g(a*).

2. We deduce some estimates for the disturbances of the data of scheme (5.2), (3.3), (3.16),
which are generated by the disturbances of the data of the boundary value problem (2.1), (2.2).

2.1.For the coefficients of the operators A¢ (5.4) A (5.2) we obtain the estimates

) -] < 0[], (55)

be(x) — be(.it)‘ < My [f(x) [a®(2)] + [0 (2)] ],

()] < M; () }a65(x)|+ﬁ3(x) b°(2)|], =€ Dj;

g2] < My [Ta(a) [a®(a")| + () [00(2))]], o' € Dg;

)={N(+In""'N), eN, N},

Mh(z) ={e "' N*(e+In"'N)*, N*(e+In"'N), e N*},
)={e'N(Ee+In™"'N), N, N};

@), 1B@)], lg5] < M|g’(x)], ==a"€n;

here and below 1 (z) = nx(z;e,N) are piecewise constant functions in the vector notation
(5.1¢); a®(z) = afs 4 (x;a(-)), - - be‘s( ) = 6?5.4)(:13; b’(-)). Estimates (5.5) are unimprovable with
respect to a®(x), b (x), ¢°(z), €, N.

2.2. Let the disturbances satisfy the condition

19(x) — g

}a65(x)| < main(x }be‘s )| < mo, xe ﬁz, 19°(2)] < ms, x €5 (5.6)
={N"! (5+1n*1 N)™H, (1+eN)™", (1+eN)"'}.
In this case we have the estimate
|a“(x) — ()],
9(z) —g(x)] < m, x e,

where m = m.7)(m1, ma, m3) — 0 for m;z6 — 0. Under the condition (5.6) for the functions

v(z) —b°(z)| < m, z€ lA),i, (5.7)

&(z), B(z) we obtain the estimates
(@) < miw), veD; |Ba)| < m, e, (5.8)
Nz)={e'NEe+In"N),N+ N2In"" N(1 +eN)"}, N},

where m = m(ms.)); the estimate (5.8) is unimprovable with respect to €, V.

2.3. In the case of sufficiently large values of my(5.6), Mma(5.6), M35.6) the coefficients a®(x),
b°(2), g(z) differ greatly from a®(z), b°(z), g(z) and can be negative (in this case, generally
speaking, the solution of problem (5.2), (3.16) does not exist).
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Definition. We say that the operator AP (5.4) i.e., the main part of the operator /N\&A), and
the operator Af; 5, (its main part) are consistent with respect to the disturbances a®(z), b (x),

g’ () satlsfymg the condition (5.6) (or, shortly, with respect to the disturbances a®(x), b%(z),
¢°(x)) if their coefficients satisfy the estimate (5.7).

Lemma 5.1. Under the condition (5.6) the operators Kf§_4) and Af3_5) are consistent with respect
to the disturbances a®(z), b%(z), ¢°(z); for the coefficients a(z), b°(x), G(z) (coefficients
c(x), B(x)) under the condition (5.6) the estimate (5.7) (estimate (5.8)) is fulfilled.

3. We examine the existence of the solution of the perturbed difference scheme. Together
with problem (5.2), (3.16) we consider a scheme which has the common with this problem
operator AP (5.4) S the main term in the discrete equations

;%ma@z{@%%w+M@@+?@§?@p: (5.9)
= (Azy+7@) @) = filw), we Dy,
A2 (@) = Gla) (=2°() + 2°(@)) + B(2)Z"(x) =
= (A2 +8@) #(@) = fi(x), e,
T(2) = 3 (x), zel},

where Dy, = D), (Dh3.16)); Cl9)(T), T € Dh, Bz )(5.9), T € 7, as opposed to ¢(; ;) () and §(5,4) (x)
are independent of the data of problem (5.2), (3.16); in general, ¢(; o) () # (5 4)(®), B(5.9)(2) #
By (x) and AN ) # Ay = Aoy, @ € Di fi(2) = fi*(x), @ € Df, 3°(x) = ¢ (x), z € I}

3.1. Note that under condition (5.6), in that case when the functions ¢{; 9(2), € Dj, and

B(z), = € ~y. satisfy condition (5.8), the solution of problem (5.9), (3.16) does not exist in
general.

The consideration of model examples shows that in the case of condition (5.6), if the fol-
lowing condition holds:

&(x) > Mij(x), =€ DS, (5.10)
Nz)={e", N, N0l+eN)'};

1B(x)| > Mn(z), x €,
0 (x) =n(x; e,1) = ale, 1) {1,1}, a(e,l) =l(e+1)7",

where Ms.10) is sufficiently large, the solution of problem (5.9), (3.16) also, in general, does not
exist. Note that a(e,l) > h? (¢ + h7)~t > m N~ where h? is the stepsize of the mesh (3.16)

on D N D®. In the case of condition (3.21b) we have a(e,l) > m.

3.2. The solution of problem (5.2), (3.16) exists for any € € (0, 1] and any N, if condition
(5.6) and also the following condition are valid:

(5.11)

| ()] < mA(5.10)($), T E ﬁ,‘;,
ﬁ(@‘ < magsa(el), z €,
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where m is sufficiently small. Such bounds for the functions ¢°(x ), 3(x) under the condition
(5.6) (and condition (5.6) itself) hold if the values a®(z), b®), ¢°(x) satisfy the condition

a(z)| < mip(z), [b°(2)| < mip(), zeDi, m=m(msi); (5.12)
M) ={N 2+ "' N)> N 'e+In " N)™", (1+eN)?},
7a( ):{ Ye+In™ PN, (1+€N)’1};

9°(@)] < maa(e,l), =€

Lemma 5.2. The conditions either (5.6), (5.11), or (5.12) are sufficient for the existence of
the solutions of the difference scheme (5.2), (3.16). In the case of conditions (5.6), (5.10) the
solution of the difference scheme (5.9), (3.16), in general, does not exist.

Remark 8. In order that the operators A¢ (3.5) and A(5 g are consistent and the solution
of the difference scheme (5.2), (3.16) exists, the condltlon (5. 12) is unimprovable with respect
to e, N, [; even for a sufficiently large value of ms12) the solution of difference scheme (5.2),
(3.16) does not exist.

In Section 6 we determine conditions which ensure the(e, N)-uniform boundedness of the
solutions of scheme (5.2), (3.16). Note that the function z%(z), x € Dy, by virtue of (3.5) and
(5.2), is the solution of the difference scheme

Af5.4) 266(15) = 166(37) - (Afs.zx) - Af3.5)> 2¢(x), z € Dy, (5.13)
266(.17) — 3066(33), = [’57

where 2°(z) = 2035 (), z € D, is the solution of problem (3.5), (3.16).
4. Before we proceed to the further study of problem (5.2), (3.16) (problem (5.13), (3.16)),
we consider the simpler difference scheme

Afs.9) W(x) = F(z), z€Df, ’(x)=¢(x), zelf. (5.14)

4.1. Let the functions ¢ .9)(x), © € ﬁ,‘i and 3(z), = € 75 satisfy condition (5.11), and let the

condition (5.6) hold for the coefficients a¢(z), b°(z), g(z). Then the solution of problem (5.14),
(3.16) exists. Let also at least one of the following conditions be valid:

|F°(@)] = ple, N)n(x), =€ Dy, nlx) = {f),n" (@)}, (5.15)
{8 e+1In~ ! N N ].} ) = 7’]?5_10)(1’) = a(5_10)(€, l){l, 1},

where the quantity p(e, N) > 0 is not (5, N)—uniformly bounded. Then the solution of the
difference scheme (5.14), (3.16) (in particular, for ¢°(z) = 0) is not (e, N)-uniformly bounded.
4.2. Let the condition (5.6) hold for problem (5.14), (3.16), which ensures the proper struc-

ture of the operator A(5 2 ), and also let the following condition be satisfied:

& (2)] < mijpas (@), =€ Df, |B(x) < minls 10)(%), T € Yy (5.16a)
|FO(x)| < M Tsa5)(2), =€ D, (5.16b)
|F°(2)] < M5 1) (2), @ €, ()| < M, z €I, (5.16¢)
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where m is sufficiently small, m = m(ms.11y). Then the solution of the difference scheme (5.14),
(3.16) is bounded (e, N)-uniformly. Conditions (5.6), (5.16) are unimprovable with respect to
g, I, N in order that the following properties are fulfilled: (a) the operators A‘(?%) and Afg 2)

are consistent with respect to the disturbances a®(z), v*°(x), ¢°(z); (b) the solution of the
difference scheme (5.14), (3.16) exists for any € € (0,1] and N; (c) the solution of this scheme
is bounded (e, N)-uniformly. For example, for sufficiently large m;(.6), ms.16) the solution of
the difference scheme, in general, does not exist or is not (&, N)—uniformly bounded, while in
the case Ms15 = (0(1))”" for N — oo and/or & — 0 the solution of the difference scheme is
not bounded (¢, N)—uniformly.

4.3. When conditions (5.6), (5.16a) are valid, the solution of the difference scheme (5.14),
(3.16) satisfies the estimate

Wi (z)] < M |max M (z) | F°(2)| | + (5.17)
| ]

e [0 00 @] + e @) | € D

This estimate is unimprovable with respect to e, I, N; .15 (2) = 0515 (256, V), 77(75'10) (x) =

17(75.10)@; e,1). Note that the quantities 7515y (z) and 77?5'10)(1‘) satisfy the lower bounds
Nas)(z) > 1, 2 € Dfy, s 10(x) 2m N, € 7.

Theorem 5.1. Let the disturbances a®(z), b®(z), v € 132, ¢ (x), x € 7% of the difference
scheme (3.5), (3.16) and the functions (s ) (), x € Dy, Bs9)(z), x € 7, satisfy the conditions

5.6), (5.16). Then the following statement is valid: the operators AS, ., and A . are consistent
(3.5) (5.4)

with respect to the disturbances a®(z), b (x), v € ZA)Z, ¢ (x), x € ~¢; the solution of the
difference scheme (5.14), (3.16) exists for any € and N and is (e, N )—uniformly bounded; for
this statement to be true the conditions (5.6), (5.16) are unimprovable with respect to €, I, N.
For the solutions of the difference scheme (5.14), (3.16), under the conditions (5.6), (5.16a) the
unimprovable estimate (5.17) holds.

Remark 9. From estimate (5.17) it follows that the identical (in module) functions F°(z)
from the different subdomains D¥, k=1,...,5 contribute differently to the function w?’(z). One
can observe the essential (with respect to the values of £, N) anisotropy (over the subdomains
DF) concerning the influence of the right-hand side of the difference scheme (5.14), (3.16) on
its solution. The function w’(x) can remain e-uniformly bounded in the case of the functions
F?(x) being not e-uniformly bounded on D} (see condition (5.16b)). But, for the functions
F?(x) bounded on ~¢, the function w’(x) generally increases without bound when N grows, if
condition (3.21b) fails.

6. On conditioning of the difference scheme (5.2), (3.16)

We consider the conditioning of the difference scheme (5.2), (3.16) obtained from scheme (3.5),
(3.16) under disturbance of the data of the boundary value problem (2.1), (2.2).
1. As a preliminary, we investigate the conditioning of the difference scheme (5.14), (3.16).
1.1.  To estimate the solution of scheme (5.14), (3.16), it is convenient to measure the
function

fx) = f@F(),¢’() = {F(2),¢’(2)}, « €Dy, (6.1a)
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where f(z) = F°(x), v € D§, f(z) = ©°(z), v € I}, i.e., the right-hand side of the discrete
equations, in the special weight norm || - ||°° :

I f(x) |

5 (6.1b)

D,

= a7k o) P2 (0] o [0 0) 101 ] el

Then the estimate (5.17) takes such a form
W@ < M| flas PO v e D,

Thus, the difference scheme (5.14), (3.16) (scheme (5.2), (3.16)) can be regarded as a transfor-
mation which translates the discrete space with the maximum norm || - || to a discrete space
endowed with the special norm || - ||°°, and so the quantity = is considered as the condition
number for this transformation.

1.2. The estimate (5.17) and the following estimate

max |Afs) we(x)‘ <Mn(z), v€ D, k=1,...,5 (6.1c)

k
lwe()I<1,Dy

(@) ={n(@),n" (@)} g1y, 1'(x) ={1,1},

Nz)={c'N*(@+In?>N), N>(c+In""'N), N(1+eN)}

imply the required estimates for the condition numbers aese(/ﬁ{fag)) and aesek(/if&g)), where

oS F(R0y) =  max [)KfB_g)we(x)‘nal)(x)], k=1,...,5, (6.1d)

k
lwe()I<1, Dy

are the fractional condition numbers of the operator Kfag) of problem (5.14), (3.16). We thus
have the following estimates:

oo™ (Kfsg)) < Mp'; a* (K?5.9)) < Mu(z), xe Dy, k=1,...,5, (6.2)

n' =n'(e, N) = max {NQ(s +1In7 N oGl (e z)] = N%(e+In"' N) < N2,

n'(2) = {0*(@),n"(@)},  7(@) = agag(e ) {11}
n(z)={N?(e+In"'N), Ne+In™"'N), N(1+eN)}.
The estimates for 2, &% are unimprovable with respect to €, N, [.

In the case of scheme (5.14), (3.16) a small relative disturbance of the right-hand side and the
boundary conditions in the special norm (i.e., the small quantity | fJ(x) [|°° (|| fo(z) ||°°)7%,
where fo(z) = {Fo(x), vo(z)}, Fo(z) = F(55_14)(a:), wo(x) = 4,0‘(55.14)(95)) in the case of condition
(5.16a) causes (stipulates) a small relative disturbance of the solution of the difference scheme
in the maximum discrete norm (i.e., the smallness of the quantity || wd(x) || (|| wo(z) )™,
wo(x) = w?5‘14)(x)). Thus, the difference scheme (5.14), (3.16), in the case of the special norm,
is well conditioned e-uniformly; the conditioning of the difference scheme differs essentially over
the subsets DF, k=1,...,5.
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Lemma 6.1. Let the disturbances a®(z), b (), v € lA),eL, @ (x), © € ~¢ of the difference
scheme (3.5), (3.16) and the functions (54 (x), v € Dy, Bs.9)(2), x € 7, satisfy the conditions
(5.6), (5.16a). Then the diﬁer@nce scheme (5.14), (3.16) is well conditioned e-uniformly in the

- for the condition numbers e (Afag)) and ®5F <Kf5.9)> the

case of the special norm || -
estimates (6.2) hold.

Remark 10. Having in mind estimate (5.17), i.e., the dependence of the solution of the
difference scheme (5.14), (3.16) on the right-hand side F°(x), x € Dy, it seems appropriate
to write the difference scheme (5.14), (3.16) such that the solution of the difference scheme
depends on the right-hand side “identically” on the subsets D¥, k= 1,...,5. Multiplying the
difference equations in (5.14), which correspond to z* € D}, z' € D? and x* € ¢, by the values

e(e+In! N) , N7! and oz(5 10)(€: 1) respectively, we obtain
A" W (z) = {5 a®' () 0z + %' (2) 6, + csl(:v)} W(z) = F5 (z), ze D, (6.3)

AW (z) = g7 (@) (—u'(2) + w0’ (27)) + 8% (2) W'(z) = F¥' (z), z=2a" €15, j = jus)i),
WS (x) = ’(x), x €I}
Here v5' () = g(2) 0(x ), () is one of the functions a°(z), b°(x), ®(z), FO(z), z € DS, or §(x),

B(x), €5 gla) =n; . 15 (x; e, N). The solution of the difference scheme (6.3), (3.16) under
conditions (5.6), (5. 16a) satlsﬁes the estimate

W (z)] < M max {I%%X ‘Fsl(x)) , max ¢ (2)] }, x € Dy,
h h

for the condition number of the discrete operator A‘(%lig) (obtained by “preconditioning” of the
operator Afag)) we have the estimate

(A 63)) < MT](16.2)(€7 N).

2. Let us estimate the solution of the difference scheme (5.13), (3.16). N
Conditions (5.16a) and (5.6), which ensure the consistency of the operators Af; 5 and Az

with respect to the disturbances a®(x), b°(z), » € lA)fL, ¢’(r), * € 4% and the existence
of the solution of the difference scheme (5.13), (3.16) (scheme (5.2), (3.16)), are valid if the
disturbances a®(x), b°(x), ¢°(x) satisfy the relations
a®(@)| < mi(z),  [¥(z)] < mip(x),  x€ D, (6.4)
={N7?@E+Ih'N)", N e+ ' N)"", (1+eN?)1},
’77\2(1') = {N_17 1, N_l}a
16° ()] <m0 (x), = €,

where m is sufficiently small. But if the value m is sufficiently large at least on one of the sets
DF k=1,...,5, then at least one of the conditions (5.6) or (5.16a) fails; the condition (6.4) is
unimprovable with respect to €, .
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Using the maximum principle, under conditions (5.6), (5.16a) (condition (6.4)) we establish
the following estimate for the solutions of the difference scheme (5.13), (3.16):

}Zea(x)’ < M{{I%aex{ﬁglg))(@ [Thas.5) () }a66($)| + M3(5.5) () {be(s(@u} +

+myhdhmwﬂlf@ﬂ}n@df@N+%g[ﬂéﬁw\F%@”+

+Q?[Wém@H4U”®ﬂ+ﬁgxwd@H},méﬁi (6.5)

The condition numbers of the operator Af,) of the difference scheme (5.13), (3.16) (scheme
(5.2), (3.16)) in the case of the special norm satisfy the estimates

= ( ?;2)) =™ (Af5.4)) < Mn(16.2)(€7 N), (6.6)
" (Afg_g)) = 5k <~f5.4)> < Mn(26.2)(x; eN,I), x€Df k=1,...,5.

Estimates (6.5), (6.6) are unimprovable with respect to €, N, I. Note that the e-uniform
estimate for s A((B;Q);Eh(g.l(;)) under conditions (5.6), (5.16a) is similar to estimate (3.9),
which is the estimate for & (A) = & (A(2.4);Eh(3.7)).

In the case of condition (6.4) and also the condition

f9(@)] < Mueas(e), zeDj, |¢°@)] <M, zelj (6.7)
the solution of the difference scheme (5.13), (3.16) is (¢, N)—uniformly bounded.

3. The consistency of the operators Af3.5) and KE? 1) with respect to the disturbances a®(x),
b*d(x), ¢°(x) does not imply the monotonicity of the perturbed difference scheme (5.13), (3.16).

For the consistent operators Af3'5) and K‘E”g 1) the condition

gi(ai™(a"), b"(2") = gga®(a"), b°(a")), (6.8)
g (af™(a"), 05" (2") < g(a’(ah), b(a")), ' € Df, j#i,
g5 = 9(@), g5 <g(@’), o' en~i, jAi
is sufficient for the (¢, N)—uniform monotonicity of scheme (5.2), (3.16) (scheme (5.13), (3.16)).
If at least one of the inequalities (for some values of ¢ and ) fails, this leads generally to a

loss of (e, N)—uniform monotonicity of the difference scheme.
The condition

g5 (a5 (2"), b5*(2")) > 0, g5 (a5 (2"), 05" (a")) > 0, (6.9)
gi; (a5 (2"), b5 (2")) — gfioy (a2, (a), 0, (27)) —

— gy (afy (a), by (2) > 0, o' € D, j# i
9z 95>0, 2en, jFi

is sufficient for the (e, N)-uniform monotonicity of scheme (5.13), (3.16) even if the operators

Aly5), A 4 are not assumed to be consistent. The condition (6.9) is unimprovable.
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Theorem 6.1. Let the disturbances of the data of the boundary value problem (2.1), (2.2) sat-
isfy the conditions (5.6), (5.16a) (condition (6.4)). Then the following statements are valid:
(a) the operators Afy 5 and ng 4 are consistent with respect to the disturbances a®(z), b (z),
T € lA),‘fL, ¢°(x), x € 4%, moreover, the solution of the difference scheme (5.2), (3.16) exists for
any € € (0,1] and N; for the statement (a) to be true the conditions (5.6), (5.16a) (condition
(6.4)) are unimprovable with respect to €, N; (b) the condition numbers of the difference
scheme (5.2), (3.16) and the solutions of the difference scheme (5.13), (3.16) satisfy the esti-
mates (6.5), (6.6) which are unimprovable with respect to €, N, l; the condition (6.7) is neces-
sary and sufficient for the solution of the difference scheme (5.2), (3.16) to be (e, N)—-uniformly
bounded; (c) wunder the condition (6.8) (except the conditions (5.6), (5.16a) or the condition
(6.4)) the scheme (5.2), (3.16) is (¢, N)-uniformly monotone.

Remark 11. The scheme (5.2), (3.16) is (¢, N)—uniformly monotone if condition (6.9) is
satisfied (the fulfillment of conditions (5.6), (5.16a) or condition (6.4) is not assumed).

Remark 12. Let the hypothesis of Theorems 3.3, 6.1 be fulfilled. Then we have the estimate
luf(z) — 2% (z)| < M { N 'InN + {I%aex{ﬁ(;w)(x) [ﬁ2(5_5)($) }ae5(q;)| + (6.10)
h

Fian o) [090] |} e [ 0) o 0) ] | o) +

h

s [l (@) |20 + e | (030 (@) @) +n;%x\soeé<x><}, v € D,

Remark 13. Let the following condition be valid:
lu(z)] < M, x € Dy, (6.11)

If we disturb the data of the boundary value problem (2.1), (2.2), the conditions

|0 (2)] = o(fuea)(x)), [b”(x)] = o(fa.n) (7)), « € Dy; (6.12)
‘gg(x” - 0(77?5.10)($)), VIS 727
{fea(xﬂ = 0(77(5.15)<x))7 S DZ) (613)

!gpe‘s(a:)}:o(l), r eIy for N — oo, ¢€(0,1],

where the value o(-) is uniformly in ¢ small for N — oo, are sufficient for the e-uniform
convergence of the solutions of the difference scheme (5.2), (3.16) to the solution of the boundary
value problem (2.1), (2.2). The sufficient conditions in the case of the disturbances a®(x),
T € 13,61 and ¢°(z), * € 75 become less restrictive for small values of the parameter ¢; for
example, for e < M N~! in the case of condition (3.21b), these conditions for a®(z) and ¢°(z)
take the form

|a® ()| = o(ij()), @€ Dj. |g’(@)| = o(1), =€, (6.14)
N—oo, e€(0,MN'], 7z)={N*InN, N'InN, N''}.

The estimates (6.10)—(6.13) allows us to choose appropriate accuracy for calculating a(x),
b(z), f(z), € Dy, on the subdomains Df, k= 1,...,5 and the number of mesh points which
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ensures the required accuracy of the numerical solution (computed on an absolutely exact
computer).

Remark 14. The technique given in the paper allows us to investigate the conditioning of
the Schwarz method in the case of a boundary value problem for the equation

Lu(x) = {5 a(z) % + b(x) % —c(x) } uw(zx) = f(x), =€ D.

References

[1] N.S. Bakhvalov, On the optimization of methods for boundary-value problems with boundary
layers, Zh. Vychisl. Mat. Mat. Fiz., 9 (1969), No. 4, pp. 841-859 (in Russian).

[2] A.M. Il'in, Differencing scheme for a differential equation with a small parameter affecting
the highest derivative, Math. Notes, 6, (1969), No. 2, pp. 596-602.

[3] E.P. Doolan, J.J.H. Miller and W.H.A. Schilders, Uniform Numerical Methods for Problems
with Initial and Boundary Layers, Boole Press, Dublin, 1980.

[4] G. I. Shishkin, Grid Approzimations of Singularly Perturbed Elliptic and Parabolic Equa-
tions, Ural Branch of Russian Acad. Sci., Ekaterinburg, 1992 (in Russian).

[5] H.-G. Roos, M. Stynes and L. Tobiska, Numerical Methods for Singularly Perturbed Dif-
ferential Equations: Convection-Diffusion and Flow Problems, Springer-Verlag, Berlin,
1996.

(6] J. J. H. Miller, E. O’Riordan, and G. I. Shishkin, Fitted Numerical Methods for Singular
Perturbation Problems. Error Estimates in the Maximum Norm for Linear Problems in
One and Two Dimensions, World Scientific, Singapore, 1996.

[7) A. A. Samarskii, Theory of Difference Schemes, 3rd edn., Nauka, Moscow, 1989 (in Rus-
sian); English transl.: The Theory of Difference Schemes, Marcel Dekker, Inc., New York,
2001.

[8] H.-G. Roos, A note on the conditioning of upwind shemes on Shishkin meshes, IMA J.
Numer. Anal., 16 (1996), No. 4, pp. 529-538.

9] A.M. Il'in, A.S. Kalashnikov, O.A. Oleinik, Linear equations of the second order of parabolic
type, Uspehi Mat. Nauk, 17 (1962), pp. 3-146 (in Russian).

[10] N.S. Bakhvalov, Numerical methods, Moscow, Nauka, 1973 (in Russian).
[11] Axelsson O., Iterative Solution Methods, Cambridge University Press, 1994.

[12] G. I. Shishkin, Grid approzimation of singularly perturbed equations with convective terms
under perturbation of the data, Comput. Maths. Math. Phys., 41 (2001), No. 5, pp. 649-664.



