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School of Mathematics

463S (ST463) - Data Mining 2008-09
(SS Mathematics )

Lecturer: Dr. M. O’Regan

Requirements/prerequisites: ST370, permission of the Lecturer

Duration: 18 weeks

Number of lectures per week: 2 lectures and 1 laboratory hour per week.

Assessment: Two assessments which require student to carry out an analysis on a dataset
and write a report. (40%).

End-of-year Examination: 3-hour end of year examination (counting remaining 60%). (Stu-
dents required to answer a compulsory part consisting of 13 short questions and two out of
three other questions.)

Description:
Aims To introduce students to a set of ‘data mining’ techniques enabling them to carry out
analysis of data using these techniques. The course also stresses the comparison of these
techniques to the classical statistical techniques described in ST370.
Learning Outcomes When students have successfully completed this module they should:

• Understand the theory underlying the topics given in the next section

• Construct models using these techniques and explain the results to a client

• Compare these methods with the methods covered in ST370

Syllabus: Specific topics addressed in this module include:

• Classification and regression trees

• Evaluation of Models

• Neural networks

• Overview of Support vector methods

• Association Rules

• Combining Classifiers
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Students are also encouraged to look for articles on the net.
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