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Abstract. A one-parameter family of operators that have the complementary Bannai–
Ito (CBI) polynomials as eigenfunctions is obtained. The CBI polynomials are the kernel
partners of the Bannai–Ito polynomials and also correspond to a q → −1 limit of the Askey–
Wilson polynomials. The eigenvalue equations for the CBI polynomials are found to involve
second order Dunkl shift operators with reflections and exhibit quadratic spectra. The
algebra associated to the CBI polynomials is given and seen to be a deformation of the
Askey–Wilson algebra with an involution. The relation between the CBI polynomials and
the recently discovered dual −1 Hahn and para-Krawtchouk polynomials, as well as their
relation with the symmetric Hahn polynomials, is also discussed.
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1 Introduction

One of the recent advances in the theory of orthogonal polynomials (OPs) has been the discovery
of several new families of “classical” OPs that correspond to q → −1 limits of q-polynomials of
the Askey scheme [20, 21, 25, 26]. The word “classical” here refers to the fact that in addition
to obeying the three-term relation

Pn+1(x) + βnPn(x) + γnPn−1(x) = xPn(x),

the polynomials Pn(x) also satisfy an eigenvalue equation of the form

LPn(x) = λnPn(x).

The novelty of these families of −1 orthogonal polynomials lies in the fact that for each family
the operator L is a differential or difference operator that also contains the reflection operator
Rf(x) = f(−x) [24]. Such differential/difference operators are said to be of Dunkl type [4],
notwithstanding the fact that the operators L differ from the standard Dunkl operators in that
they preserve the linear space of polynomials of any given maximal degree. In this connection,
these −1 OPs have also been referred to as Dunkl orthogonal polynomials.

With the discovery and characterization of these Dunkl polynomials, a −1 scheme of OPs,
completing the Askey scheme, is beginning to emerge. At the top of the discrete variable branch
of this −1 scheme lie two families of orthogonal polynomials: the Bannai–Ito (BI) polyno-
mials and their kernel partners the complementary Bannai–Ito polynomials (CBI); both families
correspond to different q → −1 limits of the Askey–Wilson polynomials.
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The Bannai–Ito polynomials were originally identified by Bannai and Ito themselves in [1]
where they recognized that these OPs correspond to the q → −1 limit of the q-Racah poly-
nomials. However, it is only recently [21] that the Dunkl shift operator L admitting the BI
polynomials as eigenfunctions has been constructed. The BI polynomials and their special cases
enjoy the Leonard duality property, a property they share with all members of the discrete part
of the Askey scheme [1, 14]. This means that in addition to satisfying a three-term recurrence
relation, the BI polynomials also obey a three-term difference equation. From the algebraic
point of view, this property corresponds to the existence of an associated Leonard pair [18].

Amongst the discrete-variable −1 polynomials, there are families that do not possess the Leo-
nard duality property. That is the case of the complementary Bannai–Ito polynomials and their
descendants [20, 21]. This situation is connected to the fact that in these cases the difference
operator of the corresponding q-polynomials do not admit a q → −1 limit. In [20], a five-term
difference equation was nevertheless constructed for the dual −1 Hahn polynomials and the
defining Dunkl operator for these polynomials was found.

In this paper, a one-parameter family of Dunkl operators Dα of which the complementary
Bannai–Ito polynomials are eigenfunctions is derived, thus establishing the bispectrality of the
CBI polynomials. The operators of this family involve reflections and are of second order
in discrete shifts; they are diagonalized by the CBI polynomials with a quadratic spectrum.
The corresponding five-term difference equation satisfied by the CBI polynomials is presented.
Moreover, an algebra associated to the CBI polynomials is derived. This quadratic algebra,
called the complementary Bannai–Ito algebra, is defined in terms of four generators. It can be
seen as a deformation with an involution of the quadratic Hahn algebra QH(3) [8, 31], which is
a special case of the Askey–Wilson AW(3) algebra [17, 29].

The paper, which provides a comprehensive description of the CBI polynomials and their
properties, is organized in the following way. In Section 2, we present a review of the Bannai–
Ito polynomials. In Section 3, we define the complementary Bannai–Ito polynomials and obtain
their recurrence and orthogonality relations. In Section 4, we use a proper q → −1 limit of
the Askey–Wilson difference operator to construct an operator D of which the CBI polynomials
are eigenfunctions. We use a “hidden” eigenvalue equation to show that one has in fact a one-
parameter family of operators Dα, parametrized by a complex number α, that is diagonalized
by the CBI polynomials. In Section 5, we derive the CBI algebra and present some aspects of its
irreducible representations. In Section 6, we discuss the relation between the CBI polynomials
and three other families of OPs: the dual −1 Hahn, the para-Krawtchouk and the classical
Hahn polynomials; these OP families are respectively a limit and two special cases of the CBI
polynomials. We conclude with a perspective on the continuum limit and an outlook.

2 Bannai–Ito polynomials

The Bannai–Ito polynomials were introduced in 1984 [1] in the complete classification of orthog-
onal polynomials possessing the Leonard duality property (see Section 4). It was shown that
they can be obtained as a q → −1 limit of the q-Racah polynomials and some of their properties
were derived. Recently [21], it was observed that the BI polynomials also occur as eigensolutions
of a first order Dunkl shift operator. In the following, we review some of the properties of the
BI polynomials; we use the presentation of [21].

The monic BI polynomials Bn(x; ρ1, ρ2, r1, r2), denoted Bn(x) for notational convenience,
satisfy the three-term recurrence relation

Bn+1(x) + (ρ1 −An − Cn)Bn(x) +An−1CnBn−1(x) = xBn(x), (2.1)

with the initial conditions B−1(x) = 0 and B0(x) = 1. The recurrence coefficients An and Cn
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are given by

An =


(n+ 2ρ1 − 2r1 + 1)(n+ 2ρ1 − 2r2 + 1)

4(n+ g + 1)
, n even,

(n+ 2g + 1)(n+ 2ρ1 + 2ρ2 + 1)

4(n+ g + 1)
, n odd,

(2.2)

Cn =


−n(n− 2r1 − 2r2)

4(n+ g)
, n even,

−(n+ 2ρ2 − 2r2)(n+ 2ρ2 − 2r1)

4(n+ g)
, n odd,

(2.3)

where

g = ρ1 + ρ2 − r1 − r2.

It is seen from the above formulas that the positivity condition un = An−1Cn > 0 cannot be
satisfied for all n ∈ N [2]. Hence it follows that the Bannai–Ito polynomials can only form
a finite set of positive-definite orthogonal polynomials B0(x), . . . , BN (x), which occurs when
the “local” positivity condition ui > 0 for i ∈ {1, . . . , N} and the truncation conditions u0 = 0,
uN+1 = 0 are satisfied. If these conditions are fulfilled, the BI polynomials Bn(x) satisfy the
discrete orthogonality relation

N∑
k=0

wkBn(xk)Bm(xk) = hnδnm,

with respect to the positive weight wk. The spectral points xk are the simple roots of the
polynomial BN+1(x). The explicit formulae for the weight function wk and the grid points xk
depend on the realization of the truncation condition uN+1 = 0.

If N is even, it follows from (2.2) that the condition uN+1 = 0 is tantamount to one of the
following requirements:

1) r1 − ρ1 =
N + 1

2
, 2) r2 − ρ1 =

N + 1

2
,

3) r1 − ρ2 =
N + 1

2
, 4) r2 − ρ2 =

N + 1

2
.

For the cases 1) and 2), the grid points have the expression

xk = (−1)k(k/2 + ρ1 + 1/4)− 1/4, (2.4)

and the weights take the form

wk =
(−1)ν

`!

(ρ1 − r1 + 1/2)`+ν(ρ1 − r2 + 1/2)`+ν(ρ1 + ρ2 + 1)`(2ρ1 + 1)`
(ρ1 + r1 + 1/2)`+ν(ρ1 + r2 + 1/2)`+ν(ρ1 − ρ2 + 1)`

, (2.5)

where one has k = 2` + ν with ν ∈ {0, 1} and where (a)n = a(a + 1) · · · (a + n − 1) is the
Pochhammer symbol. For the cases 3) and 4), the formulae (2.4) and (2.5) hold under the
substitution ρ1 ↔ ρ2.

If N is odd, it follows from (2.2) that the condition uN+1 = 0 is equivalent to one of the
following restrictions:

i) ρ1 + ρ2 = −N + 1

2
, ii) r1 + r2 =

N + 1

2
, iii) ρ1 + ρ2 − r1 − r2 = −N + 1

2
.
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The condition iii) leads to a singularity in un when n = (N + 1)/2 and hence only the condi-
tions i) and ii) are admissible. For the case i), the formulae (2.4) and (2.5) hold under the
substitution ρ1 ↔ ρ2. For the case ii), the spectral points are given by

xk = (−1)k(r1 − k/2− 1/4)− 1/4,

and the weight function is given by (2.5) with the substitutions (ρ1, ρ2, r1, r2)→ −(r1, r2, ρ1, ρ2).
The Bannai–Ito polynomials can be obtained from a q → −1 limit of the Askey–Wilson

polynomials and also have the Bannai–Ito algebra as their characteristic algebra (see [7] and [21]).

3 CBI polynomials

In this section we define the complementary Bannai–Ito polynomials through a Christoffel trans-
formation of the Bannai–Ito polynomials. We derive their recurrence relation, hypergeometric
representation and orthogonality relations from their kernel properties.

The complementary Bannai–Ito polynomials In(x; ρ1, ρ2, r1, r2), denoted In(x) for conve-
nience, are defined from the BI polynomials Bn(x) by the transformation [21]

In(x) =
Bn+1(x)−AnBn(x)

x− ρ1
, (3.1)

where An is as in (2.2). The transformation (3.1) is an example of a Christoffel transforma-
tion [16]. It is easily seen from the definition (3.1) that In(x) is a monic polynomial of degree n
in x. The inverse relation for the CBI polynomials is given by a Geronimus [30] transformation
and has the expression

Bn(x) = In(x)− CnIn−1(x). (3.2)

This formula can be verified by direct substitution of (3.1) in (3.2) which yields back the defining
relation (2.1) of the BI polynomials. In the reverse, the substitution of (3.2) in (3.1) yields the
three-term recurrence relation [11]

In+1(x) + (ρ1 −An − Cn+1)In(x) +AnCnIn−1(x) = xIn(x), (3.3)

where An and Cn are given by (2.2). The recurrence relation (3.3) can be written explicitly as

In+1(x) + (−1)nρ2In(x) + τnIn−1(x) = xIn(x), (3.4)

where τn is given by

τ2n = −n(n+ ρ1 − r1 + 1/2)(n+ ρ1 − r2 + 1/2)(n− r1 − r2)
(2n+ g)(2n+ g + 1)

,

τ2n+1 = −(n+ g + 1)(n+ ρ1 + ρ2 + 1)(n+ ρ2 − r1 + 1/2)(n+ ρ2 − r2 + 1/2)

(2n+ g + 1)(2n+ g + 2)
, (3.5)

and where g = ρ1 + ρ2− r1− r2. One has also the initial conditions I0 = 1 and I1 = x− ρ2. The
CBI polynomials are kernel polynomials of the BI polynomials. Indeed, by noting that

An = Bn+1(ρ1)/Bn(ρ1),

which follows by induction from (2.1), the transformation (3.1) may be cast in the form

In(x) = (x− ρ1)−1
[
Bn+1(x)− Bn+1(ρ1)

Bn(ρ1)
Bn(x)

]
. (3.6)
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It is manifest from (3.6) that In(x) are the kernel polynomials associated to Bn(x) with kernel
parameter ρ1 [2]. Since the BI polynomials Bn(x) are orthogonal with respect to a linear
functional σ(i):

〈σ(i), Bn(x)Bm(x)〉 = 0, n 6= m,

where the upper index on σ(i) designates the possible functionals associated to the various
truncation conditions, it follows from (3.6) that we have [2]

〈σ(i), (x− ρ1)In(x)Im(x)〉 = 0, n 6= m. (3.7)

Hence the orthogonality and positive-definiteness of the CBI polynomials can be studied using
the formulae (3.5) and (3.7).

It is seen from (3.5) that the condition τn > 0 cannot be ensured for all n and hence the com-
plementary Bannai–Ito polynomials can only form a finite system of positive-definite orthogonal
polynomials I0(x), . . . , IN (x), provided that the “local” positivity τn > 0, n ∈ {1, . . . , N}, and
truncation conditions τ0 = 0 and τN+1 = 0 are satisfied.

When N is even, the truncation conditions τ0 = 0 and τN+1 = 0 are equivalent to one of the
four prescriptions

1) ρ2 − r1 = −N + 1

2
, 2) ρ2 − r2 = −N + 1

2
,

3) ρ1 + ρ2 = −N + 2

2
, 4) g = −N + 2

2
. (3.8)

Since the condition 4) leads to a singularity in τn, only the conditions 1), 2) and 3) are admis-
sible. For all three conditions and assuming that the positivity conditions are satisfied, the CBI
polynomials enjoy the orthogonality relation

N∑
k=0

w̃kIn(xk)Im(xk) = h̃nδnm, (3.9)

where the spectral points are given by

xk = (−1)k(k/2 + ρ2 + 1/4)− 1/4,

and the positive weights are

w̃k = (xk − ρ1)wk,

with wk defined by (2.5) with the substitution ρ1 ↔ ρ2.
When N is odd, the truncation conditions τ0 = 0 and τN+1 = 0 are tantamount to

i) r1 − ρ1 =
N + 2

2
, ii) r1 + r2 =

N + 1

2
, iii) r2 − ρ1 =

N + 2

2
. (3.10)

If the positivity condition τn > 0 is satisfied for n ∈ {1, . . . , N}, the CBI polynomials will enjoy
the orthogonality relation (3.9) with respect to the positive definite weight function w̃k. When
either condition i) or ii) is satisfied, the spectral points are given by

xk = (−1)k(r1 − k/2− 1/4)− 1/4,

together with the weight function w̃k = (xk − ρ1)wk where wk is given by (2.5) with the re-
placement (ρ1, ρ2, r1, r2) = −(r1, r2, ρ1, ρ2). Finally, the orthogonality relation for the truncation
condition iii) is obtained from the preceding case under the exchange r1 ↔ r2.
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Let us now illustrate when positive-definiteness occurs for the CBI polynomials. We first
consider the even N case. It is sufficient to take

ρ1 =

(
a+b
2 + c+N

2

)
, ρ2 =

(
a+b
2 − 1

2

)
, r1 =

(
a+b
2 +N

2

)
, r2 =

(
a− b

4

)
, (3.11)

where a, b and c are arbitrary positive parameters. Assuming (3.11), the recurrence coeffi-
cients (3.5) become

τn =


n(N − n+ a)(n+ c+ 1)(n+ b+ c+N + 1)

16(n+ g)(n+ g + 1)
, n even,

(N − n+ 1)(n+ b− 1)(n+ b+ c)(n+ a+ b+ c+N)

16(n+ g)(n+ g + 1)
, n odd,

(3.12)

where g = (b+ c− 1)/2. It is obvious from (3.12) that the positivity and truncation conditions
are satisfied for n ∈ {1, . . . , N}; this corresponds to the case 1) of (3.8).

Consider the situation when N > 1 is odd. We introduce the parametrization

ρ1=

(
ζ+ξ
2 + χ+N

2

)
, ρ2=

(
ζ − ξ

4

)
, r1=

(
ζ+ξ
2 +N + 1

2

)
, r2=−

(
ζ + ξ

4

)
, (3.13)

where ζ, ξ and χ are arbitrary positive parameters. The recurrence coefficients become

τn =


n(N − n+ 1)(n+ χ)(n+ ζ + ξ + χ+N + 1)

16(n+ g)(n+ g + 1)
, n even,

(N − n+ ξ + 1)(n+ ζ)(n+ ζ + χ)(n+ ζ + χ+N + 1)

16(n+ g)(n+ g + 1)
, n odd,

with g = (ζ+χ−1)/2. Assuming (3.13), the positivity and truncation conditions are manifestly
fulfilled; this corresponds to the condition ii) of (3.10). The other cases can be treated in similar
fashion.

It is possible to derive a hypergeometric representation for the CBI polynomials using a me-
thod [21, 25] which is analogous to Chihara’s construction of symmetric orthogonal polyno-
mials [2] and closely related to the scheme developed in [15] (see also [3]). Given the three-term
recurrence relation (3.4), it follows by induction that the polynomials In(x) can be written as

I2n = Rn
(
x2
)
, I2n+1 = (x− ρ2)Qn

(
x2
)
, (3.14)

where Rn(x2) and Qn(x2) are monic polynomials of degree n. It follows directly from (3.14)
and (3.4) that the polynomials Rn(x2) and Qn(x2) obey the following system of recurrence
relations

Rn(z) = Qn(z) + τ2nQn−1(z),
(
z − ρ22

)
Qn(z) = Rn+1(z) + τ2n+1Rn(z).

This system is equivalent to the following pair of equations:

Rn+1(z) +
(
ρ22 + τ2n + τ2n+1

)
Rn(z) + τ2n−1τ2nRn−1(z) = zRn(z),

Qn+1(z) +
(
ρ22 + τ2n+1 + τ2n+2

)
Qn(z) + τ2nτ2n+1Qn−1(z) = zQn(z).

These recurrence relations can be identified with those of the Wilson polynomials [13]. From
this identification, we obtain

Rn
(
x2
)

= ηn 4F3

[
−n, n+ g + 1, ρ2 + x, ρ2 − x

ρ1 + ρ2 + 1, ρ2 − r1 + 1/2, ρ2 − r2 + 1/2
; 1

]
,
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Qn
(
x2
)

= ιn 4F3

[
−n, n+ g + 2, ρ2 + 1 + x, ρ2 + 1− x

ρ1 + ρ2 + 2, ρ2 − r1 + 3/2, ρ2 − r2 + 3/2
; 1

]
, (3.15)

where pFq denotes the generalized hypergeometric function [5] and where the normalization
coefficients, which ensure that the polynomials are monic, are given by

ηn =
(ρ1 + ρ2 + 1)n(ρ2 − r1 + 1/2)n(ρ2 − r2 + 1/2)n

(n+ g + 1)n
,

ιn =
(ρ1 + ρ2 + 2)n(ρ2 − r1 + 3/2)n(ρ2 − r2 + 3/2)n

(n+ g + 2)n
.

Thus the monic CBI polynomials have the hypergeometric representation (3.14). For definiteness
and future reference, let us now gather the preceding results in the following proposition.

Proposition 1. The complementary Bannai–Ito polynomials In(x; ρ1, ρ2, r1, r2) are the kernel
polynomials of the Bannai–Ito polynomials Bn(x; ρ1, ρ2, r1, r2) with kernel parameter ρ1. The
monic CBI polynomials obey the three-term recurrence relation

In+1(x) + (−1)nρ2In(x) + τnIn−1(x) = xIn(x),

where τn is given by (3.5). They have the explicit hypergeometric representation

I2n(x) = Rn
(
x2
)
, I2n+1(x) = (x− ρ2)Qn

(
x2
)
,

where Rn(x2) and Qn(x2) are as specified by (3.15). If the truncation condition τN+1 = 0 and
the positivity condition τn > 0, n ∈ {1, . . . , N}, are satisfied, the CBI polynomials obey the
orthogonality relation

N∑
k=0

w̃kIn(xk)Im(xk) = h̃nδnm,

with respect to the positive weights w̃k. The grid points xk correspond to the simple roots of
the polynomial IN+1(x). The formulas for the weights and grid points depend on the truncation
condition. With wk(ρ1, ρ2, r1, r2) given as in (2.5), one has

1. For r1 = N+1
2 + ρ2, r2 = N+1

2 + ρ2 or ρ1 = −N+2
2 − ρ2 with N even:

xk = (−1)k(ρ2 + k/2 + 1/4)− 1/4, w̃k = (xk − ρ1)wk(ρ2, ρ1, r1, r2).

2. For r1 = N+2
2 + ρ1 or r1 = N+1

2 − r2 with N odd:

xk = (−1)k(r1 − k/2− 1/4)− 1/4, w̃k = (xk − ρ1)wk(−r1,−r2,−ρ1,−ρ2).

3. For r2 = N+2
2 + ρ1 with N odd:

xk = (−1)k(r2 − k/2− 1/4)− 1/4, w̃k = (xk − ρ1)wk(−r2,−r1,−ρ1,−ρ2).

Proof. The proof follows from the above considerations. �

Note that the normalization factor h̃n appearing in (3.9) can easily be evaluated in terms of
the product τ1τ2 · · · τn.
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The complementary Bannai–Ito polynomials can be obtained from the Askey–Wilson poly-
nomials upon taking the q → −1 limit [21]. Consider the Askey–Wilson polynomials [13]
pn(z; a, b, c, d)

pn(z; a, b, c, d) = a−n(ab, ac, ad; q)n 4φ3

(
q−n, abcdqn−1, az, az−1

ab, ac, ad

∣∣∣q; q), (3.16)

where φ denotes the basic generalized hypergeometric function [5]. These polynomials depend
on the argument x = (z + z−1)/2 and on four complex parameters a, b, c and d. They obey the
recurrence relation [13]

αnpn+1(z) +
(
a+ a−1 − αn − γn

)
pn(z) + γnpn−1(z) =

(
z + z−1

)
pn(z), (3.17)

where the coefficients are

αn =
(1− abqn)(1− acqn)(1− adqn)(1− abcdqn−1)

a(1− abcdq2n−1)(1− abcdq2n)
,

γn =
a(1− qn)(1− bcqn−1)(1− bdqn−1)(1− cdqn−1)

(1− abcdq2n−2)(1− abcdq2n−1)
.

To recover the CBI polynomials, we consider the parametrization

a = ieε(2ρ1+3/2), b = −ieε(2ρ2+1/2), c = ieε(−2r2+1/2),

d = ieε(−2r1+1/2), q = −eε, z = ie−2εy. (3.18)

It can be verified that the limit q → −1 of the Askey–Wilson polynomials

lim
q→−1

pn(z) = p∗n(y),

exists [21] and that p∗n(y) is a polynomial of degree n in the variable y. Dividing the recurrence
relation (3.17) by 1 + q and taking the limit ε→ 0, which amounts to taking q → −1, one finds
that the recurrence relation of the limit polynomials p∗n(y) is

α∗np
∗
n+1(y) + (−1)nρ2p

∗
n(y) + γ∗np

∗
n−1(y) = (y − 1/4)p∗n(y),

where

α∗2n = −(n+ ρ1 + ρ2 + 1)(n+ g + 1)

(2n+ g + 1)
,

α∗2n+1 = −(n+ ρ1 − r1 + 3/2)(n+ ρ1 − r2 + 3/2)

(2n+ g + 2)
,

γ∗2n =
n(n− r1 − r2)
(2n+ g + 1)

,

γ∗2n+1 =
(n+ ρ2 − r1 + 1/2)(n+ ρ2 − r2 + 1/2)

(2n+ g + 2)
. (3.19)

From (3.5) and (3.19), one has the identification

p̂∗n(y) = In(y − 1/4), (3.20)

where p̂∗n are the monic version of the limit polynomials p∗n(y). Consequently, the CBI polynomial
correspond to a q → −1 limit of the Askey–Wilson polynomials, up to a shift in argument. This
property will be used in the next section to construct a Dunkl operator that has the CBI
polynomials as eigenfunctions.
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4 Bispectrality of CBI polynomials

In this section, we obtain a family of second order Dunkl shift operators for which the comple-
mentary Bannai–Ito polynomials are eigenfunctions with eigenvalues quadratic in n. This family
will be constructed from a limit of a quadratic combination of the Askey–Wilson q-difference
operator. We shall refer to these operators as the defining operators of the CBI polynomials.

Consider the Askey–Wilson polynomials pn(x) defined by (3.16). They obey the q-difference
equation [13](

Ω(z)Ez,q + Ω
(
z−1
)
Ez,q−1 −

(
Ω(z) + Ω

(
z−1
))
I
)
pn(z) = Λnpn(z), (4.1)

where Ez,qf(z) = f(qz) is the q-shift operator and I denotes the identity. The l.h.s. of (4.1) is
the Askey–Wilson operator. The eigenvalues take the form

Λn =
(
q−n − 1

)(
1− abcdqn−1

)
,

and the coefficient Ω(z) is given by

Ω(z) =
(1− az)(1− bz)(1− cz)(1− dz)

(1− z2)(1− qz2)
.

We now consider the limiting form of the q-difference equation (4.1) when q → −1. As done
previously, we choose the parametrization (3.18), which correspond to the CBI polynomials. We
already showed that the Askey–Wilson polynomials pn(z) become the complementary Bannai–
Ito polynomials p∗n(y). In the limit q → −1, the q-shift operation pn(z) → pn(qz) becomes
p∗n(y)→ p∗n(−y + 1/2) while pn(z)→ pn(q−1z) is reduced to p∗n(y)→ p∗n(−y − 1/2).

It is natural to expect that in the limit q → −1, the equation (4.1) will yield a defining
operator for the CBI polynomials. However a direct computation shows that the limit ε→ 0 of
the equation (4.1) with the parametrization (3.18) does not exist. It is hence impossible to find
the desired operator for the CBI polynomials directly from a limiting procedure on equation (4.1).
Nevertheless, it is possible to work around this difficulty by choosing an appropriate quadratic
combination of the Askey–Wilson operator that survives the limit q → −1. A similar procedure
was used in [20] to establish the bispectrality of the dual −1 Hahn polynomials.

Let O denote the Askey–Wilson operator

O = Ω(z)Ez,q + Ω
(
z−1
)
Ez,q−1 −

(
Ω(z) + Ω

(
z−1
))
I,

which acts on the space of functions f(z) of argument z. We consider the following quadratic
combination

T = c(2)O2 + c(1)O,

with

c(2) =
1

16(1 + q)2
, c(1) =

1

4

(
1

(q + 1)2
− g + 1

q + 1

)
,

where g = ρ1 + ρ2 − r1 − r2. Since the operator O acts diagonally on the Askey–Wilson
polynomials, we have

T pn(z) =
(
c(2)Λ2

n + c(1)Λn
)
pn(x). (4.2)
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Upon taking the limit ε→ 0 with the parametrization (3.18), the relation (4.2) becomes

Φ1(y)p∗n(y + 1) +
{

Φ5(y)− Φ2(y)− Φ3(y)
}
p∗n(1/2− y) +

{
Φ3(y)− Φ4(y)− Φ5(y)

}
p∗n(y)

+
{

Φ4(y)− Φ1(y)
}
p∗n(−y − 1/2) + Φ2(y)p∗n(y − 1) = κnp

∗
n(y) (4.3)

where the eigenvalues are

κ2n = n2 + (g + 1)n, κ2n+1 = n2 + (g + 2)n+ g2 + 2g + 5/4.

The coefficients Φi(y) are given by

Φ1(y) =
(y + ρ1 + 3/4)(y + ρ2 + 3/4)(y − r1 + 1/4)(y − r2 + 1/4)

4(y + 1/4)(y + 3/4)
,

Φ2(y) =
(y − ρ1 − 5/4)(y − ρ2 − 1/4)(y + r1 − 3/4)(y + r2 − 3/4)

4(y − 1/4)(y − 3/4)
,

Φ3(y) =
(y + ρ1 + 3/4)(y − ρ2 − 1/4)(y − r1 + 1/4)(y − r2 + 1/4)

4(y − 1/4)(y + 1/4)
,

Φ4(y) =
(y + ρ1 + 3/4)(y + ρ2 − 1/4)(y − r1 + 1/4)(y − r2 + 1/4)

4(y − 1/4)(y + 1/4)
,

Φ5(y) =
(y − ρ2 − 1/4)

4(y − 1/4)

{
2y2 − y + ν

}
,

where ν takes the form

ν = r1 + r2 + 2r1r2 − 2ρ1 − 2(r1 + r2)ρ1 − 4ρ2 + 1/8− 2g2.

By the identification (3.20), the relation (4.3) gives the complementary Bannai–Ito polyno-
mials In(x) as eigenfunctions of a second order Dunkl shift operator, hence establishing their
bispectrality property. In operator form, the equation (4.3) may be rewritten as

HIn(y − 1/4) = κnIn(y − 1/4),

where H has the expression

H = Φ1T
1 + (Φ4 − Φ1)T

1/2R+ (Φ3 − Φ4 − Φ5)I + (Φ5 − Φ2 − Φ3)T
−1/2R+ Φ2T

−1,

where T hf(y) = f(y + h) and Rf(y) = f(−y). Upon applying the unitary transformation

H̃ = T 1/4HT−1/4,

on the operator H and changing the variable from y to x, the eigenvalue equation (4.3) for the
CBI polynomials becomes

H̃In(x) = κnIn(x),

where we have

H̃ = Φ̃1T
+ + (Φ̃4 − Φ̃1)T

+R+ (Φ̃3 − Φ̃4 − Φ̃5)I + (Φ̃5 − Φ̃2 − Φ̃3)R+ Φ̃2T
−, (4.4)

with T+ = T 1 and T− = T− the usual shift operators in x. The coefficients now have the
expression

Φ̃i = Φi(x+ 1/4).
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We now turn to the study of the uniqueness of the operator H which defines the eigenvalue
equation of the complementary Bannai–Ito polynomials (apart from trivial affine transforma-
tions). Quite strikingly, a one-parameter family of such operators can be constructed. This
peculiarity is due to the presence of a “hidden” symmetry in the CBI polynomials. To see this,
we recall the relation (3.14) for the CBI polynomials

I2n = Rn
(
x2
)
, I2n+1 = (x− ρ2)Qn

(
x2
)
,

where Rn(x2) and Qn(x2) are monic polynomials of degree n. From the above relation, it is
easily seen that

I2n(−x) = I2n(x), and I2n+1(−x) =
(x+ ρ2)

(ρ2 − x)
I2n+1(x).

The above equations are equivalent to the following non-trivial “hidden” eigenvalue equation for
the CBI polynomials

(ρ2 − x)

2x

(
In(−x)− In(x)

)
= µnIn(x),

where µ2n = 0 and µ2n+1 = 1. In operator form, we write

(x− ρ2)
2x

(I−R)In(x) = UIn(x) = µnIn(x). (4.5)

The equation (4.5) indicates that adding αU to the operator (4.4) will give another eigenvalue
equation for the complementary Bannai–Ito polynomials. The modified operator

H̃′ = H̃+ αU ,

will have the same spectrum as H̃ in the even sector; in the odd sector, the eigenvalues will
differ by the constant parameter α.

For definiteness and future reference, let us now collect the preceding results in the following
theorem.

Theorem 1. Let D0 be the second order Dunkl shift operator acting on the space of func-
tions f(x) of argument x

D0 = A(x)T+ +B(x)T− + C(x)R+D(x)T+R− (A(x) +B(x) + C(x) +D(x))I, (4.6)

where T±f(x) = f(x± 1) and Rf(x) = f(−x), with the coefficients

A(x) =
(x+ ρ1 + 1)(x+ ρ2 + 1)(2x− 2r1 + 1)(2x− 2r2 + 1)

8(x+ 1)(2x+ 1)
,

B(x) =
(x− ρ2)(x− ρ1 − 1)(2x+ 2r1 − 1)(2x+ 2r2 − 1)

8x(2x− 1)
,

C(x) =
(x− ρ2)(4x2 + ω)

8x
− (x− ρ2)(x+ ρ1 + 1)(2x− 2r1 + 1)(2x− 2r2 + 1)

8x(2x+ 1)
−B(x),

D(x) =
ρ2(x+ ρ1 + 1)(2x− 2r1 + 1)(2x− 2r2 + 1)

8x(x+ 1)(2x+ 1)
,

and with

ω = 4ρ1 − 4(r1 + r2)ρ1 + 4r1r2 − 6(r1 + r2) + 5.
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Furthermore, let α ∈ C be a complex number and denote the monic complementary Bannai–Ito
polynomials by In(x). Then the following eigenvalue equation is satisfied:

DαIn(x) = Λ(α)
n In(x), (4.7)

where the eigenvalues are

Λ
(α)
2n = n2 + (g + 1)n, Λ

(α)
2n+1 = n2 + (g + 2)n+ α, (4.8)

and where we have defined

Dα = D0 + α
(x− ρ2)

2x
(I−R). (4.9)

Proof. The result follows from the above considerations. �

We now discuss the CBI polynomials in the context of the Leonard duality. A family of
orthogonal polynomials Pn(x) is said to possess the Leonard duality property if it satisfies both
a three-term recurrence relation with respect to n and a three-term difference equation of the
form

θ(xk)Pn(xk+1) + ν(xk)Pn(xk) + µ(xk)Pn(xk−1) = ϑnPn(xk),

on a discrete set of points xk, k ∈ Z. The classification of the polynomials with this property
was first accomplished by Leonard in [14]; his theorem was later generalized to include infinite-
dimensional grids by Bannai and Ito [1]. It turns out that the complementary Bannai–Ito
polynomials lie beyond the scope of the Leonard duality. Indeed, the operators Dα can be used
to show that the CBI polynomials obey a five-term difference equation on an infinite-dimensional
grid. This result is obtained in the following way.

First consider the grid xk defined by

xk = (−1)k(k/2 + h+ 1/4)− 1/4, k ∈ Z, (4.10)

where h is an arbitrary real parameter. It is easily seen that the grid (4.10) is preserved by the
operators appearing in (4.6). Explicitly, we have

T+xk =

{
xk+2, k even,

xk−2, k odd,
T−xk =

{
xk−2, k even,

xk+2, k odd,

Rxk =

{
xk−1, k even,

xk+1, k odd,
T+Rxk =

{
xk+1, k even,

xk−1, k odd.

Referring to D0, one finds the following five-term difference equation for the CBI polynomials:

u(xk)In(xk+2) + v(xk)In(xk+1) +m(xk)In(xk)

+ t(xk)In(xk−1) + r(xk)Im(xk−2) = Λ(0)
n In(xk) (4.11)

where we have

u(xk) =

{
A(xk), k even,

B(xk), k odd,
v(xk) =

{
D(xk), k even,

C(xk), k odd,

t(xk) =

{
C(xk), k even,

D(xk), k odd,
r(xk) =

{
B(xk), k even,

A(xk), k odd,

and −m(xk) = u(xk) + v(xk) + t(xk) + r(xk). A similar relation can be found for any value
of α. Moreover, it is possible to obtain another 5-term difference equation by considering the
alternative grid

x̃k = (−1)k(h− k/2− 1/4)− 1/4, k ∈ Z,

and proceeding along the same lines.
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5 The CBI algebra

The Bannai–Ito polynomials have as an underlying algebraic structure the so-called BI alge-
bra [21], which corresponds to a q → −1 limit of the Askey–Wilson (AW (3)) algebra [29]. The
algebra AW (3) and the related concept of Leonard pairs [18, 19, 23], describe polynomials which
possess the Leonard duality. In this section, we obtain the algebraic structure that encodes the
properties of the CBI polynomials.

We begin by a formal definition of the CBI algebra.

Definition 1. The complementary Bannai–Ito (CBI) algebra is generated by the elements κ1,
κ2, κ3 and the involution r satisfying the relations

[κ1, r] = 0, {κ2, r} = 2δ3, {κ3, r} = 0, [κ1, κ2] = κ3,

[κ1, κ3] =
1

2
{κ1, κ2} − δ2κ3r − δ3κ1r + δ1κ2 − δ1δ3r, r2 = I,

[κ3, κ2] =
1

2
κ22 + δ2κ

2
2r + 2δ3κ1r + 2δ3κ3r + κ1 + δ4r + δ5, (5.1)

where [x, y] = xy−yx and {x, y} = xy+yx. The CBI algebra (5.1) admits the Casimir operator

Q =
1

2
{κ22, κ1} −

δ2
2
κ22r + κ21 − κ23 + (δ1 − 1/4)κ22

+ (δ3 − δ2)κ1r + 2δ5κ1 + (δ1δ3 − δ2δ5)r, (5.2)

which commutes with all the generators.

We define the operators

K1 = Dα, K2 = x, (5.3)

where K2 is the operator multiplication by x and where Dα is as given by (4.9). We introduce
the involution [7]

P = R+
ρ2
x

(I−R). (5.4)

It is easily seen that P 2 = I. Finally, we define a fourth operator K3 as follows:

K3 = A(x)T+ −B(x)T− + [α(x− ρ2)− 2xC(x)]R− (1 + 2x)D(x)T+R. (5.5)

A direct computation shows that the operators K1, K2 and K3, together with the involution P ,
realize the CBI algebra (5.1) under the identifications

K1 = κ1, K2 = κ2, K3 = κ3, P = r.

The structure constants take the form

δ1 = α(g − α+ 1), δ2 = g − 2α+ 3/2, δ3 = ρ2, δ5 = α(ρ2 − 1/2) + ω/8,

δ4 = α
(
2ρ22 − ρ2 + 1/2

)
+ ρ2ω/4 + (8ρ1r1r2 + 4r1r2 − 2ρ1 + 2r1 + 2r2 − 3)/8. (5.6)

It is worth pointing out that even though the BI and CBI polynomials can be obtained from one
another by a Christoffel (resp. Geronimus) transformation and that they can both be obtained
from the Askey–Wilson polynomials by very similar q → −1 limits, their underlying algebraic
structure are very dissimilar [21]. In the realization (5.3)–(5.5) the Casimir operator (5.2) acts
a multiple of the identity

Qf(x) = qf(x),

where q is a complicated function of the five parameters ρ1, ρ2, r1, r2 and α.
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The realization (5.3)–(5.5) can be used to obtain irreducible representations of the alge-
bra (5.1) in two “dual” bases. In the first basis {vn, n ∈ N}, the operator κ1 is diagonal:

κ1vn = Λ(α)
n vn,

where Λ
(α)
n is given by (4.8). Since κ1 and r commute, the operator r can also be taken diagonal

in this representation. Since r2 = I, one finds

rvn = ε(−1)nvn,

where ε = ±1 is a representation parameter. Given the fact that the representation parame-
ter ε is only a global multiplication factor of r, one can choose ε = 1 without loss of generality.
Because r is diagonal in the basis vn, the matrix elements of κ2 in the basis vn can be calculated
in a way similar to the one employed to obtain the representations of the Hahn algebra [8], with
additional parity requirements. It is straightforward to show that in the basis vn, upon choosing
the initial condition a0 = 0, the operator κ2 is tridiagonal with the action

κ2vn = an+1vn+1 + bnvn + anvn−1,

where we have

an =
√
τn, bn = (−1)nρ2, (5.7)

with τn given as in (3.5). We thus have the following result.

Proposition 2. Let V be the infinite-dimensional C-vector space spanned by the basis vectors
{vn|n ∈ N} endowed with the actions

κ1vn = Λ(α)
n vn, rvn = (−1)nvn,

κ2vn =
√
τn+1vn+1 + (−1)nρ2vn +

√
τnvn−1,

κ3vn =
(
Λ
(α)
n+1 − Λ(α)

n

)√
τn+1vn+1 −

(
Λ(α)
n − Λ

(α)
n−1
)√
τnvn−1,

where Λ
(α)
n and τn are given by (4.8) and (3.5), respectively. Then V is a module for the CBI

algebra (5.1) with structure constants taking the values (5.6). The module is irreducible if none
of the truncation conditions (3.8) and (3.10) are satisfied.

Proof. The above considerations show that V is indeed a CBI-module. The irreducibility stems
from the fact that if the none of the truncation conditions (3.8) and (3.10) are satisfied, then τn
is never zero. �

Corollary. If one of the truncation conditions (3.8) or (3.10) is satisfied, then V is no longer
irreducible. One can restrict to the subspace spanned by the basis vectors {vn |n = 0, . . . , N}
and obtain a (N + 1)-dimensional irreducible CBI-module.

Thus the CBI algebra admits infinite-dimensional representations where κ1, r are diagonal
and κ2 is tridiagonal with matrix elements (5.7). Is is readily checked that

PIn(x) = (−1)nIn(x)

and hence it is clear that the basis vectors vn correspond to the CBI polynomials themselves

vn = In(x).
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Alternatively, we can consider the “dual” basis {ψk, k ∈ Z}, in which the operator κ2 is
diagonal

κ2ψk = ϑkψk,

with the Bannai–Ito spectrum

ϑk = (−1)k(k/2 + t+ 1/4)− 1/4, (5.8)

where t an arbitrary real constant. In this basis, the involution r cannot be diagonal. Let A`k
be the matrix elements of r in the basis ψk. We have

rψk =
∑
`

A`kψ`.

Written in the basis ψk, the anticommutation relation {κ2, r} = 2ρ2 has the simple form∑
`

A`,k{ϑ` + ϑk}ψ` = 2ρ2ψk. (5.9)

For ` = k, this yields

A2k,2k =
ρ2
k + t

, A2k+1,2k+1 = − ρ2
k + t+ 1

.

When ` 6= k, the equation (5.9) reduces to

Ak,`{ϑk + ϑ`} = 0.

From the definition (5.8) of the eigenvalues ϑk, one notes that

ϑ2k+1 + ϑ2k+2 = 0. (5.10)

It follows from (5.10) that in the basis ψk, the operator r is block diagonal with all blocks 2× 2.
Upon demanding that the other commutation relations of (5.1) be satisfied, it can be shown [7]
that in this basis, the operator κ1 becomes 5-diagonal. This result is expected since the CBI
polynomials obey a 5-term difference equation of the form (4.11) on the Bannai–Ito grid.

We have obtained that the CBI polynomials are eigenfunctions of a one-parameter family
of operators of the form (4.9) and that two operators Dα, Dβ of this family are related by the
“hidden” symmetry operator of the CBI polynomials given by (4.5). In the CBI algebra, the
transformation Dα → Dα+β is equivalent to defining

K̃1 = K1 +
β

2
(I− P ), (5.11)

while leaving K2 and P unchanged. The operator K3 is transformed to

K̃3 = K3 − βPK2 + βδ3.

Upon using K̃2 = K2, one finds that the algebra becomes

[K̃1, P ] = 0, {K̃2, P} = 2δ̃3, {K̃3, P} = 0, [K̃1, K̃2] = K̃3,

[K̃1, K̃3] =
1

2
{K̃1, K̃2} − δ̃2K̃3P − δ̃3K̃1P + δ̃1K̃2 − δ̃1δ̃3P,

[K̃3, K̃2] =
1

2
K̃2

2 + δ̃2K̃
2
2P + 2δ̃3K̃1P + 2δ̃3K̃3P + K̃1 + δ̃4P + δ̃5,

with the structures constants

δ̃1 = δ1 + β(δ2 − 1/2), δ̃2 = δ2 − 2β, δ̃3 = δ3,

δ̃4 = δ4 + β(2δ23 − δ3 + 1/2), δ̃5 = δ5 + β(δ3 − 1/2).

It is thus seen that the transformation (5.11) leaves the general form of the CBI algebra (5.1)
unaffected and corresponds only to a change in the structure parameters.
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6 Three OPs families related to the CBI polynomials

In this section, we exhibit the relationship between the complementary Bannai–Ito polynomials
and three other families of orthogonal polynomials: the recently discovered dual −1 Hahn [20, 27]
and para-Krawtchouk polynomials [28] and the classical symmetric Hahn polynomials.

6.1 Dual −1 Hahn polynomials

The dual −1 Hahn polynomials have been introduced in [20] as q = −1 limits of the dual q-Hahn
polynomials. They have appeared in the context of perfect state transfer in spin chains [27] and
also as the Clebsch–Gordan coefficients of the sl−1(2) algebra in [6, 22]. Moreover, the −1 Hahn
polynomials have occurred, in their symmetric form, as wavefunctions for finite parabosonic
oscillator models [9, 10]. These polynomials1, denoted Qn(x), can be obtained from the CBI
polynomials through the limit ρ1 →∞.

Taking the limit ρ1 →∞ in the (3.5), one obtains the recurrence relation of the monic dual
−1 Hahn polynomials

Qn+1(x) + (−1)nρ2Qn(x) + σnQn−1(x) = xQn(x),

where rn has the expression

σ2n = −n(n− r1 − r2), σ2n+1 = −(n+ ρ2 − r1 + 1/2)(n+ ρ2 − r2 + 1/2).

The polynomials Qn(x) have the hypergeometric representation

Q2n(x) = ξ2n 3F2

[
−n, ρ2 + x, ρ2 − x

ρ2 − r1 + 1/2, ρ2 − r2 + 1/2
; 1

]
,

Q2n+1(x) = ξ2n+1(x− ρ2) 3F2

[
−n, ρ2 + x+ 1, ρ2 − x+ 1

ρ2 − r1 + 3/2, ρ2 − r2 + 3/2
; 1

]
,

with normalization coefficients

ξ2n = (ρ2 − r1 + 1/2)n(ρ2 − r2 + 1/2)n, ξ2n+1 = (ρ2 − r1 + 3/2)n(ρ2 − r2 + 3/2)n.

These formulas are obtained from (3.15) in the same limit. Dividing (4.9) by ρ1 and taking the
limit ρ1 →∞, one finds that the polynomials Qn(x) satisfy the eigenvalue equation

E(α)Qn(x) = ν(α)n Qn(x),

with eigenvalues

ν
(α)
2n = n, ν

(α)
2n+1 = n+ α.

The operator E(α) is found to be

E(α) = E(0) + α
(x− ρ2)

2x
(I−R),

where

E(0) = I(x)T+ + J(x)T− +K(x)R+ L(x)T+R− (I(x) + J(x) +K(x) + L(x))I.

1To recover the formulas found in [20], a re-parametrization is necessary.
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The coefficients are given by

I(x) =
(x+ ρ2 + 1)(2x− 2r1 + 1)(2x− 2r2 + 1)

8(x+ 1)(2x+ 1)
,

J(x) =
(ρ2 − x)(2x+ 2r1 − 1)(2x+ 2r2 − 1)

8x(2x− 1)
,

K(x) =
(x− ρ2)(4x2 + 4r1r2 − 1)

4x(4x2 − 1)
,

L(x) =
ρ2(2x− 2r1 + 1)(2x− 2r2 + 1)

8x(x+ 1)(2x+ 1)
.

Lastly, it is seen that in the limit ρ1 →∞, the CBI algebra becomes

[κ1, r] = 0, {κ2, r} = 2γ3, {κ3, r} = 0, [κ1, κ2] = κ3,

[κ1, κ3] = γ1κ2 − γ1γ3r − γ2κ3r, [κ3, κ2] = γ2κ
2
2r + 2γ3κ1r + 2γ3κ3r + κ1 + γ4r + γ5,

where we have identified κ1 = E(α), κ2 = x and P = r with P given by (5.4). The structure
parameters have the expression

γ1 = α(1− α), γ2 = 1− 2α, γ3 = ρ2,

γ4 = α
(
2ρ22 − ρ2 + 1/2

)
+ ρ2(1− r2 − r1) + r1r2 − 1/4,

γ5 = (2αρ2 − α− r1 − r2 + 1)/2.

Other properties of the polynomials Qn(x) can be obtained directly using the limiting procedure.

6.2 The symmetric Hahn polynomials

It is possible to relate the CBI polynomials to the symmetric Hahn polynomials [12, 13] through
a direct identification of the CBI parameters. This identification can be performed in three
different ways by examining the cases for which the defining operator Dα (4.9) of the CBI
polynomials reduces to a classical three-term difference operator involving only the discrete
shifts T+, T− and the identity operator I.

We consider the operator Dα in (4.9) with the following parameter identification:

ρ1 = −1

2
, ρ2 = 0, α =

1

2
(1− r1 − r2). (6.1)

With these values of the parameters, the eigenvalue equation (4.7) reduces to

B(x)In(x+ 1)− (B(x) +D(x))In(x) +D(x)In(x− 1) = λnIn(x), (6.2)

with coefficients

B(x) = (x− r1 + 1/2)(x− r2 + 1/2), D(x) = (x+ r1 − 1/2)(x+ r2 − 1/2),

and eigenvalues

λn = n(n− 2r1 − 2r2 + 1).

We consider the parametrization

r1 =
N + 1

2
, α∗ = β∗ = −r1 − r2, (6.3)
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where N is an even or odd integer. It is seen from (3.8) and (3.10) that (6.3) is an admissible
truncation condition for both parities of N . Upon introducing the variable x̃ = x + r1 − 1/2,
the coefficients of the eigenvalue equation (6.2) become

B(x) = (x̃−N)
(
x̃+ α∗ + 1

)
, D(x) = x̃

(
x̃− β∗ −N − 1

)
,

and the eigenvalues have the expression

λn = n
(
n+ α∗ + β∗ + 1

)
.

This corresponds to the difference equation of the Hahn polynomials [13]. With the parametriza-
tion (6.1) and (6.3), the recurrence relation (3.3) of the CBI polynomials becomes

In+1(x) + ωnIn−1(x) = xIn(x),

where

ωn =
n(N − n+ 1)(n+ α∗ + β∗)(n+ α∗ + β∗ +N + 1)

4(2n+ α∗ + β∗ − 1)(2n+ α∗ + β∗ + 1)
,

which is indeed the recurrence relation of symmetric Hahn polynomials. A simple calculation
shows that upon taking the parametrization (6.3) in structure parameters (5.6), one has

δ2 = δ3 = δ4 = 0,

and hence the algebra reduces to

[K1, P ] = 0, {K2, P} = 0, {K3, P} = 0, [K1,K2] = K3,

[K1,K3] =
1

2
{K1,K2}+ δ1K2, [K3,K2] =

1

2
K2

2 +K1 + δ5,

with the remaining structure parameters

δ1 =
1

4
(r1 + r2), δ5 =

1

4
(r1 − 1/2)(r2 − 1/2).

Thus we recover the Hahn algebra since the involution P no longer plays a determining role.
For reference, we record the two following alternate choices of CBI parameters which also lead
to symmetric Hahn polynomials

ρ2 = r1 = 0, α =
1

4
(2ρ1 − 2r2 + 3), or ρ2 = r2 = 0, α =

1

4
(2ρ1 − 2r1 + 3).

6.3 Para-Krawtchouk polynomials

The para-Krawtchouk polynomials have been found [28] in the design of spin chains effecting
perfect quantum state transfer. These polynomials are directly connected to the complementary
Bannai–Ito polynomials through the identification

ρ1 =
γ −N − 3

4
, ρ2 = 0, r1 =

N + 1 + γ

4
, r2 = 0,

when N is a positive odd integer. (When N is an even integer, the para-Krawtchouk are directly
related to the Bannai–Ito polynomials.) In [28], the eigenvalue equation for the para-Krawtchouk
polynomials was found; this operator corresponds to the operator (4.9) with a specific value of
the free parameter

α =
1−N

4
.

It is interesting to note that in the case ρ2 = 0, the CBI polynomials and their descendants
become symmetric and thus the “hidden” eigenvalue equation (4.5) appears trivial. Notwithstan-
ding this, the corresponding symmetric polynomials are still eigenfunctions of a Dunkl operator
with a free parameter in the odd sector of the spectrum.
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7 Conclusion

We have presented a systematic study of the complementary Bannai–Ito polynomials. We
showed that these OPs are eigenfunctions of a one-parameter family of second order Dunkl shift
operators and that in consequence they satisfy a one-parameter family of five-term difference
equations on grids of the Bannai–Ito type. This result makes explicit the bispectrality of the
CBI polynomials and places this OPs family outside the scope of the Leonard duality. Moreover,
we have obtained the algebraic structure associated to the CBI polynomials which we named the
complementary Bannai–Ito algebra. It was observed that this quadratic algebra is a deformation
of the Askey–Wilson algebra with an involution. Lastly, we identified how the CBI polynomials
are related to three other families of OPs.

The investigation of the continuum limit of the BI polynomials has led to connections with
other families of −1 orthogonal polynomials which satisfy first order differential/Dunkl equa-
tions. It is hence of interest to examine the continuum limit of the CBI polynomials; this
question will be treated in a future publication.
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