
Necessary and Sufficient
Conditions

L. Leindler

vol. 10, iss. 1, art. 11, 2009

Title Page

Contents

JJ II

J I

Page 1 of 13

Go Back

Full Screen

Close

NECESSARY AND SUFFICIENT CONDITIONS FOR
JOINT LOWER AND UPPER ESTIMATES

L. LEINDLER
Bolyai Institute
University of Szeged
Aradi vértanúk tere 1
H-6720 Szeged, Hungary

EMail: leindler@math.u-szeged.hu

Received: 28 February, 2008

Accepted: 14 January, 2009

Communicated by: S.S. Dragomir

2000 AMS Sub. Class.: 40A30, 40A99.

Key words: Sequences and series, inequalities, power-monotonicity.

Abstract: Necessary and sufficient conditions are given for joint lower and upper estimates
of the following sums

∑m
1 γnn−1 and

∑∞
m γnn−1. An application of the results

yields necessary and sufficient conditions for a pleasant and useful lemma of
Sagher.
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1. Introduction

It seems to be widely accepted that certain estimates given for sums or integrals
play key roles in proving theorems. Therefore it is always a crucial task to give
those conditions, especially necessary and sufficient ones, that imply these estimates.
Namely, to check the fulfillment of the given conditions, generally, is easier than
examining the realization of the estimates.

Now we recall only one result of [1], namely we want to broaden the estimations
given in the cited paper, more precisely to give lower estimations for the sums esti-
mated there only from above; and to establish the necessary and sufficient conditions
implying these lower estimates.

Our previous result reads as follows.
For notions and notations, please, consult the third section.

Theorem 1.1 ([1, Corollary 2]). A positive sequence{γn} bounded by blocks is
quasiβ-power-monotone increasing (decreasing) with a certain negative (positive)
exponentβ if and only if the inequality

m∑
n=1

γnn
−1 5 Kγm,

(
∞∑

n=m

γnn
−1 5 Kγm

)
, K := K(γ),

holds for any natural numberm.

We discovered this problem whilst reading the new book of A. Kufner, L. Ma-
ligranda and L.E. Persson [2], which gives a comprehensive survey on the fascinating
history of the Hardy inequality, and on p. 94 we found the so-called Sagher-lemma
[3], unfortunately just too late. This lemma is of independent interest and reads as
follows:
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Theorem 1.2 ([3, Lemma]). Letm(t) be a positive function. Then

(1.1)
∫ r

0

m(t)
dt

t
� m(r)

if and only if

(1.2)
∫ ∞

r

1

m(t)

dt

t
� m(r)−1.

It is easy to see that our inequalities are discrete (pertaining to sequences) analo-
gies of Sagher’s upper estimates. However, there are two important differences:

1. Sagher’s lemma also gives (or claims) joint lower estimates.

2. It does not give conditions on the functionm(t) implying the realization of
these inequalities.

These two things have raised the challenges of providing lower estimates for
our sums assuming that our upper estimates also hold; and thereafter establishing
conditions form(t) ensuring the fulfillment of Sagher’s inequalities.

We shall see that the necessary and sufficient conditions for (1.1) are the same as
that of (1.2), consequently we get a new proof of the equivalence of statements (1.1)
and (1.2).
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2. Results

Now we prove the following theorem.

Theorem 2.1. If {γn} is a positive sequence, then the inequalities

(2.1) α1γm 5
m∑

n=1

γnn
−1 5 α2γm, 0 < α1 5 α2 < ∞,

hold jointly if and only if{γn} is quasiβ-power-monotone increasing with some
negativeβ, and quasiβ-power-monotone decreasing with someβ 5 β.

Furthermore,

(2.2) α1γm 5
∞∑

n=m

γnn
−1 5 α2γm

holds jointly if and only if{γn} is quasiβ-power-monotone decreasing with some
positiveβ, and quasiβ-power-monotone increasing with someβ = β.

Remark1. It is quite obvious that if we extend the given definitions from sequences
to functions implicitly, then an analogous theorem for functions would also be valid.

Remark2. It is easy to see that if{γn} satisfies the conditions needed in (2.2),
then the sequence{γ−1

n } satisfies the conditions required in (2.1). Consequently we
observe that (1.1) and (1.2) have the same necessary and sufficient conditions, thus
their equivalence follows from Theorem2.1; more precisely, from its analogue for
functions. These conditions are the following: There existβ = β > 0 such that
m(t)t−β ↑ andm(t)t−β ↓.
Corollary 2.2. Letm(t) be a positive function. Then (1.1) and (1.2) hold if and only
if there existβ = β > 0 such thatm(t)t−β ↑ andm(t)t−β ↓.
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3. Notions and Notations

A sequenceγ := {γn} of positive terms will be calledquasiβ-power-monotone
increasing (decreasing) if there exists a constantK = K(β, γ) = 1 such that

Knβγn = mβγm (nβγn 5 Kmβγm)

holds for anyn = m. These properties ofγ will be denoted bynβγn ↑ andnβγn ↓,
respectively.

We shall say that a sequenceγ := {γn} is bounded by blocksif the inequalities

α1Γ
(k)
m 5 γn 5 α2Γ

(k)
M , 0 < α1 5 α2 < ∞

hold for any2k 5 n 5 2k+1, k = 1, 2, . . . , where

Γ(k)
m := min(γ2k , γ2k+1) and Γ

(k)
M := max(γ2k , γ2k+1).

We shall use the notationL � R in inequalities when there exists a positive con-
stantK such thatL 5 KR; but whereK may be different in different occurrences
of “�”. Naturally, the notation� between the terms of sequences, e.g.an � bn,
means thatan 5 Kbn holds with the same constant for everyn.

If L � R andR � L hold simultaneously, then we shall writeL � R.
The capital lettersK andKi, above and later on, denote positive constants(= 1).
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4. Proof of Theorem2.1

First we show that ifγn satisfies (2.1) or (2.2) then it is a sequence bounded by
blocks.

Let Γm denote either
m∑

n=1

γnn
−1 or

∞∑
n=m

γnn
−1.

Then (2.1) and (2.2) each imply that

α−1
2 Γm 5 γm 5 α−1

1 Γm.

Hence, utilizing the monotonicity of{Γm}, (2.1) and (2.2), respectively, we get for
any2µ−1 5 m 5 2µ, if Γn is increasing, that

α1

α2

γ2µ−1 5 α−1
2 Γ2µ−1 5 γm 5 α−1

1 Γ2µ 5
α2

α1

γ2µ

holds. If Γn is decreasing then2µ−1 is substituted in place of2µ and the modified
inequality holds. Herewith our assertion is verified.

Taking account of this fact, the assertions pertaining to the upper estimates given
in (2.1) and (2.2) have been proved by Theorem1.1.

Consequently in the proofs of the lower estimates we can implicitly use that
γnn

−β ↑ or γnn
β ↓ with β > 0.

Next we show that the first inequality of (2.1) holds if and only ifγnn
−β ↓ with

certainβ > 0.
If γnn

−β ↓ (β > 0) then it is plain that
m∑

n=1

γnn
−1 = γmm−β

m∑
n=1

n−1+β � γm
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holds. Conversely, if

(4.1) γm �
m∑

n=1

γnn
−1 � γm,

then we show there existsβ > 0 such thatγnn
−β ↓. To verify this we first show that

(4.2) γ2m � γm

holds from (4.1).
Sinceγnn

−β ↑ with β > 0, therefore an elementary calculation shows that

m∑
n=1

γn

n
�

2m∑
n=m+1

γn

n
.

Thus it suffices to show that

(4.3) γ2m �
1

m

2m∑
n=m+1

γn =:
1

m
σm

implies (4.2).
Denoteµ as the smallest positive integer such that

(4.4)
2m∑

n=2m−µ+1

γn =
σm

2
.

Then, byγn ↑, (4.3) and (4.4), we obtain that

µγ2m �
σm

2
� mγ2m,
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whence

(4.5) µ = m/K1

follows. Furthermore we know that

(m + 1− µ)γ2m−µ+1 �
2m−µ+1∑
n=m+1

γn =
σm

2
� mγ2m,

thus

(4.6) γ2m 5 K2γ2m−µ+1.

Without loss of generality we can assume thatK1 andK2 are both greater than4.
Then letK = max(K1, K2, K(β, γ)) be an integer.

Hereafter, by (4.5) and (4.6), an easy consideration gives, repeatingK-times the
estimate given in (4.6), that

(4.7) γ2m 5 KKγm

holds, that is, (4.2) is proved.
Now let2β := KK andK(β, γ) := K222β. We shall show that

(4.8) K(β, γ)γmm−β = γnn
−β, for any n = m

holds, that is,γnn
−β ↓ as required in Theorem2.1.

Since inequality (4.7) gives
γ2n 5 2βγn,

we obtain that

(4.9)
γ2n

(2n)β
5

2βγn

(2n)β
=

γn

nβ
.
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If
2k+ν+1 = n = 2k+ν = 2k = m = 2k−1,

then, using elementary estimates, (4.9) and the fact thatKγn = K(β, γ)γn = γm, if
n = m, we obtain

γn

nβ
5

Kγ2k+ν+1

(2k+ν)β
5

2βKγ2k+ν+1

(2k+ν+1)β
5

2βKγ2k−1

(2k−1)β
5

22βK2γm

mβ
,

whence (4.8) follows.
Now we can turn to the proof of the lower estimate of (2.2). This proof is similar

to the proof given for the lower estimate of (2.1).
If γnn

β ↑ (β > 0), then

∞∑
n=m

γnn
−1 = γmmβ

∞∑
n=m

n−1−β � γm

clearly holds.
Conversely, if

γm �
∞∑

n=m

γnn
−1 � γm

holds, then first we show that

(4.10) γm � γ2m, m ∈ N.

Using the assumptionγnn
β ↓ with someβ > 0, we can easily show that

∞∑
n=2m+1

γnn
−1 �

2m∑
n=m

γnn
−1
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holds. Thus it suffices to prove that

(4.11) γm �
1

m

2m∑
n=m

γn =:
1

m
σm

implies (4.10).
Henceforth we can proceed likewise as above. Denote byµ the smallest positive

integer such that

(4.12)
m+µ+1∑

n=m

γn =
σm

2
.

Then,γnn
β ↓, β > 0; (4.11) and (4.12) imply that

mγm � γm(µ + 2),

whence

(4.13) µ =
m

K1

follows. Since
2m∑

n=m+µ+2

γn 5
σm

2
5

2m∑
n=m+µ+1

γn � γm+µ(m− µ),

thus, by (4.11), we get that

mγm � γm+µ(m− µ),

that is,
γm 5 K2γm+µ.
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Arguing as above, by (4.13), we can give a constantK such that

(4.14) γm 5 Kγ2m =: 2βγ2m

holds.
Proceeding as before, we can show that with theβ defined in (4.14), the sequence

{γn} is quasiβ-power-monotone increasing.
Herewith the proof of Theorem2.1 is complete. �
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