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ABSTRACT. We summarize the conditions discovered for the existence of new ergodic type solutions (asymptotically almost periodic, pseudo almost periodic, ...) of differential equations with piecewise constant arguments. Their existence is characterized by introducing a new tool, the ergodic sequences.
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1. Introduction. Equations with piecewise continuous arguments (EPCA) arise in an attempt to extend the theory of functional differential equations with continuous arguments to differential equations with discontinuous arguments. This task is of considerable applied interest since EPCA include, as particular cases, impulsive and loaded equations of control theory and are similar to those found in some biomedical models. The study of such equations has been initiated by Wiener [26], Cooke and Wiener [13], and Shah and Wiener [25] in the 80’s; and in each of the areas (existence, asymptotic behavior, periodic and oscillating solutions, approximation, application to control theory, biomedical models and problems of mathematical physics) there appears to be ample opportunity for extending the known results. For specific references (see [1, 2, 11, 13, 14, 15, 23, 25, 26, 27, 28, 29, 30]).

The theory of almost periodic functions was started between 1923 and 1925 by H. Bohr, and his work quickly attracted the interest of a number of researchers who made many important contributions to its development (see [8, 10, 16, 17, 18, 21, 24, 30, 31]). Recently some new ergodic type functions have been introduced and applied to differential equations (see [3, 4, 9, 33]).

The aim of this paper is to bring together both concepts; we prove the existence of ergodic type solutions for some classes of differential equations with piecewise constant argument.

1.1. Ergodic type functions. In this section we introduce the definitions of the different classes of ergodic type functions we are going to deal with.

Let \( \mathcal{C}(\mathbb{R}, \mathbb{R}^d) \) (resp., \( \mathcal{C}(\mathbb{R} \times \Omega, \mathbb{R}^d) \)), where \( \Omega \subset \mathbb{R}^d \) denote the Banach space of bounded continuous functions \( \varphi(t) \) (resp., \( \varphi(t,x) \)) from \( \mathbb{R} \) (resp., \( \mathbb{R} \times \Omega \)) to \( \mathbb{R}^d \), endowed with the norm \( \| \varphi \| = \sup_{t \in \mathbb{R}} |\varphi(t)| \) (resp., \( \| \varphi \| = \sup_{t \in \mathbb{R}, x \in \Omega} |\varphi(t,x)| \)).

**Definition 1.1.** A function \( f \in \mathcal{C}(\mathbb{R}^+, \mathbb{R}^d) \) (resp., \( \mathcal{C}(\mathbb{R}^+ \times \Omega, \mathbb{R}^d) \)) is called asymptotically almost periodic if \( f = f_1 + f_0 \), where \( f_1 \) is an almost periodic function and \( f_0 \in \mathcal{A}\mathcal{A}\mathcal{P}_0 \), where \( \mathcal{A}\mathcal{A}\mathcal{P}_0(\mathbb{R}^+, \mathbb{R}^d) = \{ f \in \mathcal{C}(\mathbb{R}^+, \mathbb{R}^d) : \lim_{t \to +\infty} f(t) = 0 \} \) and,
We denote by \( \tilde{\Omega} \) the component and the ergodic perturbation, respectively, of the function \( f \) is called pseudo almost periodic if \( \tilde{\Omega} \) respectively,

\[
\tilde{\mathcal{AP}}_0(\mathbb{R}^+ \times \Omega, \mathbb{R}^d) = \{ f \mid f(t, x) = 0 \text{ uniformly for } x \text{ in compact subsets of } \Omega \}.
\]

Let \( \mathcal{AP}(\mathbb{R}^+, \mathbb{R}^d) \) (resp., \( \mathcal{AP}_0(\mathbb{R}^+ \times \Omega, \mathbb{R}^d) \)) denote the set of all such functions.

For \( \varphi \in \mathcal{C}(\mathbb{R}, \mathbb{R}^d) \) (resp., \( \mathcal{C}(\mathbb{R} \times \Omega, \mathbb{R}^d) \)) we define

\[
m(|\varphi|) = \lim_{T \to +\infty} \frac{1}{2T} \int_{-T}^T |\varphi(t)| \, dt, \quad \text{(resp., } m(|\varphi|) = \lim_{T \to +\infty} \frac{1}{2T} \int_{-T}^T |\varphi(t, x)| \, dt\).
\]

**Definition 1.2** (see \([3, 4, 9, 32, 33]\)). A function \( f \in \mathcal{C}(\mathbb{R}, \mathbb{R}^d) \) (resp., \( \mathcal{C}(\mathbb{R} \times \Omega, \mathbb{R}^d) \)) is called pseudo almost periodic if \( f = f_1 + f_0 \), where \( f_1 \) is almost periodic in \( t \in \mathbb{R} \) (almost periodic in \( t \in \mathbb{R} \), uniformly in \( x \in \Omega \)) and \( f_0 \in \mathcal{AP}_0(\mathbb{R}, \mathbb{R}^d) \) (resp., \( \mathcal{AP}_0(\mathbb{R} \times \Omega, \mathbb{R}^d) \)), where

\[
\mathcal{AP}_0(\mathbb{R}, \mathbb{R}^d) = \{ \varphi \in \mathcal{C}(\mathbb{R}, \mathbb{R}^d) : m(|\varphi|) = 0 \},
\]

\[
\mathcal{AP}_0(\mathbb{R} \times \Omega, \mathbb{R}^d) = \{ \varphi \in \mathcal{C}(\mathbb{R} \times \Omega, \mathbb{R}^d) : m(|\varphi|) = 0 \text{ uniformly in } x \in \Omega \}.
\]

We denote by \( \mathcal{AP}(\mathbb{R}, \mathbb{R}^d) \) (resp., \( \mathcal{AP}(\mathbb{R} \times \Omega, \mathbb{R}^d) \)) the set of all such functions.

**Definition 1.3.** A Lebesgue measurable function \( f \) from \( \mathbb{R} \) to \( \mathbb{R}^d \) (resp., from \( \mathbb{R} \times \Omega \) to \( \mathbb{R}^d \)) is called generalized pseudo almost periodic (see \([3, 4]\)) if \( f = f_1 + f_0 \), where \( f_1 \) is almost periodic in \( t \in \mathbb{R} \) (almost periodic in \( t \in \mathbb{R} \), uniformly in \( x \in \Omega \)) and \( f_0 \in \tilde{\mathcal{AP}}_0(\mathbb{R}, \mathbb{R}^d) \) (resp., \( \tilde{\mathcal{AP}}_0(\mathbb{R} \times \Omega, \mathbb{R}^d) \)), where

\[
\tilde{\mathcal{AP}}_0(\mathbb{R}, \mathbb{R}^d) = \{ \varphi : \mathbb{R} \to \mathbb{R}^d \text{ Lebesgue measurable and } m(|\varphi|) = 0 \},
\]

\[
\tilde{\mathcal{AP}}_0(\mathbb{R} \times \Omega, \mathbb{R}^d) = \{ \varphi : \mathbb{R} \times \Omega \to \mathbb{R}^d / \varphi(\cdot, x) \in \tilde{\mathcal{AP}}_0(\mathbb{R}, \mathbb{R}^d) \forall x \in \Omega, m(|\varphi|) = 0 \}.
\]

We denote by \( \tilde{\mathcal{AP}}(\mathbb{R}, \mathbb{R}^d) \) (resp., \( \tilde{\mathcal{AP}}(\mathbb{R} \times \Omega, \mathbb{R}^d) \)) the set of all such functions.

In Definitions 1.2 and 1.3, the functions \( f_1 \) and \( f_2 \) are called the almost periodic component and the ergodic perturbation, respectively, of the function \( f \); and they are uniquely determined by \( f \) (see \([4, \text{ page 1143}]\)).

**Remark 1.4.** There exist generalized pseudo almost periodic functions whose ergodic component is not bounded. In Ait Dads, Ezzinbi, and Arino \([4]\) it can be found an example of this situation; a long and interesting proof (pages 1143-1146) shows that the function \( \varphi(t) = t |\sin \pi t|^N \) for \( N > 6 \), is unbounded and \( \varphi \in \tilde{\mathcal{AP}}_0(\mathbb{R}, \mathbb{R}) \).

We propose the function

\[
f(t) = \begin{cases} 
2k(t - 2k^2 + 1), & \text{if } 2k^2 - 1 \leq t \leq 2k^2 - \frac{1}{2}, \\
-2k(t - 2k^2), & \text{if } 2k^2 - \frac{1}{2} \leq t \leq 2k^2, \\
0, & \text{otherwise},
\end{cases}
\]

where \( k \in \mathbb{Z}^+ \). It is short to prove that \( f \in \tilde{\mathcal{AP}}_0(\mathbb{R}, \mathbb{R}) \) and is unbounded.
Let \( L(\mathbb{R}, \mathbb{R}^d) \) (resp., \( L(\mathbb{R} \times \Omega, \mathbb{R}^d) \)) denote the space of all Lebesgue measurable and bounded functions \( f(t) \) (resp., \( f(t, x) \)) from \( \mathbb{R} \) (resp., \( \mathbb{R} \times \Omega \)) to \( \mathbb{R}^d \).

**Definition 1.5.** A function \( f \in L(\mathbb{R}, \mathbb{R}^d) \) is said to be ergodic (see [19]) if the limit
\[
\lim_{T \to +\infty} \frac{1}{2T} \int_{-T}^{T} f(t) \, dt = M(f)
\]
exists. Analogously, we say that a function \( f \in L(\mathbb{R} \times \Omega, \mathbb{R}^d) \) is ergodic if for every compact subset \( K \subset \Omega \), the limit \( \lim_{T \to +\infty} \frac{1}{2T} \int_{-T}^{T} f(t, x) \, dt = M(f, x) \) exists uniformly for \( x \in K \).

We will write \( \mathcal{E}(\mathbb{R}, \mathbb{R}^d) \) and \( \mathcal{E}(\mathbb{R} \times \Omega, \mathbb{R}^d) \) for the sets of ergodic functions defined on \( \mathbb{R} \) and \( \mathbb{R} \times \Omega \), respectively.

**Remark 1.6.** As it is well known, there are uniformly continuous bounded functions on \( \mathbb{R} \) which are not ergodic. For example, the function
\[
f(t) = \begin{cases} 
1 - t^2, & \text{if } |t| < 1, \\
\sin \left( \log \left( \frac{1}{t^2} \right) \right), & \text{if } |t| \geq 1,
\end{cases}
\]
is uniformly continuous in \( \mathbb{R} \), but \( f \) is not ergodic.

The relations between the functions defined above can be expressed as follows:
\[
\mathcal{PA}(\mathbb{R}, \mathbb{R}^d) \subset \mathcal{AP}(\mathbb{R}, \mathbb{R}^d),
\]
\[
\mathcal{P}(\mathbb{R}, \mathbb{R}^d) \subset \mathcal{P}(\mathbb{R}, \mathbb{R}^d) \subset \mathcal{P}(\mathbb{R}, \mathbb{R}^d) \subset \mathcal{AP}(\mathbb{R}, \mathbb{R}^d) \subset \mathcal{E}(\mathbb{R}, \mathbb{R}^d),
\]
where \( \mathcal{P}, \mathcal{P}, \) and \( \mathcal{AP} \) refer to periodic, quasi periodic and almost periodic functions, respectively.

**1.2. Ergodic type sequences.** Here we introduce and discuss some class of ergodic sequences which are the main tools in the proofs of our results.

**Definition 1.7** (see [6, 7, 20]).

1. A sequence \( x : \mathbb{Z} \to \mathbb{R}^d \) is said to be a \( \mathcal{AP}_0 \) (resp., \( \mathcal{AP}_0 \)) sequence if it satisfies
\[
\lim_{n \to +\infty} \frac{1}{2n} \sum_{k=-n}^{n} |x(k)| = 0, \quad \left( \lim_{n \to +\infty} \frac{1}{2n} \sum_{k=-n}^{n} |x(k)| = 0 \text{ and it is bounded} \right).
\]

2. A sequence \( x : \mathbb{Z} \to \mathbb{R}^d \) is said to be a \( \mathcal{AP} \) (resp., \( \mathcal{AP} \)) sequence if \( x = x_1 + x_0 \), where \( x_1 \) is an almost periodic sequence (see [5, 17, 30]) and \( x_0 \) is a \( \mathcal{AP}_0 \) (resp., \( \mathcal{AP}_0 \)) sequence.

**Remark 1.8.** Notice that

1. a sequence vanishing at infinity is a \( \mathcal{AP}_0 \) sequence;
2. the sequence \( \{x(n)\}_{n \in \mathbb{Z}} \) defined by \( x(n) = 1 \) if \( n = 2^k \); \( x(n) = 0 \) otherwise, is an example of a \( \mathcal{AP}_0 \) sequence which is not vanishing at infinity;
3. for \( k \in \mathbb{Z}^+ \) the sequence \( \{x(n)\}_{n \in \mathbb{Z}} \), defined by \( x(n) = k \) if \( n = 2^k \); \( x(n) = 0 \) otherwise, is an example of an unbounded \( \mathcal{AP}_0 \) sequence.

**Definition 1.9.** A bounded sequence \( \{x(n)\}_{n \in \mathbb{Z}} \) is said to be ergodic (see [19]) if the limit \( \lim_{n \to +\infty} \frac{1}{2n} \sum_{k=-n}^{n} x(k) \) exists. We denote by \( \mathcal{E} \) the set of all such sequences.
The following propositions and examples show the relations between almost periodic type functions and sequences.

**Proposition 1.10.** The following statements hold:

1. (see [6, 7]). If \( (x(n))_{n \in \mathbb{Z}} \) is a \( \mathcal{APA}_0 \) (resp., \( \mathcal{APA} \), or \( \mathcal{AP} \)) sequence, then there exists a function \( f \in \mathcal{APA}_0(\mathbb{R}, \mathbb{R}^d) \) (resp., \( \mathcal{APA}(\mathbb{R}, \mathbb{R}^d) \), or \( \mathcal{AP}(\mathbb{R}, \mathbb{R}^d) \)) such that \( f(n) = x(n) \), \( n \in \mathbb{Z} \).

2. (see [19]). If \( (x(n))_{n \in \mathbb{Z}} \in \mathcal{E}(\mathbb{Z}) \), then there exists an ergodic function \( f \in \mathcal{E}(\mathbb{R}, \mathbb{R}^d) \) such that \( f(n) = x(n) \) for every \( n \in \mathbb{Z} \).

Observe that if we have an almost periodic sequence, the converse of the proposition above is also true (see [17]). Although, if we deal with one of the ergodic type sequences specified in the statement of the proposition, the converse does not work, as we show in the following counterexamples.

**Example 1.11** (see [7]). The function

\[
f(t) = \begin{cases} 
2^{|k|}(t-k) + 1, & \text{if } t \in [k - 2^{-|k|}, k), \\
-2^{|k|}(t-k) + 1, & \text{if } t \in [k, k + 2^{-|k|}], \\
0, & \text{otherwise},
\end{cases}
\]  

(1.8)

where \( k \neq 0 \), is in \( \mathcal{APA}(\mathbb{R}, \mathbb{R}) \). But \( f(k) = 1 \) for every \( k \in \mathbb{Z} - \{0\} \), so the sequence \( \{f(k)\}_{k \in \mathbb{Z}} \) is not a \( \mathcal{APA} \) sequence.

**Example 1.12** (see [19]). Consider the sequence \( \{x(j)\}_{j \in \mathbb{Z}} \) defined by \( x(0) = x(1) = 0 \), for each \( k \geq 0 \)

\[
x(j) = \begin{cases} 
3, & \text{if } 2^k + 1 \leq j \leq 2^{k+1}, \\
0, & \text{if } 2^{k+1} \leq j \leq 2^{k+2},
\end{cases}
\]  

(1.9)

and \( x(-j) = x(j) \) for every \( j \geq 1 \). This sequence is not in \( \mathcal{E}(\mathbb{Z}) \). Nevertheless, the function \( f \), defined as

\[
f(t) = \begin{cases} 
x(n)(1 - 2^{-(n+1)}(t-n)), & \text{if } t \in [n, n + 2^{-(n+1)}], \\
0, & \text{if } t \in (n + 2^{-(n+1)}, n + 1 - 2^{-(n+2)}), \\
x(n + 1)(1 + 2^{-(n+2)}(t - (n + 1))), & \text{if } t \in [n + 1 - 2^{-(n+2)}, n + 1],
\end{cases}
\]  

(1.10)

satisfies that \( f(n) = x(n) \) for every \( n \in \mathbb{Z} \), and is ergodic.

**2. Ergodic type solutions via ergodic type sequences.** Meisters, in [21], showed that the existence of almost periodic solutions of ordinary differential equations is equivalent to the fact that the restriction of a bounded solution to some discrete subgroup of reals is almost periodic. This is improved by Opial [22] (also see Fink [17, pages 164–169]).

It is natural to wonder if there are similar results on the existence of almost periodic, asymptotically almost periodic, pseudo almost periodic and ergodic solutions of EPICA.
In this part we give an affirmative answer to this question under similar conditions to those of Meisters, Opial, and Fink.

2.1. For EPCA of retarded type. Consider the differential equation with piecewise constant argument

$$\frac{dx}{dt} = f(t, x(t), x([t]), x([t-1]), \ldots, x([t-k])), \quad t \in \mathbb{R},$$

(2.1)

where \( k \) is a positive integer, \( f \in C(\mathbb{R} \times \Omega, \mathbb{R}^d) \), and \([\cdot]\) denotes the greatest integer function. A function \( x: \mathbb{R} \to \mathbb{R}^d \) is called a solution of (2.1) if the following conditions are satisfied:

1. \( x \) is continuous in \( \mathbb{R} \),
2. the derivative \( x'(t) \) of \( x(t) \) exists everywhere, with possible exception of the points \([t]\), where one-sided derivatives exist,
3. equation (2.1) is satisfied on each interval \([n, n+1)\) with integral end-points.

Now we present our main results for this equation.

**Theorem 2.1** (see [6]). Let \( f \in \mathcal{A}(\mathbb{R} \times \Omega) \) in (2.1) for a compact subset \( \Omega_0 \subset \Omega \). If all the equations

$$\frac{dx}{dt} = g(t, x(t), x([t]), x([t-1]), \ldots, x([t-k])), \quad t \in \mathbb{R},$$

(2.2)

with \( g \) in the hull of \( f \) (see [17] for the definition), have unique solutions to initial value problems, where the initial value condition is \( x(j) = x_j, \quad j = 0, -1, -2, \ldots, -k, \) and \( \varphi(t) \) is a solution of (2.1) with \( \varphi(\mathbb{R})_{k+2} \subset \Omega_0 \), then \( \varphi \in \mathcal{A}(\mathbb{R}) \) if and only if \( \{\varphi(n)\}_{n \in \mathbb{Z}} \) is a constant argument.

**Theorem 2.2** (see [6]). Let \( f \in \mathcal{P} \mathcal{A}(\mathbb{R} \times \Omega) \) (resp., \( \mathcal{A} \mathcal{A} \mathcal{P}(\mathbb{R}^+ \times \Omega) \)) in (2.1) satisfying a Lipschitz condition on \( \Omega \). If \( \varphi \) is a solution of (2.1) with \( \varphi(\mathbb{R})_{k+2} \subset \Omega_0 \), then \( \varphi \in \mathcal{P} \mathcal{A}(\mathbb{R}) \) (resp., \( \mathcal{A} \mathcal{A} \mathcal{P}(\mathbb{R}^+) \)) if and only if \( \{\varphi(n)\}_{n \in \mathbb{Z}} \in \mathcal{P} \mathcal{A}(\mathbb{Z}) \) (resp., \( \mathcal{A} \mathcal{A} \mathcal{P}(\mathbb{Z}^+) \)).

**Theorem 2.3** (see [6]). Let \( f \in \mathcal{P} \mathcal{A}(\mathbb{R} \times \Omega) \) (resp., \( \mathcal{A} \mathcal{A} \mathcal{P}(\mathbb{R}^+ \times \Omega_0) \)) in (2.1) for a compact subset \( \Omega_0 \subset \Omega \), and suppose \( f \) and its almost periodic component, \( f_1 \), satisfy a Lipschitz condition on \( \Omega_0 \) with Lipschitz constant \( L \). If \( \varphi(t) \) is a solution of (2.1) with \( \varphi(\mathbb{R})_{k+2} \subset \Omega_0 \), then \( \varphi \in \mathcal{P} \mathcal{A}(\mathbb{R}) \) (resp., \( \mathcal{A} \mathcal{A} \mathcal{P}(\mathbb{R}^+) \)) if and only if \( \{\varphi(n)\}_{n \in \mathbb{Z}} \in \mathcal{P} \mathcal{A}(\mathbb{Z}) \) (resp., \( \mathcal{A} \mathcal{A} \mathcal{P}(\mathbb{Z}^+) \)).

As an example of how do these theorems apply, we examine the following equation with piecewise constant argument.

**Example 2.4** (see [6]). Consider the equation

$$\frac{dx}{dt} = x(t)(a(t) - b(t)x([t])),$$

(2.3)

where \( a(t) \) and \( b(t) \) are positive and continuous bounded functions on \( \mathbb{R}^+ \), and satisfy \( \int_0^{n+1} a(t) \, dt = \int_0^{n+1} b(t) \, dt \) for every \( n \in \mathbb{Z}^+ \). The above equation is analogous to the
famous logistic differential equation, but $t$ in one argument has been replaced by $\lfloor t \rfloor$. We investigate the existence of almost periodic type solutions of this equation.

It follows from

$$x(n + 1) = x(n)e^{\int_{n}^{n+1} a(t)dt} e^{-\sum_{n}^{n+1} b(t)dt}, \quad \text{for } n \in \mathbb{Z}^+,$$

(2.4)

that if we take $x(0) = 1$, then for every $n \in \mathbb{Z}^+$ we get $x(n) = 1$. According with Theorems 2.1 and 2.3, it is concluded that the equation has a solution $x \in \mathcal{L}(\mathbb{R}^+)$ (resp., $x \in \mathcal{L}(\mathbb{R}^+)$) with $x(0) = 1$ if the functions $a,b \in \mathcal{L}(\mathbb{R}^+)$ (resp., $a,b \in \mathcal{L}(\mathbb{R}^+)$). As a result, the equation has solutions that display complicated dynamics even if $a(t) = b(t) = \text{constant}$ (Carvalho and Cooke’s equation, see [12]).

2.2. For ordinary differential equations. In order to study ergodic solutions of differential equations via ergodic sequences, we introduce the concept of a $\mathcal{T}$-ergodic function.

Let $\mathcal{T}$ be the translator operator $\mathcal{T} : [-1,0] \to [0,1], \tau \mapsto 1+\tau$. We denote by $\mathcal{T}^{k}$ the composition operator, $\mathcal{T}^{0}(\tau) = \tau$ and $\mathcal{T}^{-1}(\tau) = \tau - 1$. A function $f \in \mathcal{L}(\mathbb{R} \times \Omega, \mathbb{R}^{d})$ is called $\mathcal{T}$-ergodic if for each compact subset $K$ of $\Omega$, the limit $\lim_{n \to \infty}(1/2n) \times \sum_{k=-n}^{n} f(\mathcal{T}^{k}(\tau),x)$ exists in Lebesgue measure on $[-1,0]$, uniformly for $x \in K$.

The property of $\mathcal{T}$-ergodicity implies ergodicity but the converse is not true.

Now consider the ordinary differential equation

$$x'(t) = f(t,x(t)), \quad t \in \mathbb{R}.$$

(2.5)

We have the following results.

Theorem 2.5 (see [19]). Suppose that for a function $f \in \mathcal{L}(\mathbb{R} \times \Omega, \mathbb{R}^{d})$ and for a solution $x$ of (2.5) the composed function $f(t,x(t))$ is $\mathcal{T}$-ergodic. Then $x \in \mathcal{C}(\mathbb{R}, \mathbb{R}^{d})$ if and only if the sequence $\{x(n)\}_{n \in \mathbb{Z}} \in \mathcal{C}(\mathbb{Z})$.

Theorem 2.6 (see [19]). Let $f \in \mathcal{L}(\mathbb{R} \times \Omega, \mathbb{R}^{d})$ satisfy the Lipschitz condition

$$|f(t,y_{1}) - f(t,y_{2})| \leq L(t)|y_{1} - y_{2}|, \quad y_{1},y_{2} \in \Omega, \quad t \in \mathbb{R},$$

(2.6)

where the nonnegative function $L(\cdot) \in \mathcal{L}(\mathbb{R}, \mathbb{R})$ and suppose that for at least one point $y \in \Omega, \{f(\cdot,y)\}$ is $\mathcal{T}$-ergodic. Then a solution $x(t)$ of (2.5) is ergodic if and only if the sequence $\{x(n)\}_{n \in \mathbb{Z}}$ is ergodic.

Theorem 2.7 (see [19]). Let $f(t,x) \in \mathcal{L}(\mathbb{R} \times \Omega, \mathbb{R}^{d})$ be uniformly continuous in $t$ for $x$ in compact subsets of $\Omega$ and suppose it satisfies a Lipschitz condition with Lipschitz constant $L > 0$. Furthermore, assume $f$ is such that for every Lebesgue measurable set $E \subset \mathbb{R}$, the limit

$$\lim_{T \to \infty} \frac{1}{2T} \int_{[-T,T] \cap E} f(t,y)dt$$

(2.7)

exists for each $y \in \Omega$. Then, if $x(t)$ is a solution of (2.5), $x \in \mathcal{C}(\mathbb{R}, \mathbb{R}^{d})$ if and only if the sequence $\{x(n)\}_{n \in \mathbb{Z}} \in \mathcal{C}(\mathbb{Z})$. 

3. Some EPCA of mixed type. Consider the following initial-value problems posed for the differential equations with piecewise argument

\[ x'(t) = ax(t) + \sum_{i=-N}^{N} a_i x([t + i]) + f(t), \quad N \geq 2, \]  
\[ x'(t) = ax(t) + \sum_{i=-N}^{N} a_i x([t + i]) + g(t, x(t), x([t])), \quad N \geq 2, \]

where \([\cdot]\) denotes the greatest integer function, \(a, a_i\) are constants, \(f \in \tilde{\mathcal{D}}\mathcal{P}_0(\mathbb{R}, \mathbb{R})\) (resp., \(\mathcal{D}\mathcal{P}_0(\mathbb{R}, \mathbb{R})\)), \(g \in \tilde{\mathcal{D}}\mathcal{P}(\mathbb{R} \times \mathbb{R}^2, \mathbb{R})\) (resp., \(\mathcal{D}\mathcal{P}(\mathbb{R} \times \mathbb{R}^2, \mathbb{R})\)) is bounded, and there exists a constant \(\eta > 0\) such that

\[ |g(t, x_1, y_1) - g(t, x_2, y_2)| \leq \eta (|x_1 - x_2| + |y_1 - y_2|), \]  

for every \((t, x_1, y_1), (t, x_2, y_2) \in \mathbb{R} \times \mathbb{R}^2\); and the initial conditions \(x(i) = c_i, -N \leq i \leq N - 1\). In contrast to the situation with general functional differential equations, the fact that these equations contain both retarded and advanced arguments does not pose particular difficulties.

The definition of a solution of these equations is analogous to the one given for EPCA of retarded type, in Section 2.1. Obviously, if \(x(t)\) is a solution of (3.1) on \(\mathbb{R}\), then for \(n \leq t \leq n + 1\) we have

\[ x(t) = e^{a(t-n)}c_n + (e^{a(t-n)} - 1) \sum_{i=-N}^{N} a^{-1} a_{n+i} + \int_n^t e^{a(t-s)} f(s) ds, \]  

where \(x(n + i) = c_{n+i}, -N \leq i \leq N\). Therefore, it suffices to know the constants \(c_n\) in order to determine \(x(t)\).

Let

\[ b_0 = e^a + a^{-1} a_0(e^a - 1), \quad b_1 = a^{-1} a_1(e^a - 1) - 1, \]

\[ b_i = a^{-1} a_i(e^a - 1), \quad i = -1, \pm 2, \ldots, \pm N, \]

\[ h_n = -\int_n^{n+1} e^{a(n+1-s)} f(s) ds. \]  

Continuity of a solution at a point joining any two consecutive intervals leads to recursion relations for the solution at such points which, by virtue of (3.5), can be written as \(\sum_{i=-N}^{N} b_i c_{n+i} = h_n\). A particular solution of the corresponding homogeneous equation is sought as \(c_n = \lambda^n\) (see [15]), then

\[ \sum_{i=-N}^{N} b_i \lambda^{n+i} = 0. \]  

Our main results are as follows.

**Theorem 3.1** (see [7]). Suppose that all roots of (3.6) are simple (denoted by \(\lambda_1, \ldots, \lambda_{2N}\)) and \(|\lambda_i| \neq 1, 1 \leq i \leq 2N\). Then

1. for any \(f \in \tilde{\mathcal{D}}\mathcal{P}_0(\mathbb{R}, \mathbb{R})\) (resp., \(\mathcal{D}\mathcal{P}_0(\mathbb{R}, \mathbb{R})\) or \(\tilde{\mathcal{D}}\mathcal{P}_0(\mathbb{R}, \mathbb{R}) \cap M_0(\mathbb{R}, \mathbb{R})\)), (3.1)
has a solution \( x \in \mathcal{FAP}_0(\mathbb{R}, \mathbb{R}) \) (resp., \( \mathcal{FAP}_0(\mathbb{R}, \mathbb{R}) \)), besides \( x \) is unique if \( f \in \mathcal{FAP}(\mathbb{R}, \mathbb{R}) \) or \( f \in \mathcal{FAP}(\mathbb{R}, \mathbb{R}) \cap M_b(\mathbb{R}, \mathbb{R}) \), where

\[
M_b(\mathbb{R}, \mathbb{R}) = \{ q : \mathbb{R} \to \mathbb{R} \text{ is Lebesgue measurable and bounded on } \mathbb{R} \}; \tag{3.7}
\]

(2) for any \( f \in \mathcal{FAP}(\mathbb{R}, \mathbb{R}) \) (resp., \( \mathcal{FAP}(\mathbb{R}, \mathbb{R}) \) or \( \mathcal{FAP}(\mathbb{R}, \mathbb{R}) \cap M_b(\mathbb{R}, \mathbb{R}) \)), (3.1) has a solution \( x \in \mathcal{FAP}(\mathbb{R}, \mathbb{R}) \) (resp., \( \mathcal{FAP}(\mathbb{R}, \mathbb{R}) \)) and \( x \) is unique if \( f \in \mathcal{FAP}(\mathbb{R}, \mathbb{R}) \) or \( f \in \mathcal{FAP}(\mathbb{R}, \mathbb{R}) \cap M_b(\mathbb{R}, \mathbb{R}) \).

**Theorem 3.2** (see [7]). Suppose that all roots of (3.6) are simple (denoted by \( \lambda_1, \ldots, \lambda_{2N} \)) and \( |\lambda_i| \neq 1, 1 \leq i \leq 2N \). Then there exists \( \eta_* > 0 \), such that

1. when \( 0 \leq \eta < \eta_* \), (3.2) has a unique solution \( x \in \mathcal{FAP}_0(\mathbb{R}, \mathbb{R}) \) if \( g \in \mathcal{FAP}_0(\mathbb{R} \times \mathbb{R}^2, \mathbb{R}) \) is bounded and satisfies the Lipschitz condition (3.3);

2. when \( 0 \leq \eta < \eta_* \), (3.2) has a unique solution \( x \in \mathcal{FAP}(\mathbb{R}, \mathbb{R}) \) if \( g \in \mathcal{FAP}(\mathbb{R} \times \mathbb{R}^2, \mathbb{R}) \) is bounded and satisfies the Lipschitz condition (3.3).

4. **EPCA of neutral type. Solutions and exponential dichotomy.** Consider the nonhomogeneous neutral differential equation with piecewise constant argument

\[
y'(t) = A(t)y(t) + B(t)y([t]) + A_0(t)y(t-[t]) + A_1(t)y'(t-[t]) + f(t), \tag{4.1}
\]

and the nonlinear neutral differential equations of the form

\[
y'(t) = A(t)y(t) + B(t)y([t]) + A_0(t)y(t-[t]) + A_1(t)y'(t-[t]) + g(t, y(t), y([t])), \tag{4.2}
\]

where \( A, B, A_0, A_1 : \mathbb{R} \to \mathbb{R}^{d \times d} \), \( f : \mathbb{R} \to \mathbb{R}^d \), \( g : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}^d \) are Lebesgue measurable. Throughout this section, we assume that there exists \( \eta > 0 \) such that

\[
|g(t, x_1, y_1) - g(t, x_2, y_2)| \leq \eta\left[ |x_1 - x_2| + |y_1 - y_2| \right], \quad x_1, y_1 \in \mathbb{R}. \tag{4.3}
\]

Let \( X(t) \) be the fundamental matrix solution of \( x'(t) = A(t)x(t) \) such that \( X(0) = Id \) and \( y(t) \) a solution of (4.1). If we set \( y_0(t) = y(t)|_{[0,1]} \) and define

\[
C(n) = X(n+1)\left[X^{-1}(n) + \int_n^{n+1} X^{-1}(u)B(u)du\right],
\]

\[
h(n) = X(n+1)\int_n^{n+1} X^{-1}(u)[A_0(u)y_0(u-n) + A_1(u)y_1'(u-n) + f(u)]du,
\]

then \( \{y(n)\}_{n \in \mathbb{Z}} \) satisfies the nonhomogeneous difference equation

\[
y(n+1) = C(n)y(n) + h(n), \quad n \in \mathbb{Z}. \tag{4.5}
\]

We assume that for each \( n \in \mathbb{Z} \), \( C(n) \) is an invertible \( d \times d \) matrix.

**Definition 4.1** (see [20, 27, 31]). (1) Equation (4.5) is said to admit an exponential dichotomy on \( \mathbb{Z} \) if there exist positive constants \( K \geq 1 \), \( \alpha > 0 \) and a projection \( P \)
\[ (P^2 = P) \text{ such that} \]
\[
|Y(n)PY^{-1}(m)| \leq K e^{-\alpha(n-m)}, \quad n \geq m, \quad (4.6) \]
\[
|Y(n)(I-P)Y^{-1}(m)| \leq K e^{-\alpha(n-m)}, \quad m \geq n,
\]

where \( Y(n) \) is the fundamental matrix solution of (4.5) with \( Y(0) = I_d \).

(2) The linear differential equation with piecewise constant argument

\[ y'(t) = A(t)y(t) + B(t)y([t]) \quad (4.7) \]

is said to have an exponential dichotomy if the difference equation (4.5) has an exponential dichotomy.

Now we give our main results.

**THEOREM 4.2** (see [20]). Suppose that \( A(t) \) and \( B(t) \) are Lebesgue measurable and bounded, and (4.7) admits an exponential dichotomy. If \( A_0, A_1 \in \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^{d \times d}) \cap M_0, \]
\[
f \in \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^d) \cap M_0 \quad \text{and} \quad \eta > \eta_1 > 0 \]
then there exists \( \beta_0 > 0 \) such that when \( |A_0| + |A_1| < \beta_0 \), (4.1) has a unique solution \( x \in \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^d) \), where

\[
M_0(\mathbb{R}, \mathbb{R}^d) = \{f : \mathbb{R} \to \mathbb{R}^d \text{ is Lebesgue measurable and bounded}\}. \quad (4.8)
\]

**THEOREM 4.3** (see [20]). Suppose that \( A(t) \) and \( B(t) \) are Lebesgue measurable and bounded, and (4.7) admits an exponential dichotomy. If \( A_0, A_1 \in \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^{d \times d}) \cap M_0, \]
\[
|A_1| < 1, \quad \text{and} \quad g \in \mathfrak{P}_0\mathbb{P}_0(\mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^d, \mathbb{R}^d) \}
\]
is bounded and satisfies the Lipschitz condition (4.3), then there exists \( \beta_1 > 0 \) and \( \eta_1 > 0 \) such that when \( |A_1| + |A_0| < \beta_1 \) and \( 0 \leq \eta < \eta_1 \), (4.2) has a unique solution \( y \in \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^d) \).

**THEOREM 4.4** (see [20]). Suppose that \( A(t) \) and \( B(t) \) is almost periodic, \( A_1(t) = A_0(t) \equiv 0 \) and (4.7) admits an exponential dichotomy. Then, the following facts hold:

1. for any \( f \in \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^d) \), (resp., \( \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^d) \)), (4.1) has a solution \( x \in \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^d) \) (resp., \( \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^d) \)), besides, \( x \) is unique if \( f \in \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^d) \) or \( \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^d) \cap M_0(\mathbb{R}, \mathbb{R}^d) \);
2. for any \( f \in \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^d) \), (resp., \( \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^d) \)), (4.1) has a solution \( x \in \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^d) \) (resp., \( \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^d) \)), besides, \( x \) is unique if \( f \in \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^d) \) or \( \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^d) \cap M_0(\mathbb{R}, \mathbb{R}^d) \).

**THEOREM 4.5** (see [20]). Suppose that \( A(t) \) and \( B(t) \) is almost periodic, \( A_1(t) = A_0(t) \equiv 0 \) and (4.7) admits an exponential dichotomy. Then there exists \( \eta > 0 \) such that the following facts hold:

1. when \( 0 \leq \eta < \eta_1 \), (4.2) has a unique solution \( y \in \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^d) \) if \( g \in \mathfrak{P}_0\mathbb{P}_0(\mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^d, \mathbb{R}^d) \) is bounded and satisfies the Lipschitz condition (4.3);
2. when \( 0 \leq \eta < \eta_1 \), (4.2) has a unique solution \( y \in \mathfrak{P}_0\mathbb{P}_0(\mathbb{R}, \mathbb{R}^d) \) if \( g \in \mathfrak{P}_0\mathbb{P}_0(\mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^d, \mathbb{R}^d) \) is bounded and satisfies the Lipschitz condition (4.3).
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