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In metric spaces, single-valued self-maps and multimaps with closed images are consid-
ered and fixed point and coincidence point theorems for such maps have been obtained
without using the (extended) Hausdorff metric, thereby generalizing many results in the
literature including those on the famous conjecture of Reich on multimaps.

1. Introduction

Many authors have been using the Hausdorff metric to obtain fixed point and coincidence
point theorems for multimaps on a metric space. In most cases, the metric nature of the
Hausdorff metric is not used and the existence part of theorems can be proved without
using the concept of Hausdorff metric under much less stringent conditions on maps.
The aim of this paper is to illustrate this and to obtain fixed point and coincidence point
theorems for multimaps with not necessarily bounded images. Incidentally we obtain
improvements over the results of Chang [3], Daffer et al. [6], Jachymski [9], Mizoguchi
and Takahashi [12], and Wȩgrzyk [17] on the famous conjecture of Reich on multimaps
(Conjecture 3.12).

2. Notation

Throughout this paper, unless otherwise stated, (X ,d) is a metric space; C(X) is the
collection of all nonempty, closed subsets of X ; B(X) is the collection of all nonempty,
bounded subsets of X ; CB(X) is the collection of all nonempty, bounded, closed subsets
of X ; S, T are self-maps on X ; I is the identity map on X ; F, G are mappings from X
into C(X); for a nonempty subset A of X and x ∈ X , d(x,A) = inf{d(x, y) : y ∈ A}; for
nonempty subsets A, B of X ,

H(A,B)=max

{
sup
x∈A

d(x,B), sup
y∈B

d(y,A)

}
; (2.1)
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f , g, and ρ are functions on X defined as f (x)= d(Sx,Fx), g(x)= d(Tx,Gx), and ρ(x)=
d(x,Fx) for all x in X ; for a nonempty subset A of X , αA = inf{ f (x) : x ∈ A}, βA =
inf{g(x) : x ∈ A}, γA = inf{ρ(x) : x ∈ A}, and δ(A) = sup{d(x, y) : x, y ∈ A}; for x, y in
X and a nonnegative constant k,

A(x, y)=max{d(Sx,Ty),d(Sx,Fx),d(Ty,Gy)},
Bk(x, y)=max{A(x, y),k[d(Sx,Gy) +d(Ty,Fx)]},
A0(x, y)=max{d(Sx,Sy),d(Sx,Fx),d(Sy,Fy)},
C0(x, y)=max{A0(x, y),(1/2)[d(Sx,Fy) +d(Sy,Fx)]},
A1(x, y)=max{d(x, y),d(x,Fx),d(y,Fy)},
C1(x, y)=max{A1(x, y),(1/2)[d(x,Fy) +d(y,Fx)]},
m(x, y)=max{d(x, y),d(x,Fx),d(y,Gy),(1/2)[d(x,Gy) +d(y,Fx)]};

N is the set of all positive integers; R+ is the set of all nonnegative real numbers; ϕ : R+ →
R+; for a real-valued function θ on a subset E of the real line, θ̃ and θ̂ are the functions
on E defined as θ̃(t)= limsupr→t+ θ(r) and θ̂(t)=max{θ(t), θ̃(t)} for all t in E; for a self-
map h on an arbitrary set E, h1 = h, and for a positive integer n, hn+1 is the composition
of h and hn; for s ∈ (0,∞], Γs = {ϕ : ϕ is increasing on [0,s) and

∑∞
n=1ϕ

n(t) < +∞ ∀t in
[0,s)}; Γ= {ϕ : ϕ∈ Γs for some s∈ (0,∞]}; Γ∗ = {ϕ∈ Γ : ϕ(t) < t∀t ∈ (0,∞)}, Γ′ = {ϕ∈
Γ∗ : ϕ is upper semicontinuous from the right on (0,∞)}; �= {ϕ : ϕ̂(t) < 1∀t ∈ (0,∞)};
�0 = {ϕ∈� : ϕ̃(0)= 1}, and �′ = {ϕ : ϕ(t) < 1∀t ∈ (0,∞)}. The class Γ∞ was considered
by Wȩgrzyk [17] (with the additional assumption that ϕ is strictly monotonic), whereas
the class Γ′ was introduced independently by Chang [3] and Jachymski [9].

Remark 2.1. H restricted to CB(X) is a metric on CB(X) and is known as the Hausdorff

metric on CB(X). It is well known that CB(X) equipped with the Hausdorff metric is a
complete metric space. H restricted to C(X) has all the properties of a (complete) metric
except that it takes the value +∞ also when (X ,d) is unbounded.

3. Preliminaries

Lemma 3.1. Let s∈ (0,∞] and let θ be an increasing self-map on [0,s) such that θ(t+) < t
for all t in (0,s) and

∑∞
n=1 θ

n(t0) < +∞ for some t0 ∈ (0,s). Then θ̂(0)= 0 and
∑∞

n=1 θ
n(t) <

+∞ for all t in [0,s).

Proof. Since 0≤ θ(0)≤ θ(t)≤ θ(t+) < t for all t in (0,s), we have θ(0)= 0 and θ(0+)= 0.
Hence θ̂(0)= 0. Let r ∈ [0, t0). Since θ is increasing on [0,s), it follows that θn(r)≤ θn(t0)
for all n ∈ N. Hence, from the convergence of the series

∑∞
n=1 θ

n(t0), it follows that the
series

∑∞
n=1 θ

n(r) is convergent. We now take r ∈ (t0,s). Since θ(0) = 0 ≤ θ(t) < t for all
t in (0,s), it follows that {θn(r)}∞n=1 decreases to a nonnegative real number r0. We have
r0 = limn→∞ θ(θn(r)) ≤ θ(r0+). Since θ(t+) < t for all t in (0,s), we must have r0 = 0.
Hence there exists a positive integer N such that θN (r) < t0. Hence, from what we have
already proved, it follows that the series

∑∞
n=1 θ

n(θN (r)) is convergent. Hence
∑∞

n=1 θ
n(r)

is convergent. �

Remark 3.2. Let s∈ (0,∞].
(i) If θ is an increasing self-map on [0,s) and t0 ∈ (0,s) is such that

∑∞
n=1 θ

n(t0) < +∞,
then θ(t0) < t0.
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(ii) If θ is a self-map on [0,s) such that θ(0) = 0 and θ̂(t) < t for all t in (0,s), then
{θn(t)}∞n=1 decreases to zero for all t in [0,s).

(iii) If θ is a self-map on [0,s) such that θ(0) = 0, θ̂(t) < t for all t in (0,s), and∑∞
n=1 θ

n(t) < +∞ for all t in (0,s0) for some s0 ∈ (0,s), then
∑∞

n=1 θ
n(t) < +∞ for all t

in [0,s).
(iv) If θ ∈ Γ′, then

∑∞
n=1 θ

n(t) < +∞ for all t in [0,∞).
(v) If θ ∈ Γ, then θ̂(0)= 0.
(vi) If θ is a self-map on [0,s) such that θ(t) > 0 and θ̂(t) < t for all t in (0,s), then

{θn(t)}∞n=1 strictly decreases to zero for all t in (0,s).
(vii) If k is a constant in [0,1) and θ is a self-map on [0,s) defined as θ(t)= kt for all t

in [0,s), then θn(t)= knt for all n∈N and for all t ∈ [0,s) and
∑∞

n=1 θ
n(t)= (

∑∞
n=1 k

n)t =
kt/(1− k) < +∞ for all t ∈ [0,s).

The following lemmas throw light on the richness of the class of continuous functions
in Γ∞ and its subclass {ϕ∈ Γ∞ : ϕ is continuous on R+ and limt→0+(ϕ(t)/t)= 1}.
Lemma 3.3. Let s ∈ (0,∞] and let {cn}∞n=1 be a strictly decreasing sequence in (0,s). Then
there exists a strictly increasing continuous function θ : [0,s)→ [0,s) such that θ(t) < t for
all t ∈ (0,s) and θ(cn)= cn+1 for all n∈N.

Proof. Define θ on [0,s) as θ(0) = 0, θ(t) = (cn+1(t − cn+1) + cn+2(cn − t))/(cn − cn+1) if
cn+1 < t ≤ cn for some n∈N, and θ(t)= c2t/c1 if c1 < t < s. Then θ has the desired prop-
erties. �

Remark 3.4. Let s and {cn}∞n=1 be as in Lemma 3.3. Let h be a real-valued increasing map
on [0,1] such that h(0) = 0 and h(1) > 0. Define θ on [0,s) as θ(0) = 0, θ(t) = cn+2 +
((cn+1 − cn+2)/h(1))h((t − cn+1)/(cn − cn+1)) if cn+1 < t ≤ cn for some n ∈ N, and θ(t) =
c2t/c1 if c1 < t < s. Then θ is an increasing self-map on [0,s) and θ(cn)= cn+1 for all n∈N.
If h is continuous on [0,1], then θ is continuous on [0, s). If h(0+) < h(1), then θ(t+) < t
for all t in (0,s).

Lemma 3.5. Let s ∈ (0,∞] and let {cn}∞n=1 be a strictly decreasing sequence in (0,s) such
that

∑∞
n=1 cn < +∞. Let θ : [0,s)→ [0,s) be an increasing map such that θ(t+) < t for all t

in (0,s) and θ(cn) = cn+1 for all n ∈ N. Then
∑∞

n=1 θ
n(t) < +∞ for all t in [0,s). Further,

θ(t) > 0 for all t in (0,s). Moreover, θ(t)/t→ 1 as t→ 0+ if cn+1/cn→ 1 as n→ +∞.

Proof. Since θ(cn) = cn+1 for all n ∈ N, we have θn(c1) = cn+1 for all n ∈ N. Hence∑∞
n=1 θ

n(c1)=∑∞
n=2 cn < +∞. Hence, from Lemma 3.1, it follows that

∑∞
n=1 θ

n(t) < +∞ for
all t in [0,s). Let r ∈ (0,s). Since {cn} decreases to zero, there is an N ∈N such that cN < r.
Since θ is increasing on (0,s), we have θ(cN )≤ θ(r). Since θ(cN )= cN+1 > 0, θ(r) > 0.

Suppose now that cn+1/cn → 1 as n→ +∞. Let t ∈ [cn+1,cn]. Since θ is increasing on
(0,s), we have θ(cn+1)≤ θ(t)≤ θ(cn). Hence cn+2 ≤ θ(t)≤ cn+1. Hence cn+2/cn ≤ θ(t)/cn ≤
θ(t)/t ≤ θ(t)/cn+1 ≤ 1. We have cn+2/cn = (cn+2/cn+1)(cn+1/cn) → 1 as n → +∞. Hence
θ(t)/t→ 1 as t→ 0+. �

Remark 3.6. In view of Lemma 3.5 and Remark 3.2(vi), we can conclude that if s∈ (0,∞]
and θ : [0,s)→ [0,s) is an increasing map such that 0<θ(t+)< t for all t in (0,s), then
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∑∞
n=1 θ

n(t) < +∞ for all t in [0,s) if and only if there exists a strictly decreasing sequence
{cn}∞n=1 in (0,s) such that θ(cn)= cn+1 for all n∈N and

∑∞
n=1 cn < +∞.

Lemma 3.7. Let p ∈ (1,∞) be a constant and let θ be defined on R+ as θ(t)= t/(1 + t1/p)p

for all t in R+. Then θ is a strictly increasing continuous function on R+, θ(t) < t for all t in
(0,∞), and

∑∞
n=1 θ

n(t) < +∞ for all t in R+.

Proof. Let s ∈ (0,∞). We have θ(1/sp) = 1/(1 + s)p, and hence θn(1/sp) = 1/(n+ s)p for
all n∈N. Hence

∑∞
n=1 θ

n(1/sp)=∑∞
n=1(1/(n+ s))p <

∑∞
n=1(1/np) < +∞ since p > 1. Now,

for any t ∈ (0,∞), take s= t−1/p so that 1/sp = t and hence
∑∞

n=1 θ
n(t) < +∞. Let 0≤ t1 <

t2 < +∞. Let s1 = t1/p1 and s2 = t1/p2 . Then 0≤ s1 < s2 < +∞. Hence s1/(1 + s1) < s2/(1 + s2).
Hence s1/(1 + s1)p < s2/(1 + s2)p. Hence θ(t1) < θ(t2). Hence θ is strictly increasing on R+.
The rest of the conclusions in the lemma is evident. �

The following lemma is a slight improvement over Theorem 1 of Sastry et al. [16] and
can be deduced from Lemmas 2, 5, 6 and 8 of [16]. For our purposes Theorem 1 of Sastry
et al. [16] is enough.

Lemma 3.8. Suppose that ϕ∈ Γ∞ and ϕ(t+) < t for all t in (0,∞). Then there exists a strictly
increasing continuous function ψ: R+ →R+ such that ϕ(t) < ψ(t) and

∑∞
n=1ψ

n(t) < +∞ for
all t in (0,∞).

The following lemma is similar to the comparison test for the convergence of a series
of nonnegative real numbers and serves as a useful tool in proving the convergence of the
sequence of iterates of a self-map on [0,s).

Lemma 3.9. Let s ∈ [0,∞). Let θ : [0,s)→ [0,∞) and ψ : [0,s)→ [0,s) be such that ψ is
increasing on [0,s), θ(t) ≤ ψ(t), and

∑∞
n=0ψ

n(t) < +∞ for all t in [0,s). Then θ is a self-
map on [0,s) and

∑∞
n=0 θ

n(t) < +∞ for all t in [0,s).

Proof. Since 0≤ θ(t)≤ ψ(t) for all t in [0,s) andψ is a self-map on [0,s), θ is a self-map on
[0,s). Let t ∈ [0,s). Suppose that for a positive integer m, we have θm(t)≤ ψm(t). We have
θm+1(t) = θ(θm(t)) ≤ ψ(θm(t)) since θ ≤ ψ on [0,s). Since ψ is increasing on [0,s), we
have ψ(θm(t)) ≤ ψ(ψm(t)) = ψm+1(t). Hence θm+1(t) ≤ ψm+1(t). Hence, from the prin-
ciple of mathematical induction, we have θn(t) ≤ ψn(t) for all n ∈ N. Hence, from the
convergence of the series

∑∞
n=0ψ

n(t), it follows that the series
∑∞

n=0 θ
n(t) is also conver-

gent. �

The function t 	→ t− atb for a > 0 and b ∈ (1,2) was considered by Daffer et al. [6] to
show that the class of functions {k ∈ �0 : id(0,∞)k ∈ Γ′} is nonempty. In view of Lemma
3.7, it is evident that the functions t 	→ 1/(1 + t1/p)p (p > 1) belong to this class. Lemmas
3.3 and 3.5 and Remark 3.4 can also be used to generate a number of functions of this
class. The following lemma shows that there are functions of the type considered in
Lemma 3.7, which dominate the one considered by Daffer et al. in a right neighborhood
of zero.

Lemma 3.10. Let a be a positive real number and b ∈ (1,2). Let p ∈ (1,1/(b− 1)). Then
there exists s∈ (0,∞) such that t− atb < t/(1 + t1/p)p for all t in (0,s].
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Proof. Let h1, h2 be defined on R+ as h1(t) = 1/(1 + t1/p)p + atb−1 and h2(t) = tγ/(1 +
t1/p)p+1 for all t in R+, where γ = 1/p− b+ 1. Then h′1(t) = tb−2[a(b− 1)− h2(t)] for all
t in (0,∞) and γ > 0. Since h2 is continuous on R+ and h2(0)= 0 < a(b− 1), there exists
s∈ (0,∞) such that h2(t) < a(b− 1) for all t in (0,s). Hence h′1(t) > 0 for all t in (0,s), so
that h1(t) > h1(0)(= 1) for all t in (0,s]. Hence th1(t) > t for all t in (0,s], which yields the
thesis. �

In the following lemma we give an easy alternative proof of the essential part of Lemma
4 of Daffer et al. [6].

Lemma 3.11 (see [6, Lemma 4]). Let a be a positive real number, b ∈ (1,2), and let θ be
defined on [0,s) as θ(t) = t− atb, where s = a−1/(b−1). Then θ is a self-map on [0,s), it is
strictly increasing on [0,(ab)−1/(b−1)], and

∑∞
n=1 θ

n(t) < +∞ for all t in [0,s).

Proof. Clearly, θ(0)= 0, θ(t) < t for all t in [0,s), and for a positive real number t, t− atb >
0 if and only if t < s. Hence θ is a self-map on [0,s). From Lemmas 3.7, 3.9, and 3.10 and
Remark 3.2(iii) it follows that

∑∞
n=1 θ

n(t) < +∞ for all t in [0,s). The strictly increasing
nature of θ in the specified interval follows from the fact that its derivative is positive in
the corresponding right open interval. �

The class of functions {ϕ ∈ Γ∞ : ϕ(t+) < t for all t ∈ (0,∞)} was first considered by
Sastry et al. [16] to obtain common fixed point theorems for a pair of multimaps on a
metric space. Later, the class of functions Γ′ was conceived by Chang [3] (see also [9,
Corollary 4.22 and Remark 4.23]) in an attempt to establish the famous conjecture of
Reich on multimaps (Conjecture 3.12) partially by using Theorem 1 of Sastry et al. [16].

Conjecture 3.12 [14, 15]. If (X ,d) is complete, F : X → CB(X), k ∈�, and

H(Fx,Fy)≤ k(d(x, y)
)
d(x, y) (3.1)

for all x, y in X , then F has a fixed point in X .

In light of the fact that Mizoguchi and Takahashi [12] established the truth of Reich’s
conjecture (Conjecture 3.12) for k ∈ � under the additional hypothesis k̃(0) < 1 on the
control function k (see Corollary 4.17), the class of functions �0 has become significant.
Daffer et al. [6] tried to establish the conjecture (see [6, Theorem 5]) for a subclass of �0

using [3, Theorem 7] (i.e., Corollary 4.31) (see Remark 4.32). In this paper we observe
that the conjecture is true for a k ∈� if there exist an s∈ (0,∞) and an increasing self-map
ψ on [0,s) such that ψ(t+) < t and tk(t) ≤ ψ(t) for all t in (0,s), and

∑∞
n=1ψ

n(t0) < +∞
for some t0 ∈ (0,s). In fact, in place of the condition k̂(t) < 1 for all t in (0,∞), we use
the weaker condition k̂(t) < 1 for all t in (0,d(x0,Fx0)] for some x0 ∈ X , and in place of
inequality (3.1), we use considerably weaker conditions (see Corollary 4.47).

The following lemma is taken in part from the paper by Altman [1].

Lemma 3.13. Let s ∈ (0,∞]. Suppose that ϕ is increasing on [0,s), ϕ(t) < t for all t in
(0,s), the function χ : (0,s)→ (0,∞) defined as χ(t)= t/(t−ϕ(t)) is decreasing on (0,s), and∫ s0

0 χ(t)dt < +∞ for some s0 ∈ (0,∞). Then ϕ is continuous on [0,s) and
∑∞

n=1ϕ
n(t) < +∞

for all t ∈ [0,s).



226 Fixed points and coincidence points

Proof. Since ϕ is nonnegative, increasing on [0,s) and ϕ(t) < t for all t in (0,s), we have
0 ≤ ϕ(0) ≤ ϕ(t) < t for all t in (0,s). Hence ϕ(0) = 0 and ϕ is continuous at zero. Since
ϕ(t) < t for all t in (0,s), we have χ(t) = 1/(1− ϕ(t)/t) > 0 for all t in (0,s). Since χ is
positive and decreasing on (0,s), 1/χ is increasing on (0,s). Hence ϕ(t)/t is decreasing on
(0,s). Let t0 ∈ (0,s). Then we have

ϕ(u)
u

≤ ϕ
(
t0
)

t0
≤ ϕ(v)

v
(3.2)

for all u ∈ (t0,s) and for all v ∈ (0, t0). Since ϕ is increasing on (0,s), ϕ(t0−) and ϕ(t0+)
exist and ϕ(t0−)≤ ϕ(t0)≤ ϕ(t0+). But, on taking limits in inequality (3.2) as u→ t0+ and
v→ t0−, we obtain ϕ(t0+) ≤ ϕ(t0) ≤ ϕ(t0−). Hence ϕ(t0−) = ϕ(t0) = ϕ(t0+). Hence ϕ is
continuous at t0. Thus ϕ is continuous on [0, s). The convergence of the series

∑∞
n=1ϕ

n(t)
was proved by Altman [1]. �

The following definition was introduced by Dugundji [7].

Definition 3.14. A function θ : X × X → [0,∞) is said to be compactly positive if
inf{θ(x, y) : x, y ∈ X and a≤ d(x, y)≤ b} is positive for any positive real numbers a and
b with a≤ b.

Lemma 3.15. Let θ be a compactly positive function on X ×X such that θ(x, y) ≤ d(x, y)
for all x, y in X , and that there exists a positive real number ε such that

inf

{
θ(x, y)
d(x, y)

: x, y ∈ X and 0 < d(x, y)≤ ε
}
> 0. (3.3)

Define ϕ : R+ →R+ as ϕ(0)= 0 and ϕ(t)= tψ(t) if t > 0, whereψ(t)= sup{1− θ(x, y)/d(x,
y) : 0 < d(x, y)≤ t}. Then ϕ∈ Γ∞ and ϕ(t+) < t for all t in (0,∞).

Proof. Evidently, ψ is increasing on (0,∞). Let t ∈ (0,∞). We show that ψ(t) < 1. There
exist sequences {xn} and {yn} in X such that 0 < d(xn, yn)≤ t for all n and {1− θ(xn, yn)/
d(xn, yn)} converges to ψ(t). Since {d(xn, yn)} is a bounded sequence of real numbers, it
contains a convergent subsequence. Without loss of generality, we may assume that {d(xn,
yn)} itself is convergent. Let its limit be denoted as r.

Case (i): r = 0. In this case, from inequality (3.3), it follows that there exists a positive
real number c (≤ 1) such that θ(xn, yn)/d(xn, yn) > c for all sufficiently large n. Hence
1− θ(xn, yn)/d(xn, yn) < (1− c) for all sufficiently large n. Hence ψ(t)≤ 1− c < 1.

Case (ii): r > 0. In this case there exists a positive integer N such that d(xn, yn) ≥ r/2
for all n ≥ N . Let γ = inf{θ(x, y) : x, y ∈ X and r/2 ≤ d(x, y) ≤ t}. Since θ is compactly
positive, γ > 0. We have θ(xn, yn) ≥ γ for all n ≥ N . Hence 1− θ(xn, yn)/d(xn, yn) ≤ 1−
γ/d(xn, yn) for all n≥N . Hence ψ(t)≤ 1− γ/r < 1.

Since ψ is increasing on (0,∞) and ψ(t) < 1 for all t ∈ (0,∞), it follows that ψ(t+) < 1
for all t ∈ (0,∞). Since ϕ(0) = 0, ϕ(t) = tψ(t) for all t ∈ (0,∞) and ψ is nonnegative, it
follows that ϕ is increasing on R+ and ϕ(t+) < t for all t ∈ (0,∞). Let {tn} be a sequence
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in (0,∞) converging to zero. Then there exist sequences {xn} and {yn} in X such that
0 < d(xn, yn) ≤ tn for all n and ψ(tn)− 1/n < 1− (θ(xn, yn)/d(xn, yn))(≤ ψ(tn)) for all n.
Since {tn} converges to zero, {d(xn, yn)} converges to zero and {1− θ(xn, yn)/d(xn, yn)}
converges to ψ(0+). As in case (i) it can be seen here that 1− θ(xn, yn)/d(xn, yn) ≤ k′

for some real number k′ ∈ [0,1). Hence ψ(0+) ≤ k′. Let k ∈ (k′,1). Then there exists
s ∈ (0,∞) such that ψ(t) < k for all t in (0,s). Hence ϕ(t) ≤ kt for all t in [0,s). Hence,
from Remark 3.2(vii) and Lemma 3.9, it follows that

∑∞
n=1ϕ

n(t) < +∞ for all t in [0,s).
Since ϕ is increasing on R+ and ϕ(t+) < t for all t in (0,∞), from Lemma 3.1, it follows
that

∑∞
n=1ϕ

n(t) < +∞ for all t in (0,∞). Hence ϕ∈ Γ∞. �

We now state and prove a number of propositions, some of which are interesting
in themselves, while the others are useful in proving fixed point and coincidence point
theorems.

Proposition 3.16. Suppose that ϕ(t) ≤ t for all t ∈ R+ and A is a nonempty subset of X
such that Fx ⊆ TA and Gx ⊆ SA for all x in A, and for x, y in A,

d(Sx,Fx)≤ ϕ(d(Sx,Ty)
)

if Sx ∈Gy, (3.4)

d(Ty,Gy)≤ ϕ(d(Sx,Ty)
)

if Ty ∈ Fx. (3.5)

Then αA = βA.

Proof. Let y ∈ A. Since Gy ⊆ SA, there exists a sequence {xn} in A such that Sxn ∈ Gy
for all n∈N and {d(Ty,Sxn)}∞n=1 converges to d(Ty,Gy). From the definition of αA, in-
equality (3.4), and the hypothesis that ϕ(t)≤ t for all t ∈R+, we have αA ≤ d(Sxn,Fxn)≤
ϕ(d(Sxn,Ty))≤ d(Ty,Sxn) for all n in N. Hence αA ≤ d(Ty,Gy). Since y ∈A is arbitrary,
it follows from the definition of βA that αA ≤ βA. On using the hypothesis that Fx ⊆ TA
for all x in A and inequality (3.5), it can be shown that βA ≤ αA. Hence αA = βA. �
Proposition 3.17. Suppose that A is a nonempty subset of X such that Gx ⊆ SA for all x
in A and for x, y in A, inequality (3.4) is true. Then αA ≤ ϕ̂(βA).

Proof. There exists a sequence {yn}∞n=1 in A such that {d(Tyn,Gyn)}∞n=1 converges to βA.
Since Gx ⊆ SA for all x ∈ A, for each n ∈ N, there exists xn ∈ A such that Sxn ∈ Gyn
and d(Sxn,Tyn) < d(Tyn,Gyn) + 1/n. Since βA ≤ d(Tyn,Gyn)≤ d(Sxn,Tyn) for all n∈N,
it follows that {d(Sxn,Tyn)}∞n=1 converges to βA from the right. From the definition of
αA and inequality (3.4) we have αA ≤ d(Sxn,Fxn) ≤ ϕ(d(Sxn,Tyn)) for all n ∈ N. Hence
αA ≤ ϕ̂(βA). �
Proposition 3.18. Suppose that A is a nonempty subset of X such that Fx ⊆ TA and Gx ⊆
SA for all x in A, for x, y in A, inequalities (3.4) and (3.5) are true, and that ϕ̂(0)= 0 and
ϕ̂(t) < t for all t in (0,s′] for some real number s′ ≥max{αA,βA}. Then αA = βA = 0.

Proof. From Proposition 3.17 we have αA ≤ ϕ̂(βA). From the analogue of Proposition 3.17
obtained by interchanging S and T and also F and G we obtain βA ≤ ϕ̂(αA). Hence, if one
of αA, βA is zero, then from the hypothesis that ϕ̂(0)= 0, it follows that the other is also
zero, and if both are positive, then from the hypothesis that ϕ̂(t) < t for all t in (0,s′] for
some real number s′ ≥max{αA,βA}, we arrive at the contradictory inequalities αA < βA
and βA < αA. Hence αA = βA = 0. �
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Proposition 3.19. Suppose thatA is a nonempty subset of X such that one of αA, βA is zero,
Fx ⊆ TA and Gx ⊆ SA for all x in A, for x, y in A, inequalities (3.4) and (3.5) are true, and
that ϕ∈ Γs and ϕ(t+) < t for all t in (0,s) for some s∈ (0,∞]. Then αA = βA = 0 and there
exist a sequence {xn}∞n=0 in A and a sequence {yn}∞n=0 in X such that y2n+1 = Tx2n+1 ∈ Fx2n,
y2n+2 = Sx2n+2 ∈Gx2n+1 (n= 0,1,2, . . .), and {yn}∞n=0 is Cauchy.

Proof. Let s0 ∈ (0,s). Define ϕ0 : R+ →R+ as ϕ0(t)= ϕ(t) if 0≤ t ≤ s0 and ϕ0(t)= ϕ(s0) if
t > s0. Then ϕ0 ∈ Γ∞ and ϕ0(t+) < t for all t in (0,∞). Hence, from Lemma 3.8, it follows
that there exists a strictly increasing function ψ : R+ → R+ such that ϕ0(t) < ψ(t) and∑∞

n=1ψ
n(t) < +∞ for all t in (0,∞).

Suppose that αA = 0. Then there exists x0 ∈ A such that d(Sx0,Fx0) < s0. Let y0 = Sx0.
Choose y1 ∈ Fx0 such that d(Sx0, y1) < s0 subject to the condition that y1 = y0 if Sx0 ∈
Fx0. Since y1 ∈ Fx0 ⊆ T(A), there exists x1 ∈A � y1 = Tx1.

If Sx0 ∈ Fx0, we take y2 = y1. When Sx0 ∈ Fx0, from the selection of y1, we have
y1 = y0, that is, Sx0 = Tx1 so that from inequality (3.5) and the closedness of Gx1 we
have Tx1 ∈ Gx1 and hence y2 ∈ Gx1. Suppose that Sx0 /∈ Fx0. Then d(Sx0,Tx1) > 0. We
note that d(Sx0,Tx1) < s0. Hence ϕ(d(Sx0,Tx1)) < ψ(d(Sx0,Tx1)). Hence, from inequal-
ity (3.5), we have d(Tx1,Gx1) < ψ(d(Sx0,Tx1)). Hence we can choose y2 ∈Gx1 such that
d(Tx1, y2) < ψ(d(Sx0,Tx1)) subject to the condition that y2 = Tx1 if Tx1 ∈ Gx1. Thus,
irrespective of whether Sx0 belongs to Fx0 or not, we can always choose an element y2 of
Gx1 such that

d
(
y1, y2

)≤ ψ(d(y0, y1
))

(3.6)

subject to the condition that y2 = Tx1 if Tx1 ∈ Gx1. Since y2 ∈ Gx1 ⊆ S(A), there exists
an element x2 of A such that y2 = Sx2.

If Tx1 ∈Gx1, we take y3 = y2. When Tx1 ∈Gx1, from the selection of y2, we have y2 =
y1, that is, Sx2 = Tx1 so that from inequality (3.4) and the closedness of Fx2 we have Sx2 ∈
Fx2 and hence y3 ∈ Fx2. Suppose that Tx1 /∈Gx1. Then d(Tx1,Sx2) > 0. From inequality
(3.6) we have d(y1, y2) ≤ d(y0, y1) < s0. Hence ϕ(d(Tx1,Sx2)) < ψ(d(Tx1,Sx2)). Hence,
from inequality (3.4), we have d(Sx2,Fx2) < ψ(d(Tx1,Sx2)). Hence we can choose y3 ∈
Fx2 such that d(Sx2, y3) < ψ(d(Tx1,Sx2)) subject to the condition that y3 = Sx2 if Sx2 ∈
Fx2. Thus, irrespective of whether Tx1 belongs to Gx1 or not, we can always choose an
element y3 of Fx2 such that

d
(
y2, y3

)≤ ψ(d(y1, y2
))

(3.7)

subject to the condition that y3 = Sx2 if Sx2 ∈ Fx2. Since y3 ∈ Fx2 ⊆ T(A), there exists an
element x3 of A such that y3 = Tx3.

On proceeding like this, we obtain sequences {xn}∞n=1 and {yn}∞n=0 in A such that
y2n+1 = Tx2n+1 ∈ Fx2n, y2n+2 = Sx2n+2 ∈Gx2n+1 (n= 0,1,2, . . .),

d
(
yn, yn+1

)≤ ψ(d(yn−1, yn
))

(n∈N) (3.8)

and subject to the condition that for any nonnegative integer n, y2n+1 = y2n if Sx2n ∈ Fx2n

and y2n+2 = y2n+1 if Tx2n+1 ∈Gx2n+1.
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On repeatedly using inequality (3.8), we obtain d(yn, yn+1)≤ ψn(d(y0, y1)) for all n∈
N. Hence, for n,m ∈ N with m > n, we have d(yn, ym)≤∑m−1

k=n d(yk, yk+1)≤∑m−1
k=n ψk(t0),

where t0 = d(y0, y1). Since
∑∞

k=1ψ
k(t0) < +∞, it follows that d(yn, ym)→ 0 as both m and

n tend to +∞. Hence {yn}∞n=o is Cauchy. Since d(Tx2n+1,Gx2n+1)≤ d(y2n+1, y2n+2)→ 0 as
n→ +∞, it follows that βA = 0. In a similar manner, it can be shown that αA = 0 if we
assume that βA = 0. �

Proposition 3.20. Suppose that ϕ(0)= 0 and A is a nonempty subset of X such that Fx ⊆
TA and Gx ⊆ SA for all x in A, and for x, y in A, inequalities (3.4) and (3.5) are true. Then
{Sx : x ∈ A and Sx ∈ Fx} = {Ty : y ∈A and Ty ∈Gy}.
Proof. Let x ∈ A be such that Sx ∈ Fx. Since Fx ⊆ T(A), there exists a y ∈ A such that
Sx = Ty. Now, from inequality (3.5), we have d(Ty,Gy)= 0. SinceGy is closed,Ty ∈Gy.
Conversely, suppose that y ∈ A is such that Ty ∈ Gy. Since Gy ⊆ S(A), there exists an
x ∈ A such that Ty = Sx. Now, from inequality (3.4), we have d(Sx,Fx)= 0. Since Fx is
closed, Sx ∈ Fx. Hence {Sx : x ∈ A and Sx ∈ Fx} = {Ty : y ∈ A and Ty ∈Gy}. �

Proposition 3.21. Suppose that ϕ(t) < t for all t in (0,∞) and A is a nonempty subset of
X such that

H(Fx,Gy)≤max
{
ϕ
(
d(Sx,Ty)

)
,ϕ
(
A(x, y)

)
,ϕ
(
B1/2(x, y)

)}
(3.9)

for all x, y in A. Then inequalities (3.4) and (3.5) are true for x, y in A.

Proof. Let x, y ∈ A be such that Sx ∈ Gy. Then d(Sx,Fx) ≤ H(Fx,Gy), d(Ty,Gy) ≤
d(Sx,Ty),(1/2)[d(Sx,Gy) +d(Ty,Fx)]=(1/2)d(Ty,Fx)≤(1/2)[d(Ty,Sx)+d(Sx,Fx)]≤
max{d(Sx,Ty),d(Sx,Fx)} = A(x, y) = B1/2(x, y), and the right-hand side of inequality
(3.9) is less than or equal to max{ϕ(d(Sx,Ty)),ϕ(d(Sx,Fx))}. Hence, from inequality
(3.9), we have d(Sx,Fx) ≤ max{ϕ(d(Sx,Ty)),ϕ(d(Sx,Fx))}. Since ϕ(t) < t for all t in
(0,∞), it follows that d(Sx,Fx)≤ ϕ(d(Sx,Ty)). Similarly, it can be shown that inequality
(3.5) is also true for x, y ∈A. �

Remark 3.22. Unless ϕ is increasing on R+, the right-hand side of inequality (3.9) may
not be equal to ϕ(B1/2(x, y)).

Definition 3.23. We say that the pair (F,S) has property P with respect to the pair (G,T)
if d(Sw,Fw) = 0 whenever w ∈ X is such that there are sequences {un}∞n=0 and {vn}∞n=0

in X such that v2n+1 = Tu2n+1 ∈ Fu2n, v2n+2 = Su2n+2 ∈ Gu2n+1 for all n = 0,1,2, . . . , and
{vn}∞n=0 converges to Sw.

Proposition 3.24. If ϕ(0)= 0, ϕ(t) < t for all t ∈ (0,∞), k is a constant in [0,1), and

H(Fx,Gy)≤max
{
ϕ
(
d(Sx,Ty)

)
,ϕ
(
A(x, y)

)
,ϕ
(
Bk(x, y)

)}
(3.10)

for all x, y in X , then (F,S) has property P with respect to (G,T) and vice versa.
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Proof. Letw, {un}, and {vn} be as in Definition 3.23. If possible, suppose that d(Sw,Fw) >
0. We have Bk(w,u2n+1)=max{d(Sw,v2n+1),d(Sw,Fw),d(v2n+1,Gu2n+1),k[d(Sw,Gu2n+1)
+d(v2n+1,Fw)]} for all n∈N. Since {d(Sw,v2n+1)} converges to zero, {d(v2n+1,Fw)} con-
verges to d(Sw,Fw), d(v2n+1,Gu2n+1) ≤ d(v2n+1,v2n+2) → 0 as n→ +∞, d(Sw,Gu2n+1) ≤
d(Sw,v2n+2) → 0 as n→ +∞, we have Bk(w,u2n+1) = d(Sw,Fw) for all sufficiently large
n. Similarly, it can be seen that A(w,u2n+1)= d(Sw,Fw) for all sufficiently large n. Since
ϕ(0)= 0, ϕ(t) < t for all t ∈ (0,∞), we have ϕ̂(0)= 0. Since d(Sw,Tu2n+1)=d(Sw,v2n+1)→
0 as n→+∞, it follows that ϕ(d(Sw,Tu2n+1))→0 as n→+∞. Hence max{ϕ(d(Sw,Tu2n+1)),
ϕ(A(w,u2n+1)),ϕ(Bk(w,u2n+1))} → ϕ(d(Sw,Fw)) as n→ +∞. Since d(v2n+2,Fw)≤H(Fw,
Gu2n+1), from inequality (3.10), we have

d
(
v2n+2,Fw

)≤max
{
ϕ
(
d
(
Sw,Tu2n+1

))
,ϕ
(
A
(
w,u2n+1

))
,ϕ
(
Bk
(
w,u2n+1

))}
(3.11)

for all n∈N. On taking limits on both sides of the above inequality as n→ +∞, we obtain
d(Sw,Fw)≤ ϕ(d(Sw,Fw)). This is a contradiction since ϕ(t) < t for all t ∈ (0,∞). Hence
we must have d(Sw,Fw)= 0. Hence (F,S) has property P with respect to (G,T). Similarly,
it can be shown that (G,T) has property P with respect to (F,S). �

Remark 3.25. Unless ϕ is increasing on R+, the right-hand side of inequality (3.10) may
not be equal to ϕ(Bk(x, y)).

Proposition 3.26. If ϕ̂(0)= 0 and

H(Fx,Gy)≤ ϕ(d(Sx,Ty)
)

(3.12)

for all x, y in X , then (F,S) has property P with respect to (G,T) and vice versa.

Definition 3.27. We say that F and S are w-compatible (or that the pair (F,S) is w-
compatible) if d(Svn,FSun)→ 0 as n→∞ whenever {un} and {vn} are sequences in X
such that {Sun} is convergent in X , vn ∈ Fun for all n, and {d(Sun,vn)} converges to zero.

Remark 3.28. For single-valued maps, the notion of w-compatibility coincides with the
notion of compatibility introduced by Jungck [10]. If S is the identity map on X , then
(F,S) is w-compatible.

Definition 3.29. We say that F and S are w∗-compatible (or that the pair (F,S) is w∗-
compatible) if S2x ∈ FSx for any x ∈ X such that Sx ∈ Fx.

Remark 3.30. If (F,S) is w-compatible, then (F,S) is w∗-compatible. If S = I , then evi-
dently (F,S) is w∗-compatible.

Definition 3.31 [11]. Let F : X → CB(X). We say that F and S are compatible (or that the
pair (F,S) is compatible) if SFx ∈ CB(X) for all x ∈ X and if limn→∞H(FSun,SFun)= 0
whenever {un} is a sequence in X such that there exists an A∈ CB(X) such that {H(Fun,
A)} converges to zero and {Sun} converges to an element of A.

Remark 3.32. If F : X → CB(X) and (F,S) is compatible, then (F,S) is w∗-compatible.
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The concept of weakly contractive self-maps on a metric space was introduced by
Dugundji and Granas [8]. It was extended for set-valued maps by Daffer and Kaneko
[4] in the following form.

Definition 3.33. A mapping F : X → CB(X) is said to be weakly contractive if there exists
a compactly positive function θ on X ×X such that

H(Fx,Fy)≤ d(x, y)− θ(x, y) (3.13)

for all x, y in X .

4. Fixed point and coincidence point theorems

Theorem 4.1. Suppose that (X ,d) is complete, A is a nonempty subset of X such that Fx ⊆
TA and Gx ⊆ SA for all x in A, and for x, y in A, inequalities (3.4) and (3.5) are true, and
that ϕ ∈ Γ and ϕ̂(t) < t for all t in (0,s′] for some positive real number s′ ≥max{αA,βA}.
Then the following statements are true.

(1) If S is continuous on X , f is lower semicontinuous on X , and (F,S) is w-compatible,
then {x ∈ X : Sx ∈ Fx} �= φ.

(2) If T is continuous on X , g is lower semicontinuous on X , and (G,T) is w-compatible,
then {x ∈ X : Tx ∈Gx} �= φ.

(3) If either (i) S(A) is closed and (F,S) has property P with respect to (G,T) or (ii)
T(A) is closed and (G,T) has property P with respect to (F,S), then {Sx : x ∈ A and
Sx ∈ Fx} = {Tx : x ∈A and Tx ∈Gx} �= φ.

Proof. Since ϕ∈ Γ, ϕ̂(0)= 0. Now, from Propositions 3.18 and 3.19, it follows that αA =
βA = 0 and that there exist a sequence {xn}∞n=0 in A and a sequence {yn}∞n=0 in X such that
y2n+1 = Tx2n+1 ∈ Fx2n, y2n+2 = Sx2n+2 ∈ Gx2n+1 (n = 0,1,2, . . .), and {yn}∞n=0 is Cauchy.
Since (X ,d) is complete, {yn}∞n=0 converges to an element z of X .

Suppose that the hypothesis of statement (1) is true. Since {y2n}∞n=0 converges to z,
from the lower semicontinuity of f , we have d(Sz,Fz) ≤ liminfn→∞d(Sy2n,Fy2n). We
have d(Sy2n,Fy2n) ≤ d(Sy2n,Sy2n+1) + d(Sy2n+1,Fy2n) for all n ∈ N. Since y2n+1 ∈ Fx2n,
y2n = Sx2n → z as n→ +∞, d(y2n, y2n+1)→ 0 as n→ +∞, and (F,S) is w-compatible, it
follows that d(Sy2n+1,Fy2n)→ 0 as n→ +∞. Since S is continuous on X and {yn}∞n=0 con-
verges to z, d(Sy2n,Sy2n+1)→ 0 as n→ +∞. Hence d(Sy2n,Fy2n)→ 0 as n→ +∞. Hence
d(Sz,Fz) = 0. Since Fz is closed, Sz ∈ Fz. Hence {x ∈ X : Sx ∈ Fx} is nonempty. In a
similar manner, statement (2) can be proved.

Suppose that (i) of statement (3) is true. Since {y2n} is a sequence in S(A) converging to
z and S(A) is closed, z ∈ S(A). Hence there exists w ∈ A � Sw = z. Since y2n+1 = Tx2n+1 ∈
Fx2n, y2n+2 = Sx2n+2 ∈ Gx2n+1 (n = 0,1,2, . . .), {yn}∞n=0 converges to z = Sw, and (F,S)
has property P with respect to (G,T), it follows that d(Sw,Fw) = 0. Since Fw is closed,
Sw ∈ Fw. Hence {x ∈ A : Sx ∈ Fx} is nonempty. In a similar manner, it can be shown
that {x ∈ A : Tx ∈ Gx} �= φ if (ii) of statement (3) is true. Statement (3) now follows
from Proposition 3.20. �

Corollary 4.2. Suppose that (X ,d) is complete, ϕ∈ Γ, ϕ̂(t) < t for all t in (0,s′] for some
positive real number s′ ≥ max{αX ,βX}, Fx ⊆ TX and Gx ⊆ SX for all x in X , and that
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for x, y in X , inequalities (3.4) and (3.5) are true. Then {Sx : x ∈ X and Sx ∈ Fx} and
{Tx : x ∈ X and Tx ∈ Gx} are nonempty and equal, provided that one of the following
statements is true.

(1) S is continuous on X , f is lower semicontinuous on X , and (F,S) is w-compatible.
(2) T is continuous on X , g is lower semicontinuous on X , and (G,T) is w-compatible.
(3) S(X) is closed and (F,S) has property P with respect to (G,T).
(4) T(X) is closed and (G,T) has property P with respect to (F,S).

Proof. The proof follows from Theorem 4.1 and Proposition 3.20 on taking A= X . �

Corollary 4.3. Suppose that (X ,d) is complete, either S(X) or T(X) is closed, Fx ⊆ TX
and Gx ⊆ SX for all x in X , ϕ∈ Γ∗, ϕ̂(t) < t for all t in (0,s′] for some positive real number
s′ ≥max{αX ,βX}, and inequality (3.9) is true for all x, y in X . Then {Sx : x ∈ X and Sx ∈
Fx} and {Tx : x ∈ X and Tx ∈Gx} are nonempty, closed sets and are equal.

Proof. LetA={Sx : x ∈ X and Sx ∈ Fx} and B={Tx : x ∈ X andTx ∈Gx}. Since ϕ(t) < t
for all t in (0,∞), from Proposition 3.21, it follows that for x, y ∈ X , inequalities (3.4) and
(3.5) are true. Since ϕ∈ Γ, ϕ̂(0)= 0. From Proposition 3.24 it follows that (F,S) has prop-
erty P with respect to (G,T) and vice versa. Hence, from Corollary 4.2, it follows that A
and B are nonempty and equal. Without loss of generality, we may assume that T(X) is
closed. Let v be a limit point ofA. Then there exists a sequence {vn}∞n=1 inA converging to
v. For each n∈N, there exists un ∈ X � vn = Sun ∈ Fun. Since Fun ⊆ T(X), vn ∈ T(X) for
all n∈N. Since T(X) is closed, v ∈ T(X). Hence there exists w ∈ X � v = Tw. If possible,
suppose that d(v,Gw) > 0. Then B1/2(un,w) =max{d(vn,v),d(v,Gw),(1/2)[d(vn,Gw) +
d(v,Fun)]} = d(v,Gw) = A(un,w) for all sufficiently large n ∈ N. Since ϕ̂(0) = 0,
ϕ(d(Sun,Tw)) = ϕ(d(vn,v)) → 0 as n → +∞. Hence max{ϕ(d(Sun,Tw)),ϕ(A(un,w)),
ϕ(B1/2(un,w))} → ϕ(d(v,Gw)) as n→ +∞. Since d(vn,Gw)≤H(Fun,Gw), on taking x =
un and y =w in inequality (3.9), we obtain

d
(
vn,Gw

)≤max
{
ϕ
(
d
(
Sun,Tw

))
,ϕ
(
A
(
un,w

))
,ϕ
(
B1/2

(
un,w

))}
(4.1)

for all n∈N. On taking limits on both sides of the above inequality as n→ +∞, we obtain
d(v,Gw) ≤ ϕ(d(v,Gw)), which is a contradiction since ϕ(t) < t for all t in (0,∞). Hence
d(v,Gw) = 0. Since Gw is closed, v(= Tw) ∈ Gw. Hence v ∈ B = A. Hence A is closed.

�

Corollary 4.4. Suppose that (X ,d) is complete, either S(X) or T(X) is closed, Fx ⊆ TX
and Gx ⊆ SX for all x in X , ϕ∈ Γ, ϕ̂(t) < t for all t in (0,s′] for some positive real number
s′ ≥max{αX ,βX}, and that inequality (3.12) is true for all x, y in X . Then {Sx : x ∈ X and
Sx ∈ Fx} and {Tx : x ∈ X and Tx ∈Gx} are nonempty, closed sets and are equal.

Proof. From inequality (3.12) it is evident that for x, y ∈ X , inequalities (3.4) and (3.5)
are true. Since ϕ ∈ Γ, ϕ̂(0) = 0. Hence, from Proposition 3.26, it follows that (F,S) has
property P with respect to (G,T) and vice versa. Hence, from Corollary 4.2, it follows
that the sets A and B defined as in the proof of Corollary 4.3 are nonempty and equal.
Without loss of generality, we may assume that T(X) is closed. Let v, {vn}∞n=1, {un}∞n=1,
andw be as in the proof of Corollary 4.3. Since d(vn,Gw)≤H(Fun,Gw), on taking x = un
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and y =w in inequality (3.12), we obtain

d
(
vn,Gw

)≤ ϕ(d(Sun,Tw
))

(4.2)

for all n∈N. On taking limits on both sides of the above inequality as n→ +∞, we obtain
d(v,Gw) ≤ ϕ̂(0). Since ϕ̂(0) = 0, we have d(v,Gw) = 0. Since Gw is closed, v(= Tw) ∈
Gw. Hence v ∈ B =A. Hence A is closed. �

Remark 4.5. Corollaries 4.3 and 4.4 differ only in the inequalities governing the maps
F, G, S, and T and the conditions on the control function ϕ. In Corollary 4.4, while the
governing inequality is more stringent than that in Corollary 4.3, the control function ϕ
is not required to satisfy the condition ϕ(t) < t for all t ∈ (0,∞) unlike in Corollary 4.3.

Corollary 4.6 [13, Theorem 1]. Suppose that (X ,d) is complete, ϕ∈ Γ∞, ϕ(t+) < t for all
t in (0,∞), F and G are mappings from X into CB(X), there is a nonempty subset A of X
such that SA and TA are closed subsets of X , Fx ⊆ TA and Gx ⊆ SA for all x in A, and

H(Fx,Gy)≤ ϕ(B1/2(x, y)
)

(4.3)

for all x, y in X . Then {Sx : x ∈ X and Sx ∈ Fx} and {Tx : x ∈ X and Tx ∈ Gx} are
nonempty. Furthermore, both sets are closed and equal if one can take A= X .

Proof. The proof follows from Theorem 4.1 and Propositions 3.20, 3.21, and 3.24 except
for closedness which can be established as in the proof of Corollary 4.3. �

Corollary 4.7 [16, Theorem 9]. Suppose that (X ,d) is complete, ϕ∈ Γ∞, ϕ(t+) < t for all
t in (0,∞), F and G are mappings from X into CB(X), and

H(Fx,Gy)≤ ϕ(m(x, y)
)

(4.4)

for all x, y in X . Then {x ∈ X : x ∈ Fx} and {x ∈ X : x ∈Gx} are nonempty, closed sets and
are equal.

Proof. The proof follows from Corollary 4.3 on taking S= T = I . �

Corollary 4.8. Suppose that (X ,d) is complete, ϕ∈ Γ, ϕ̂(t) < t for all t in (0,s′] for some
positive real number s′ ≥ γX , and that

H(Fx,Fy)≤ ϕ(d(x, y)
)

(4.5)

for all x, y in X . Then {x ∈ X : x ∈ Fx} is nonempty and closed.

Proof. The proof follows from Corollary 4.4 on taking S= T = I and G= F. �

Corollary 4.9 [5, Theorem 4.4]. Suppose that (X ,d) is complete, ϕ ∈ Γ′, and for every
x, y ∈ X , u∈ Fx, there exists v ∈ Fy such that

d(u,v)≤ ϕ(d(x, y)
)
. (4.6)

Then F has a fixed point in X .
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Proof. Let x, y ∈ X . For any v ∈ Fy, we have d(u,Fy) ≤ d(u,v). Hence, from inequality
(4.6), we have d(u,Fy)≤ ϕ(d(x, y)) for all u∈ Fx. Hence

sup
u∈Fx

d(u,Fy)≤ ϕ(d(x, y)
)
. (4.7)

On reversing the roles of x and y in the above inequality, we obtain

sup
w∈Fy

d(w,Fx)≤ ϕ(d(x, y)
)
. (4.8)

From the above two inequalities it follows that inequality (4.5) is true. Hence Corollary
4.9 follows from Corollary 4.8. �

Remark 4.10. All the results in this section in which the control function ϕ is assumed to
be a member of Γ remain valid if this part of the hypothesis is replaced by the hypothesis
that there exist an s∈ (0,∞) and an increasing map ψ : [0,s)→ [0,s) such that ϕ(t)≤ ψ(t)
and ψ(t+) < t for all t in (0,s) and

∑∞
n=1ψ

n(t0) < +∞ for some t0 ∈ (0,s).

For example, from Corollary 4.8, we have the following one.

Corollary 4.11. Suppose that (X ,d) is complete, ϕ̂(t) < t for all t in (0,s′] for some positive
real number s′ ≥ γX , there exist an s∈ (0,∞) and an increasing map ψ : [0,s)→ [0,s) such
that ϕ(t)≤ ψ(t) and ψ(t+) < t for all t in (0,s) and

∑∞
n=1ψ

n(t0) < +∞ for some t0 ∈ (0,s),
and inequality (4.5) is true for all x, y in X . Then {x ∈ X : x ∈ Fx} is nonempty and closed.

Proof. Define η : R+ → R+ as η(t) = ψ(t) if t ∈ [0,s) and η(t) = ϕ(t) if t ∈ [s,∞). From
Lemma 3.1 it follows that

∑∞
n=1ψ

n(t) < +∞ for all t ∈ [0,s). Hence
∑∞

n=1η
n(t) < +∞ for

all t ∈ [0,s). Since ψ is increasing on [0,s), η is increasing on [0,s). Hence η ∈ Γs. Since
ψ(t+) < t for all t in (0,s) and ϕ̂(t) < t for all t in (0,s′], we have η̂(t) < t for all t in (0,s′].
Since ϕ(t) ≤ ψ(t) = η(t) for all t in (0,s), we have ϕ(t) ≤ η(t) for all t in [0,s). Hence
the truth of inequality (4.5) for all x, y in X implies that of the inequality H(Fx,Fy) ≤
η(d(x, y)). Hence Corollary 4.11 follows from Corollary 4.8. �

Remark 4.12. For any s∈ (0,∞), Lemmas 3.3, 3.5, and 3.7 and Remark 3.4 show that there
are plenty of functions ψ : [0,s)→ [0,s) such that ψ(t+) < t for all t in (0,s),

∑∞
n=1ψ

n(t) <
+∞ for all t in (0,s), and limt→0+ψ(t)/t = 1. Daffer et al. [6] proved that the function
t 	→ t− atb, where a > 0 and b ∈ (1,2), also has this property for s= (ab)−1/(b−1). However,
it is dominated in a right neighbourhood of zero by functions of the type considered in
Lemma 3.7 (see Lemma 3.10).

Corollary 4.13 [6, Theorem 5]. Suppose that (X ,d) is complete, F : X → CB(X), ϕ is
upper right semicontinuous, ϕ(t) < t for all t ∈ (0,∞), ϕ(t) ≤ t− atb for all t in (0,s0) for
some a > 0, b ∈ (1,2) and s0 ∈ (0,∞), and that inequality (4.5) is true for all x, y in X . Then
F has a fixed point in X .

Proof. The proof follows from Corollary 4.11 and Lemma 3.11 on choosing ψ(t)= t− atb
and 0 < s <min{(ab)−1/(b−1),s0}. �
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Corollary 4.14 [5, Theorem 4.6]. Suppose that (X ,d) is complete, ϕ is upper right semi-
continuous, ϕ(t) < t for all t ∈ (0,∞), ϕ(t) ≤ t − atb for all t in (0,s0) for some a > 0,
b ∈ (1,2) and s0 ∈ (0,∞), and that for every x, y ∈ X , u ∈ Fx, there exists v ∈ Fy such
that inequality (4.6) is true. Then F has a fixed point in X .

Proof. From the proof of Corollary 4.9 we see that inequality (4.5) is true here for all x, y
in X . Hence Corollary 4.14 follows from Corollary 4.11 and Lemma 3.11 on choosing ψ
and s as in the proof of Corollary 4.13. �

Corollary 4.15. Suppose that (X ,d) is complete, k : R+ → R+, k̂(t) < 1 for all t in (0,s′]
for some positive real number s′ ≥ γX , there exist an s ∈ (0,∞) and an increasing map ψ :
[0,s)→ [0,s) such that tk(t)≤ ψ(t) and ψ(t+) < t for all t in (0,s) and

∑∞
n=1ψ

n(t0) < +∞
for some t0 ∈ (0,s), and that inequality (3.1) is true for all x, y in X . Then {x ∈ X : x ∈ Fx}
is nonempty and closed.

Proof. The proof follows from Corollary 4.11 on taking ϕ(t)= tk(t) for all t in R+. �

Corollary 4.16. Suppose that (X ,d) is complete, k : R+ → R+, k̂(t) < 1 for all t in (0,s′]
for some positive real number s′ ≥ γX , k̃(0) < 1, and that inequality (3.1) is true for all x, y
in X . Then {x ∈ X : x ∈ Fx} is nonempty and closed.

Proof. Let γ ∈ (k̃(0),1). Then there exists s ∈ (0,∞) such that k(t) < γ for all t in (0,s).
Define ψ on [0,s) as ψ(t) = γt for all t in [0,s). Then ψ is a continuous self-map on
[0,s), tk(t) ≤ ψ(t) < t for all t in (0,s), and

∑∞
n=1ψ

n(t) < +∞ for all t in [0,s). Hence
Corollary 4.16 follows from Corollary 4.15. �

Corollary 4.17 [12, Theorem 5]. Suppose that (X ,d) is complete, F : X → CB(X), k ∈�,
k̃(0) < 1, and inequality (3.1) is true for all x, y in X . Then F has a fixed point in X .

Proof. The proof follows from Corollary 4.16. �

Remark 4.18. Corollary 6 of Daffer et al. [6] states that if (X ,d) is complete, F : X →
CB(X) satisfies inequality (3.1) for all x, y in X , where k : R+ → [0,1] with k(t) < 1 for
all t in (0,∞), and k(t) ≤ 1− atb−1 for all t in (0,s0) for some a > 0, b ∈ (1,2), and s0 ∈
(0,a−1/(b−1)), then F has a fixed point in X . Since this statement was given by them as
a corollary of Theorem 5 of [6] (see Corollary 4.13), it should contain the additional
hypothesis on k that it is upper right semicontinuous. With this correction, in view of
Lemma 3.11, it becomes a corollary of Corollary 4.15 on choosing ψ(t)= t− atb and 0 <
s <min{s0, (ab)−1/(b−1)}.
Corollary 4.19 [5, Theorem 4.2]. Suppose that (X ,d) is complete, k ∈ �, k̃(0) < 1, and
for every x, y ∈ X , u∈ Fx, there exists v ∈ Fy such that

d(u,v)≤ k(d(x, y)
)
d(x, y). (4.9)

Then F has a fixed point in X .

Proof. As in the proof of Corollary 4.9, it can be seen here that inequality (3.1) is true for
all x, y in X . Hence Corollary 4.19 follows from Corollary 4.16. �
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Corollary 4.20. Suppose that (X ,d) is complete, either S(X) or T(X) is closed, Fx ⊆ TX

and Gx ⊆ SX for all x in X , k ∈ �′, k̂(t) < 1 for all t in (0,s′] for some positive real number
s′ ≥max{αX ,βX}, k̃(0) < 1, and

H(Fx,Gy)≤max
{
k
(
d(Sx,Ty)

)
d(Sx,Ty),k

(
A(x, y)

)
A(x, y),k

(
B1/2(x, y)

)
B1/2(x, y)

}
(4.10)

for all x, y in X . Then {Sx : x ∈ X and Sx ∈ Fx} and {Tx : x ∈ X and Tx ∈ Gx} are
nonempty, closed sets and are equal.

Proof. Let γ ∈ (k̃(0),1). Then there exists s ∈ (0,∞) such that k(t) < γ for all t in (0,s].
Hence tk(t)≤ γt for all t in [0,s]. Define ϕ : R+ →R+ as ϕ(t)= γt if t ∈ [0,s) and ϕ(t)=
tk(t) if t ∈ [s,∞). Then ϕ∈ Γs, ϕ̂(t) < t for all t in (0,s′], and inequality (3.9) is true for
all x, y in X . Hence Corollary 4.20 follows from Corollary 4.3. �

Remark 4.21. Theorem 5 of [12] follows from Corollary 4.20 on taking S = T = I and
G= F.

Corollary 4.22 [3, Theorem 9]. Suppose that (X ,d) is complete, F and G are mappings
from X into CB(X), k ∈�, k̃(0) < 1, and

H(Fx,Gy)≤ k(m(x, y)
)
m(x, y) (4.11)

for all x, y in X . Then {x ∈ X : x ∈ Fx} and {x ∈ X : x ∈Gx} are nonempty and equal.

Proof. The proof follows from Corollary 4.20 on taking S= T = I . �

Remark 4.23. Unless k is increasing on R+, the claim of Chang [3] that his Theorem 9 is
a generalization of Theorem 5 of Mizoguchi and Takahashi [12] (see Corollary 4.17) may
not be valid. The latter establishes Reich’s conjecture under an additional hypothesis on
the control function k, namely, k̃(0) < 1.

Corollary 4.24. Suppose that (X ,d) is complete, S = I , Fx ⊆ TX for all x in X , ϕ ∈ Γ∗,
ϕ̂(t) < t for all t in (0,s′] for some positive real number s′ ≥max{αX ,βX}, and inequality
(3.9) is true for all x, y in X . Then {x ∈ X : x ∈ Fx} and {Tx : x ∈ X and Tx ∈ Gx} are
nonempty, closed sets and are equal. Furthermore, if (G,T) is w∗-compatible, then there
exists z ∈ X such that z ∈ Fz and Tz ∈Gz.

Proof. Since I(X) = X is closed, the first conclusion follows from Corollary 4.3. In par-
ticular, there exist z,w ∈ X such that z = Tw, z ∈ Fz, and Tw ∈ Gw. Suppose now that
(G,T) is w∗-compatible. Then Tz = T2w ∈GTw =Gz. �

Corollary 4.25 [3, Theorem 6]. Suppose that (X ,d) is complete, F,G : X → CB(X), S= I ,
Fx ⊆ TX for all x in X , (G,T) is compatible, ϕ∈ Γ′, and H(Fx,Gy)≤ ϕ(B1/2(x, y)) for all
x, y in X . Then there exists z ∈ X such that z ∈ Fz and Tz ∈Gz.

Proof. The proof follows from Corollary 4.24 and Remark 3.32. �
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Corollary 4.26. Suppose that (X ,d) is complete, S(X) is closed, Fx ⊆ S(X) for all x in X ,
ϕ∈ Γ∗, ϕ̂(t) < t for all t in (0,s′] for some positive real number s′ ≥ αX , and

H(Fx,Fy)≤max
{
ϕ
(
d(Sx,Sy)

)
,ϕ
(
A0(x, y)

)
,ϕ
(
C0(x, y)

)}
(4.12)

for all x, y in X . Then {x ∈ X : Sx ∈ Fx} is nonempty and closed.

Proof. The proof follows from Corollary 4.3 on taking T = S and G= F. �

Corollary 4.27. Suppose that (X ,d) is complete, Fx ⊆ S(X) for all x in X , S is continuous
on X , f is lower semicontinuous on X , (F,S) is w-compatible, ϕ ∈ Γ, ϕ̂(t) < t for all t in
(0,s′] for some positive real number s′ ≥ αX , and for x, y in X ,

d(Sx,Fx)≤ ϕ(d(Sx,Sy)
)

if Sx ∈ Fy. (4.13)

Then {x ∈ X : Sx ∈ Fx} is nonempty.

Proof. The proof follows from Corollary 4.2 on taking T = S and G= F. �

Corollary 4.28 [2, Theorem 1]. Suppose that (X ,d) is complete, S is continuous on X , h
is a continuous self-map on X , h(X)⊆ S(X), S and h are weakly commuting, ϕ is increasing
on R+, ϕ(0) = 0, 0 < ϕ(t) < t for all t ∈ (0,∞), the function χ : (0,∞)→ (0,∞) defined as
χ(t)= t/(t−ϕ(t)) is decreasing on (0,∞) and

∫ s
0 χ(t)dt < +∞ for all s∈ (0,∞), and that

d(hx,hy)≤ ϕ
(

max
{
d(Sx,Sy),d(Sx,hx),d(Sy,hy),

1
2

[
d(Sx,hy) +d(Sy,hx)

]})
(4.14)

for all x, y in X . Then S and h have a unique common fixed point in X .

Proof. Since S and h are continuous on X , the function which maps x ∈ X to d(Sx,hx)
is continuous on X . From Proposition 3.21 and inequality (4.14) we have d(Sx,hx) ≤
ϕ(d(Sx,Sy)) if Sx = hy. Since S and h are weakly commutative, they are compatible and
hence w-compatible. Hence, from Corollary 4.27 and Lemma 3.13, it follows that {x ∈
X : Sx = hx} is nonempty. Let u ∈ X be such that Su = hu (= w, say). Since S and h are
compatible, we have Sw = hw. Hence, on taking x = u and y =w in inequality (4.14) and
on using the fact that ϕ(t) < t for all t in (0,∞), we see that Sw = hw =w. From inequality
(4.14) it is evident that S and h have at most one common fixed point in X . �

Remark 4.29. In Corollary 4.28, the condition 0 < ϕ(t) for all t ∈ (0,∞) is redundant.

Corollary 4.30. Suppose that (X ,d) is complete, ϕ ∈ Γ∗, ϕ̂(t) < t for all t in (0,s′] for
some real number s′ ≥ γX , and

H(Fx,Fy)≤max
{
ϕ
(
d(x, y)

)
,ϕ
(
A1(x, y)

)
,ϕ
(
C1(x, y)

)}
(4.15)

for all x, y in X . Then {x ∈ X : x ∈ Fx} is nonempty and closed.

Proof. The proof follows from Corollary 4.26 on taking S= I . �
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Corollary 4.31 [3, Theorem 7]. Suppose that (X ,d) is complete, F : X → CB(X), ϕ∈ Γ′,
and

H(Fx,Fy)≤ ϕ(C1(x, y)
)

(4.16)

for all x, y in X . Then F has a fixed point in X .

Proof. The proof follows from Corollary 4.30. �

Remark 4.32. Unless ϕ is increasing on R+, the truth of inequality (4.5) may not imply
the truth of inequality (4.16) as was assumed by Daffer et al. in proving Theorem 5 of
[6] by using Theorem 7 of Chang [3]. Daffer et al. reiterated in [5] that Theorem 5 of [6]
was proved utilizing Theorem 7 of Chang [3]. However, Theorem 5 of [6] is correct (see
Corollary 4.13). The declaration of Daffer et al. made in [5] that Theorem 7 of Chang [3]
generalizes Theorem 5 of Mizoguchi and Takahashi [12] is false.

Corollary 4.33 [9, Corollary 2]. Suppose that (X ,d) is complete, ϕ is upper semicontin-
uous from the right on R+, ϕ(t) < t for all t ∈ (0,∞), ϕ is strictly increasing on [0,s] and∑∞

n=1ϕ
n(s) < +∞ for some positive real number s, and that inequality (4.16) is true for all

x, y in X . Then F has a fixed point.

Proof. The proof follows from Corollary 4.30. �

Corollary 4.34 [4, Theorem 3.3]. Suppose that (X ,d) is complete, F : X → CB(X), ρ is
lower semicontinuous on X , k is a constant in [0,1), and that

H(Fx,Fy)≤ k,C1(x, y) (4.17)

for all x, y in X . Then there exists z ∈ X such that z ∈ Fz.

Proof. Define ϕ : R+ → R+ as ϕ(t) = kt for all t in R+. Then ϕ is continuous on R+,
ϕ(t) < t for all t in (0,∞), ϕ ∈ Γ∞, and inequality (4.15) reduces to inequality (4.17).
Hence Corollary 4.34 follows from Corollary 4.30. �

Remark 4.35. Corollary 4.34 shows that in Corollary 4.30 the lower semicontinuity con-
dition on the function ρ is redundant and that CB(X) can be replaced by C(X). Daffer
and Kaneko [4] claimed that Corollary 4.34 remains valid if F maps X into B(X) instead
of CB(X) and if inequality (4.17) is replaced by the following inequality:

H(Fx,Fy)≤ k1
(

max
{
d(x, y),d(x,Fx),d(y,Fy),k2

[
d(x,Fy) +d(y,Fx)

]})
, (4.18)

where k1, k2 are constants such that 0 ≤ k1 < 1 and 0 < k2 < 1/(2k1 + δ) for some δ > 0.
(Vide [4, Theorem 3.4].) Example 4.36 shows that their claim is false. If we choose k =
max{k1,2k1/(2k1 + δ)}, then the truth of inequality (4.18) implies that of inequality
(4.17). Hence, [4, Theorem 3.4] would be correct even when the lower semicontinuity
of the function ρ is dropped, provided that B(X) in it is replaced by CB(X) or C(X).
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Example 4.36. Let X = [0,1] with the usual metric. Let A denote the set of all rational
numbers in [0,1] and B the complement of A in X . Clearly, H(A,B)= 0. Define F : X →
B(X) as Fx = A if x ∈ B and Fx = B if x ∈ A. Then H(Fx,Fy) = 0 for all x, y in X and
d(x,Fx)= 0 for all x in X . Hence inequality (4.18) is satisfied for all x, y in X with k1 = 0,
and the function x→ d(x,Fx) is continuous on X . Clearly, there is no x ∈ X such that
x ∈ Fx.

Corollary 4.37. Suppose that (X ,d) is complete and

H(Fx,Fy)≤
(

1− θ(x, y)
d(x, y)

)
C1(x, y) (4.19)

for all distinct x, y in X , where θ is a compactly positive function on X ×X satisfying in-
equality (3.3) for some positive real number ε and such that θ(x, y) ≤ d(x, y) for all x, y
in X . Then {x ∈ X : x ∈ Fx} is nonempty and closed.

Proof. Let ψ and ϕ be as stated in Lemma 3.15. Then, for distinct x, y in X , we have
(1− θ(x, y)/d(x, y)) ≤ ψ(d(x, y)) ≤ ψ(C1(x, y)). Hence, from inequality (4.19), we have
H(Fx,Fy) ≤ ϕ(C1(x, y)) for all x, y in X . Now Corollary 4.37 is evident from Corollary
4.30 and Lemma 3.15. �

Remark 4.38. If sup{ρ(x) : x ∈ X} is finite, then the function ψ defined on X × X as
ψ(x, y) = d(x, y)/C1(x, y) if x �= y and ψ(x, y) = 0 if x = y is compactly positive. If ψ is
compactly positive, then Corollary 4.37 remains valid if the right-hand side of inequality
(4.19) is replaced by C1(x, y)− θ(x, y), since the function ψθ is compactly positive and
ψθ ≤ d.

Theorem 4.39 [4, Theorem 2.3]. Suppose that (X ,d) is complete and F : X → CB(X) sat-
isfies inequality (3.13) for all x, y in X , where θ is a compactly positive function on X ×X
such that

liminf
b→0

λ(a,b)
b

> 0 (0 < a≤ b), (4.20)

where λ(a,b) = inf{θ(x, y) : x, y ∈ X and a≤ d(x, y)≤ b} for any positive real numbers a
and b with a≤ b. Then F has a fixed point in X .

Remark 4.40. Unless a is a function of b, inequality (4.20) is vague. Theorem 2.3 of [4]
becomes a corollary of Corollary 4.37 when a is interpreted as a function of b in inequality
(4.20).

Definition 4.41. Let v0 ∈ X . By an orbit of F with respect to v0 we mean a sequence
{vn}∞n=0 in X such that vn ∈ Fvn−1 for all n ∈ N. We say that X is F-orbitally complete
if any Cauchy subsequence of any orbit of F is convergent in X . A real-valued func-
tion h on X is said to be F-orbitally lower semicontinuous on X if for any z∈X , h(z)≤
liminfk→∞h(vnk ) whenever {vnk}∞k=1 is a convergent subsequence of an orbit of F and
limk→∞ vnk = z.
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Remark 4.42. We note that |d(x,Fx)− d(y,Fy)| ≤ d(x, y) +H(Fx,Fy) for all x, y in X .
Hence, if F satisfies inequality (4.5) for all x, y in X and if ϕ̂(0)= 0, then the function ρ is
uniformly continuous on X .

Theorem 4.43. Suppose that (X ,d) is F-orbitally complete, ρ is F-orbitally lower semi-
continuous on X , ϕ∈ Γ, ϕ̂(t) < t for all t in (0,s′] for some positive real number s′ ≥ γX , and
that

d(y,Fy)≤ ϕ(d(x, y)
)

(4.21)

whenever x ∈ X and y ∈ Fx. Then there exists an orbit {xn}∞n=0 of F, which converges to a
fixed point of F.

Proof. The proof is similar to that of Theorem 4.1. �

Remark 4.44. Examples 4.45 and 4.46 show that Theorem 4.43 fails if the condition on
the convergence of the sequence of iterates of the control function ϕ is dropped, even if F
is single-valued and ϕ is a strictly increasing continuous function on R+ with ϕ(t) < t for
all t in (0,∞). While in Example 4.45 the metric space is unbounded, in Example 4.46, it
is bounded.

Example 4.45. For n∈N, let an =
∑n

k=1(1/k). Let X = {an : n∈N} with the usual metric.
Clearly, X is complete. Let x0 = a1. Define F : X → X as Fan = an+1 for all n∈ N. Define
ϕ on R+ as ϕ(t) = t/(1 + t) for all t in R+. Then ϕ is a strictly increasing nonnegative
continuous function on R+, ϕ(t) < t for all t in (0,∞), ϕn(t) = t/(1 + nt) for all t in R+

and for all n∈N,
∑∞

n=1ϕ
n(t)=∑∞

n=1(t/(1 +nt))= +∞ for all t in (0,∞), and

∣∣Fx−F2x
∣∣= ϕ(|x−Fx|) (4.22)

for all x in X . Clearly, F has no fixed point in X .

Example 4.46. For k ∈ N, let ek = {δkm}∞m=1, where δkm is Kronecker’s delta. For n ∈ N,
let un = (1/2n)

∑n
k=1 ek. Let X = {un : n ∈ N}. Then X is a closed bounded subset of the

Banach space l1. We note that ‖un‖1 = 1/2 for all n in N and for n,m in N with m > n,
‖un−um‖1 = (m−n)/m. Define F : X → X as Fun = un+1 for all n∈N, and ϕ : R+ →R+

as in Example 4.45. Then

∥∥Fx−F2x
∥∥

1 = ϕ
(‖x−Fx‖1

)
(4.23)

for all x in X . Clearly, F has no fixed point in X .

From Theorem 4.43 we have the following corollary.

Corollary 4.47. Suppose that (X ,d) is F-orbitally complete, ρ is F-orbitally lower semi-
continuous on X , k : R+ →R+, k̂(t) < 1 for all t in (0,s′] for some positive real number s′ ≥
α′, there exist an s∈ (0,∞) and an increasing map ψ : [0,s)→ [0,s) such that tk(t)≤ ψ(t)
and ψ(t+) < t for all t in (0,s) and

∑∞
n=1ψ

n(t0) < +∞ for some t0 ∈ (0,s), and that

d(y,Fy)≤ k(d(x, y)
)
d(x, y) (4.24)
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whenever x ∈ X and y ∈ Fx. Then there exists an orbit {xn}∞n=0 of F, which converges to a
fixed point of F.

Remark 4.48. Except for the condition on k involving ψ, the hypothesis of Corollary 4.47
is considerably weaker than that of the conjecture of Reich.

Corollary 4.49 [9, Corollary 1]. Suppose that (X ,d) is complete, ϕ is upper semicontin-
uous from the right on R+, ϕ(t) < t for all t ∈ (0,∞), ϕ is strictly increasing on [0,s] and∑∞

n=1ϕ
n(s) < +∞ for some positive real number s, and that inequality (4.5) is true for all

x, y in X . Then F has a fixed point.

Proof. The proof follows from Theorem 4.43 as well as Corollary 4.8. �
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