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Abstract

In this paper, we study the resonance problem of a class of singular quasi-
linear parabolic equations with respect to its higher near-eigenvalues. Under a
generalized Landesman-Lazer condition, it is proved that the resonance prob-
lem admits at least one nontrivial solution in weighted Sobolev spaces. The
proof is based upon applying the Galerkin-type technique, the Brouwer’s fixed-
point theorem and a compact embedding theorem of weighted Sobolev spaces by
Shapiro.

Keywords: Weighted Sobolev Space, Quasilinear Parabolic Equation, Res-
onance.

1 Introduction

Resonance problems of quasilinear elliptic (or parabolic) partial differential
equations have been studied extensively in the usual Sobolev spaces. Since
the celebrated paper by Landesman and Lazer [8], many existence results were
obtained under various nonlinearity growth conditions and the Landesman-
Lazer conditions (see [1–4, 6, 7, 9, 11–15] and references therein). However,
there has been very limited existence results for the case of singular quasilinear
elliptic(or parabolic) equations in the existing literature.
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In 2001, Shapiro published a paper [12] on the resonance problems of singu-
lar quasilinear equations. An important element of that paper is the existence
of a complete orthonormal basis in the weighted Sobolev space associated with
singular coefficients of the differential operator. In that paper, a new concept
of near-eigenvalues for singular quasilinear elliptic operators was introduced,
a new compact embedding theorem in the weighted Sobolev spaces was es-
tablished, and some new existence results for the resonance problems were
obtained.

In 2002, Chung-Cheng Kuo [7] applied Galerkin-type techniques and Brouwer’s
fixed point theorem to obtain existence theorems of time-periodic solutions
for quasilinear parabolic partial differential equations with respect to its first
eigenvalue in which the Landesman-Lazer condition may be excluded.

In 2005, Rumbos and Shapiro [11] introduced a generalized Landesman-
Lazer condition and studied the resonance problem of the semilinear elliptic
equations with respect to its first eigenvalue by using the linking argument
and a deformation theorem in weighted Sobolev spaces.

Inspired by papers [9,10,12,14], we have studied the resonance problem of
quasilinear or singular quasilinear elliptic(or parabolic) equations in weighted
Sobolev spaces with respect to their first eigenvalues by using the Galerkin-
type technique and the Brouwer’s fixed-point theorem [2–4].

Motivated by [10–12], in this paper, we show the existence of solutions for
a class of singular quasilinear parabolic equations with respect to its higher
near-eigenvalue in the Hilbert space H̃(Ω̃,Γ):{

ρDtu+Mu = (λj0u+ b(x, t, u)u− + f(x, t, u))ρ−G, (x, t) ∈ Ω̃,

u ∈ H̃(Ω̃,Γ),
(P )

where

Mu = −
N∑

i,j=1

Di[p
1
2
i (x)p

1
2
j (x)s

1
2
i (u)s

1
2
j (u)aij(x)Dju] + a0(x)s0(u)qu, (1.1)

and λj0 is an eigenvalue of L.
As in paper [3], we assume the existence of a linear uniformly elliptic op-

erator which is close to the original singular quasilinear operator in a certain
sense, and hence the existence of a complete orthonormal basis in the weighted
Sobolev space associated with singular coefficients of the differential operator.
However, unlike the case of the first near-eigenvalue which is simple and whose
eigenfunction is of one-sign, the case of higher near-eigenvalue is challenging to
study due to the fact that the multiplicity of higher near-eigenvalue is greater
than 1 and their corresponding eigenfunctions are sign-changing. By using a
space decomposition technique, we are able to prove that the resonance prob-
lem has at least one solution under a generalized Landesman-Lazer condition.
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The proof method is similar to [12] and [4], which is based also upon apply-
ing the Galerkin-type technique, the Brouwer’s fixed-point theorem and the
compact embedding theorem of weighted Sobolev spaces by Shapiro [12].

This paper is organized as follows. In Section 2, we describe the resonance
problem of a class of singular quasilinear parabolic equations to be studied,
and state the main result. In Section 3, we prove the main theorem.

2 Statement of the Problem and Main Result

Let Ω ⊂ RN(N ≥ 1), be an open set(possibly unbounded) and let ρ(x), pi(x) ∈
C0(Ω) be positive functions with the property that∫

Ω

ρ(x)dx <∞,
∫

Ω

q(x)dx <∞,
∫

Ω

pi(x)dx <∞, i = 1, 2, · · · , N. (2.1)

Let q(x) ∈ C0(Ω) be a nonnegative function and Γ ⊂ ∂Ω be a fixed closed set.
Note that Γ may be an empty set and q(x) may be zero. On the other hand,
q(x) will satisfy: there exists K > 0, such that

0 ≤ q(x) ≤ Kρ(x), for all x ∈ Ω. (2.2)

Here A is a set of real-valued functions defined as

A = {u : u ∈ C0(Ω̄×R), u(x, t+ 2π) = u(x, t), for all (x, t) ∈ Ω̄×R}.

Setting Ω̃ = Ω×T, T = (−π, π), p = (p1, · · · , pN) andDi = ∂u
∂xi

(i = 1, 2, · · · , N),
we consider the following pre-Hilbert spaces (see [12]):

C̃0
ρ(Ω̃) =

{
u ∈ C0(Ω̃) :

∫
Ω̃

|u(x, t)|2ρ(x)dxdt <∞
}
,

with inner product 〈u, v〉∼ρ =
∫

Ω̃
u(x, t)v(x, t)ρ(x)dxdt, and the space

C̃1
p,ρ(Ω̃,Γ) = {u ∈ A ∩ C1(Ω×R)

∣∣∣∣u(x, t) = 0, for all (x, t) ∈ Γ×R;

∫
Ω̃

[
N∑
i=1

|Diu|2pi + (u2 + |Dtu|2)ρ] <∞}

with inner product

〈u, v〉H̃ =

∫
Ω̃

[
N∑
i=1

piDiuDiv + (uv +DtuDtv)ρ

]
dxdt.
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Let L̃2
ρ , L2

ρ(Ω̃) denote the Hilbert space obtained from the completion of C̃0
ρ

with the norm ||u||ρ = (〈u, u〉∼ρ )
1
2 , and H̃ , H̃(Ω̃,Γ) denote the completion

of the space C̃1
p,ρ with the norm ||u||H̃ = 〈u, u〉

1
2

H̃
. Similarly, we have L̃2

pi
(i =

1, 2, · · ·, N) and L̃2
q.

It is assumed throughout the paper that si(u)(i = 0, 1, · · · , N) meets:

(S1) si(u): H̃ → R is weakly sequentially continuous;
(S2) there exist η0, η1 > 0 such that η0 ≤ si(u) ≤ η1, and si(u) is measur-

able, for u ∈ H̃.
The functions aij(i, j = 1, 2, · · · , N) and a0(x) satisfy(also bij(x) and b0(x)):

(A1) a0(x), aij(x) ∈ C0(Ω)
⋂
L∞(Ω), aij(x) = aji(x),∀x ∈ Ω;

(A2) a0(x) ≥ β0 > 0, ∀x ∈ Ω;

(A3) there exists c0 > 0, for x ∈ Ω and ξ ∈ RN , such that
N∑

i,j=1

aij(x)ξiξj ≥

c0 | ξ |2 .
Furthermore, we assume both Caratheodory functions b(x, t, s) and f(x, t, s)

satisfy the following conditions.
(B1) There exist constants δ > 0 and k > 1 such that

|b(x, t, s)| ≤
{
δ|s|, |s| ≤ γ1,

δγ1
(|s|+1−γ1)m

, |s| > γ1,
(2.3)

and 0 < γ1 < 1, where γ1 =
λj0+j1−λj0

k
and m ≥ 1.

Conditions on f(x, t, s):

(f1) There exists a nonnegative function f0(x, t) ∈ L̃2
ρ such that

|f(x, t, s)| ≤ f0(x, t), for a.e. x ∈ Ω and ∀s ∈ R;

(f2) lim sups→+∞ f(x, t, s) = f+(x, t) ∈ L∞(Ω), lim infs→−∞ f(x, t, s) =
f−(x, t) ∈ L∞(Ω).

It is, in general, difficult to study the eigenvalues and eigenfunctions of
M. Shapiro [12] introduced the concepts of near-related operators and near-
eigenvalue of M.

We first introduce some operators related to this paper.

Definition 2.1. For the quasilinear differential operator M, the two form
is

M(u, v) =
N∑

i,j=1

∫
Ω̃

[
p

1
2
i p

1
2
j s

1
2
i (u)s

1
2
j (u)aijDjuDiv

]
+

∫
Ω̃

qs0(u)a0uv, u, v ∈ H̃(Ω̃,Γ).

(2.4)
Defining

Lxu = −
N∑

i,j=1

Di

[
p

1
2
i p

1
2
j bijDju

]
+ b0qu, (2.5)
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for u ∈ Hp,q,ρ = Hp,q,ρ(Ω,Γ) (as described in [12]), and

Lu = −
N∑

i,j=1

Di

[
p

1
2
i p

1
2
j bijDju

]
+ a0qu, u ∈ H̃(Ω̃,Γ), (2.6)

then the bilinear form of Lx is

Lx(u, v) =
N∑

i,j=1

∫
Ω

p
1
2
i p

1
2
j bij(x)DjuDiv +

∫
Ω

b0uvq, u, v ∈ Hp,q,ρ (Ω,Γ) , (2.7)

and the bilinear form of L is

L(u, v) =
N∑

i,j=1

∫
Ω̃

p
1
2
i p

1
2
j bij(x)DjuDiv +

∫
Ω̃

b0uvq, u, v ∈ H̃(Ω̃,Γ). (2.8)

�

We further assume that domain Ω and operator Lx satisfy the so-called
VL(Ω,Γ) conditions [12,14]:

(VL-1) There exists a complete orthonormal sequence of functions {ϕn}∞n=1

in L2
ρ(Ω), such that ϕn ∈ H1

p,q,ρ(Ω,Γ) ∩ C2(Ω) for all n.
(VL-2) The uniformly elliptic operator Lx has a sequence of real eigenvalues

{λn}∞n=1 corresponding to the orthonormal sequence {ϕn}∞n=1, satisfying

0 < λ1 < λ2 ≤ λ3 ≤ · · · ≤ λn →∞ as n→∞,

and

Lx(ϕn, v) = λn〈ϕn, v〉ρ, ∀v ∈ H1
p,q,ρ(Ω,Γ) and n ≥ 1.

Also ϕ1 > 0 in Ω.
Here 〈u, v〉ρ =

∫
Ω̃
uvρ. For the sake of simplicity, in the following, we will

denote 〈u, v〉ρ as 〈u, v〉.
Examples of operators and domains for which the VL(Ω,Γ) conditions hold

can be found in [12](pp. 20-26). The VL(Ω,Γ) conditions play a key role in
our study of the resonance problem of singular quasilinear elliptic equations.

Definition 2.2. OperatorM is said to be near-related to operator L(denoted

as M∼ L for convenience), if, for any v ∈ H̃,

lim
||u||

H̃
→∞

M(u, v)− L(u, v)

||u||H̃
= 0. (2.9)

�
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Definition 2.3. Assume M∼ L in H̃. λ is called a near-eigenvalue of M
if

(1) λ is an eigenvalue of Lx; (2) lim||u||
H̃
→∞

M(u,Pλu)−L(u,Pλu)
||u||

H̃
= 0,

where Pλ is the orthogonal projection from L2
ρ(Ω) onto the eigenspace of Lx

corresponding to the eigenvalue λ. �

We now state the main result of this paper:

Theorem 2.4. Let Ω ⊂ RN(N ≥ 1), T = (−π, π), Ω̃ = Ω × T , p =
(p1, · · · , pN), ρ and pi(i = 1, · · · , N) be positive functions in C0(Ω) satisfying
(2.1), q ∈ C0(Ω) be a nonnegative function satisfying (2.2), and Γ ⊂ ∂Ω be
a closed set. Let M and L be given by (1.1) and (2.6) satisfying (S1)-(S2),
(A1)-(A3) respectively and Lx satisfies the conditions of VL (Ω,Γ). If M∼ L,
λj0 is a near-eigenvalue of M of multiplicity j1, (B1) and (f1)-(f2) hold, and

G ∈ (H̃)∗, then the problem (P) has at least one weak solution; i.e., there exits

u∗ ∈ H̃ such that

〈Dtu
∗, v〉ρ+M(u∗, v) = λj0〈u∗, v〉ρ+〈f(x, t, u∗)+g(x, t, u∗), v〉ρ−G(v), ∀v ∈ H̃.

(2.10)

Here, we will introduce some lemmas and concepts which will be used later.
If (A1)-(A3) and the conditions of VL(Ω,Γ) hold, we have

{ϕ̃cjk}
∞,∞
j=1,k=0 ∪ {ϕ̃

s
jk}
∞,∞
j=1,k=1 is a CONS for L̃2

ρ, (2.11)

where

ϕ̃cjk(x, t) =

{
ϕj(x)√

2π
, k = 0, j = 1, 2, · · · ,

ϕj(x) cos(kt)√
π

, k, j = 1, 2, · · · ,
(2.12)

and

ϕ̃sjk(x, t) =
ϕj(x) sin(kt)√

π
, k, j = 1, 2, · · · . (2.13)

Obviously, both ϕ̃cjk and ϕ̃sjk are in H̃(Ω̃,Γ).

Lemma 2.5. If {ϕ̃cjk}
∞,∞
j=1,k=0∪{ϕ̃sjk}

∞,∞
j=1,k=1 is a CONS for L2

ρ(Ω̃) defined by
(2.11), setting

τn(v) =
n∑
j=1

v̂c(j, 0)ϕ̃cj0 +
n∑
j=1

n∑
k=1

[
v̂c(j, k)ϕ̃cjk + v̂s(j, k)ϕ̃sjk

]
, (2.14)

we have

lim
n→∞

||τn(v)− v||H̃ = 0, for all v ∈ H̃. (2.15)
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Lemma 2.6. (i) If v ∈ H̃, then

L1(v, v) + ||Dtv||2ρ =
∞∑
j=1

|v̂c(j, 0)|2 (λj + 1)

+
∞∑
j=1

∞∑
k=1

[
|v̂c(j, k)|2 + |v̂s(j, k)|2

] (
λj + 1 + k2

)
.

(2.16)

(ii) If v ∈ L2
ρ(Ω̃) and L1(v, v) + ||Dtv||2ρ < ∞, then v ∈ H̃. Here L1(v, v) =

L(v, v)+ < v, v > .

Lemma 2.7. Let Ω̃, ρ, p, q, and L be as in the hypothesis of Theorem 2.1
and assume that (Ω,Γ) is a VL (Ω,Γ) . Then H̃ is compactly imbedded in L2

ρ(Ω̃).

The proofs of Lemmas 2.1-2.3 can be found in [12]. We define the set

Sn =

{
v ∈ H̃ : v =

n∑
j=1

ηcj0ϕ̃
c
j0 +

n∑
j=1

n∑
k=1

ηcjkϕ̃
c
jk + ηsjkϕ̃

s
jk, η

c
jk, η

s
jk ∈ R

}
.

(2.17)

Remark 2.8. (1) If un ∈ Sn, then M(un, Dtun) = 0; (2) 〈Dt(αϕ̃
c
jk +

βϕ̃sjk), αϕ̃
c
jk + βϕ̃sjk〉 = 0, j, k ≥ 1, α, β ∈ R.

3 Proof of Theorem 2.1

The proof of Theorem 2.1 can be divided into three steps. The first step is to
construct a set of approximate solutions {un} of (2.10) in H̃, where un ∈ Sn
and Sn is defined as in (2.17). Then we show in the second step that {un} is

bounded in H̃. Finally, we show {un} converges to a weak solution u∗ ∈ H̃ of
(2.10).

Lemma 3.1. Assume that all the conditions in the hypothesis of Theorem
2.1 hold. Let Sn be the subspace of H̃ defined by (2.17). Taking n0 = j0 + j1

and γ0 = 1
2
(λj0+j1 − λj0), then for n ≥ n0, there is a function un ∈ Sn with the

property that

〈Dtun, v〉+M(un, v) =(λj0 + γ0n
−1)〈un, v〉+ 〈b(x, t, un)(un)−, v〉

+(1− n−1)〈f(x, t, un), v〉 −G(v), ∀v ∈ Sn.
(3.1)

Proof. Let {ψi}2n2+n
i=1 be an enumeration of {ϕ̃cjk}

n,n
j=1,k=0∪{ϕ̃sjk}

n,n
j=1,k=1, and set

n∗ = (j0 + j1 − 1)(2n+ 1). (3.2)

So {ψi}n
∗

i=1 is an enumeration of {ϕ̃cjk}
j0+j1−1,n
j=1,k=0 ∪ {ϕ̃sjk}

j0+j1−1,n
j=1,k=1 , where n ≥ n0.
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With this enumeration defined, for α = (α1, · · · , α2n2+n), we set

u =
2n2+n∑
i=1

αiψi, ũ =
2n2+n∑
i=1

δiαiψi, (3.3)

where δi = −1, if 1 ≤ i ≤ n∗; δi = 1, if n∗ + 1 ≤ i ≤ 2n2 + n, and define

Fi(α) = 〈Dtu, δiψi〉+M(u, δiψi)− (λj0 + γ0n
−1)〈u, δiψi〉

−〈b(x, t, u)u−, δiψi〉 − (1− n−1)〈f(x, t, u), δiψi〉+G(δiψi).
(3.4)

It is clear from orthogonality that 〈Dtu, ũ〉 = 0. From (3.3) and (3.4) we
get

2n2+n∑
i=1

Fi(α)αi =M(u, ũ)− (λj0 + γ0)〈u, ũ〉

−〈b(x, t, u)u−, ũ〉 − (1− n−1)〈f(x, t, u)− γ0u, ũ〉+G(ũ).
(3.5)

Then
2n2+n∑
i=1

Fi(α)αi = I(α) + II(α), (3.6)

where

I(α) =L(u, ũ)− (λj0 + γ0)〈u, ũ〉 − 〈b(x, t, u)u−, ũ〉
− (1− n−1)〈f(x, t, u)− γ0u, ũ〉+G(ũ),

II(α) =M(u, ũ)− L(u, ũ).

Consider I(α) in (3.6) first. Note that γ0 = 1
2
(λj0+j1 − λj0) and δj(λj −

λj0 − γ0) ≥ γ0(j = 1, 2, · · · , n), then

L(u, ũ)− (λj0 + γ0)〈u, ũ〉 > γ0|α|2. (3.7)

By condition (B1), we have

|〈b(x, t, u)u−, ũ〉ρ| ≤
∫

Ω̃∩{|u|≤γ1}
|u|2|ũ|ρ+ δγ1

∫
Ω̃∩{|u|>γ1}

|u||ũ|ρ
(|u|+ 1− γ1)m

≤ c|α|.
(3.8)

From (f1), Hölder inequality and Minkowski inequality, we have

|〈f(x, t, u)− γ0u, ũ〉| ≤ γ0|α|2 + ||f0||ρ|α|. (3.9)

Note that G ∈ (H̃)∗. It follows from Lemma 2.3 that, for each given n ≥ j0+j1,

|G(ũ)| ≤ c|α|. (3.10)
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Thus, it follows from (3.7)-(3.10) that

I(α) >
1

n
γ0|α|2 − c|α|. (3.11)

By M∼ L and ||u||2ρ = ||ũ||2ρ = |α|2, we have

lim
|α|→∞

II(α)

|α|2
= lim
|α|→∞

M(u, ũ)− L(u, ũ)

|α|2
= 0. (3.12)

Thus it follows from (3.6), (3.11) and (3.12) that, for any given n ≥ j0 + j1,
there exists A0 > 0 such that

∑n
i=1 Fi(α)αi > 0 for |α| ≥ A0. Under the

assumptions of Theorem 2.1, it is straightforward to verify that Fi : Rn → R is
continuous for 1 ≤ i ≤ n. By applying the Brouwer’s fixed-point theorem [5],
there exists α∗ = (α∗1, α

∗
2, · · · , α∗n) ∈ Rn such that Fi(α

∗) = 0 for 1 ≤ i ≤ n. Let
u∗n =

∑n
i=1 α

∗
iϕi ∈ Sn. It follows from (3.4) that u∗n is a solution of (3.1).

In next step, we will prove that {u∗n}∞n=j0+j1
is bounded in H̃.

Lemma 3.2. Assume the conditions in Lemma 3.1 hold, and {u∗n}∞n=j0+j1
⊂

H̃ is the sequence of solutions obtained in Lemma 3.1. Assume further G ∈
(H̃)∗ satisfies the following generalized Landesman-Lazer condition:

G(w) <

∫
Ω̃1

f+(x, t)w(x)ρ+

∫
Ω̃2

f−(x, t)w(x)ρ(x), (3.13)

for every nontrivial λj0-eigenfunction w of Lx, where Ω̃i = Ωi × (−π, π)(i =
1, 2), Ω1 = {x ∈ Ω;w(x) > 0} and Ω2 = {x ∈ Ω;w(x) < 0}. Then {u∗n} is

bounded in H̃.

Proof. For simplicity of notation, we denote {u∗n}∞n=j0+j1
by {un}∞n=j0+j1

. It
follows from Lemma 3.1 that un ∈ Sn and un satisfies

〈Dtun, v〉+M(un, v) = (λj0 + γ0n
−1)〈un, v〉+ 〈b(x, t, un)(un)−, v〉

+(1− n−1)〈f(x, t, un), v〉 −G(v), ∀v ∈ Sn,
(3.14)

where γ0 = (λj0+j1 − λj0)/2, and n ≥ n0 = j0 + j1.
In order to prove Lemma 3.2, we only need to prove that there exists a

constant such that {un} obtained by Lemma 3.1 satisfies

‖un‖H̃ ≤ K. (3.15)

Assume that (3.15) dose not hold. Then there exists a subsequence of {un},
denoted again by {un}, such that

lim
n→∞

‖un‖H̃ =∞. (3.16)
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Letting v = Dtun in (3.14), by (f2), 〈Dtun, un〉 = 0 and M(Dtun, un) = 0, we
have

|〈b(x, t, un)u−n , Dtun〉| ≤
∫

Ω̃∩{|un|≤γ1}
|un|2|Dtun|ρ

+δγ1

∫
Ω̃∩{|un|>γ1}

|un| · |Dtun|ρ
(|un|+ 1− γ1)m

≤ c(δ, γ1, |Ω̃|)‖Dtun‖ρ ,

and we can conclude that there exists K > 0 such that

‖Dtun‖ρ ≤ K. (3.17)

Under conditions (B1) and (S2), it follows from (1.1) that

M(un, un) ≥ c0(
N∑
i=1

‖Diun‖2
pi

+ ‖un‖2
q),

where c0 is a positive constant. Then we have

c1‖un‖2
H̃
≤M(un, un) + c2(‖un‖2

ρ + ‖Dtun‖2
ρ). (3.18)

Now by letting v = un in (3.14), and the proof of (3.9), we have

|〈f(x, t, un)− γ0un, un〉| ≤ γ0‖un‖2
ρ +K‖un‖ρ. (3.19)

From (B1) and Hölder inequality, we have

|〈b(x, t, un)u−n , un〉| ≤
∫

Ω̃∩{|un|≤γ1}
δ|un|3ρ+ δγ1

∫
Ω̃∩{|un|>γ1}

|un|2ρ
(|un|+ 1− γ1)m

≤ c∗2(δ, γ1, |Ω̃|)‖un‖2−m
ρ + c∗3(δ, γ1, |Ω̃|).

(3.20)
Then by (3.19), (3.20) and 〈Dtun, un〉 = 0, we have

c1‖un‖2
H̃
≤ (λj0 + γ0)〈un, un〉+ 〈b(x, t, un)u−n , un〉
+ (1− n−1)〈f(x, t, un)− γ0un, un〉 −G(un) + c1(‖un‖2

ρ + ‖Dtun‖2
ρ)

≤ K4‖un‖2
ρ +K‖un‖H̃ + c∗2(δ, γ1, |Ω̃|)‖un‖2−m

ρ + c∗3(δ, γ0, |Ω̃|),

where K4 = λj0 + 2γ0 + c1, and m > 1. Dividing both sides of the above in-
equalities by ‖un‖2

H̃
and then by (3.16), we know that there exists n1(n1 ≥ n0)

such that

0 <
c1

K4

≤
‖un‖2

ρ

‖un‖2
H̃

≤ 1, ∀n ≥ n1.
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Noticing (3.16), the above inequalities establish if and only if

lim
n→∞

‖un‖ρ =∞, (3.21)

that is, there exists K > 0 such that

‖un‖H̃ ≤ K‖un‖ρ, ∀n ≥ n1. (3.22)

Rewrite un as un = un1 + un2 + un3, and let ũn = −un1 − un2 + un3, where

un1 =
j0−1∑
j=1

ûcn(j, 0)ϕ̃cj0 +
j0−1∑
j=1

n∑
k=1

(ûcn(j, k)ϕ̃cjk + ûsn(j, k)ϕ̃sjk),

un2 =
j0+j1−1∑
j=j0

ûcn(j, 0)ϕ̃cj0 +
j0+j1−1∑
j=j0

n∑
k=1

(ûcn(j, k)ϕ̃cjk + ûsn(j, k)ϕ̃sjk),

un3 =
n∑

j=j0+j1

ûcn(j, 0)ϕ̃cj0 +
n∑

j=j0+j1

n∑
k=1

(ûcn(j, k)ϕ̃cjk + ûsn(j, k)ϕ̃sjk).

(3.23)

First, for given any n ≥ n1, we can prove the following conclusion

lim
n→∞

‖un1‖H̃ + ‖un3‖H̃
‖un‖ρ

= 0. (3.24)

As a result, from (3.14) with v = ũn, we have

〈b(x, t, un)(un)−, ũn〉+ (1− n−1)〈f(x, t, un)− γ0un, ũn〉
−G(ũn) + L(un, ũn)−M(un, ũn)

=
n∑
j=1

δj(λj − λj0 − γ0)|ûcn(j, 0)|2

+
n∑

j,k=1

δj(λj − λj0)[|ûcn(j, k)|2 + |ûsn(j, k)|2].

(3.25)

Since

(3.25)R =γ0‖un‖2
ρ +

j0+j1−1∑
j=1

(λj0 − λj)|ûcn(j, 0)|2 +
n∑

j=j0+j1

(λj − λj0 − 2γ0)|ûcn(j, 0)|2

+

j0+j1−1∑
j=1

n∑
k=1

(λj0 − λj)[|ûcn(j, k)|2 + |ûsn(j, k)|2]

+
n∑

j=j0+j1

n∑
k=1

(λj − λj0 − 2γ0)[|ûcn(j, k)|2 + |ûsn(j, k)|2],

by (3.8) and the proof of (3.9), we get

(3.25)L ≤ γ0‖un‖2
ρ + c∗(δ, γ1, |Ω̃|, K)‖un‖ρ + L(un, ũn)−M(un, ũn).
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In this way, it follows from (3.25) that

(3.25)R ≤ γ0‖un‖2
ρ + c∗(δ, γ1, |Ω̃|, K)‖un‖ρ + L(un, ũn)−M(un, ũn). (3.26)

For fixed n, there exists a constant γ′ > 0 such that

γ′(1 + λk) ≤ λj0 − λk, k = 1, 2, · · ·j0 − 1,

γ′(1 + λk) ≤ λk − λj0 − 2γ0, k ≥ j0 + j1.

Since

L1(un, un) =
n∑
j=1

(1 +λj)û
c
n(j, 0)ϕ̃cj0 +

n∑
j=1

n∑
k=1

(1 +λj)[û
c
n(j, k)ϕ̃cjk + ûsn(j, k)ϕ̃sjk],

by (3.26) and the above inequalities, there exists γ∗ > 0 such that

γ∗(‖un1‖H̃2 + ‖un3‖H̃2) ≤ c∗‖un‖ρ + L(un, ũn)−M(un, ũn) +K.

Dividing both sides of the above inequality by ‖un‖2
ρ and taking the limit as

n→∞, it follows from (3.21) and M ∼ L that (3.23) establishes.
Next, taking use of the notation of (3.23) and letting

wn =
un
‖un‖ρ

, wni =
uni
‖un‖ρ

, i = 1, 2, 3, (3.27)

thus by (3.22), there exists K > 0 such that

‖wn‖H̃ ≤ K and ‖wni‖H̃ ≤ K, i = 1, 2, 3, ∀n ≥ n1, (3.28)

that is, ‖wn‖H̃ is a bounded sequence in H̃. As H̃ is a separable Hilbert space,
by Lemma 2.3 and (3.28), there exists a subsequence of wn( denoted again by

wn) and w ∈ H̃ such that
(1) lim

n→∞
||wn − w||H̃ = 0;

(2) ∃w∗ ∈ L̃2
ρ, s.t.|wn(x, t)| ≤ w∗(x, t), a.e. (x, t) ∈ Ω̃;

(3) lim
n→∞

wn(x, t) = w(x, t), a.e. (x, t) ∈ Ω̃.

(3.29)

Since M ∼ L, we get from (3.28) that

lim
n→∞

M(un, wni)− L(un, wni)

‖un‖ρ
= 0, i = 1, 2, 3.

We observe from (3.24) that lim
n→∞

‖wn3‖ρ = 0. Hence, if n→∞, then

〈wn, ϕ̃cjk〉 = 〈wn3, ϕ̃
c
jk〉 → 0, j ≥ j0 + j1.
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Now by (3.29), we get ŵc(j, k) = 0, for j ≥ j0 +j1 and all k. Similarly, we have
ŵs(j, k) = 0, for j ≥ j0 + j1 and all k. By (3.24), we gain lim

n→∞
‖wn1‖ρ = 0,

similarly, we can obtain ŵc(j, k) = 0 and ŵs(j, k) = 0, for 1 ≤ j ≤ j0 − 1 and
all k. Thus, we get{

ŵc(j, k) = 0 and ŵs(j, k) = 0, for j ≥ j0 + j1 and all k;

ŵc(j, k) = 0 and ŵs(j, k) = 0, for 1 ≤ j ≤ j0 − 1 and all k.
(3.30)

Hence, letting v = Dtun in (3.14), and byM(un, Dtun) = 0, Schwarz inequality

and G ∈ (H̃)∗, we get

‖Dtun‖ρ ≤ ‖f(x, t, un)‖ρ + c(δ, γ1, |Ω̃|).

Therefore, we have

lim
n→∞

‖Dtun‖2
ρ

‖un‖2
ρ

= 0,

that is,
lim
n→∞

‖Dtwn‖2
ρ = 0. (3.31)

On the other hand, for k ≥ 1 and j0 ≤ j ≤ j0 + j1 − 1, from (2.12), (2.13)
and (3.31), we know

kŵc(j, k) = − lim
n→∞

∫
Ω̃

Dtwn(x, t)ϕsjk(x, t)ρ(x)dxdt = 0.

A similar situaion prevails for kŵs(j, k) = 0. So we have

ŵc(j, k) = 0 and ŵs(j, k) = 0,

for k ≥ 1 and 0 ≤ j ≤ j0 + j1 − 1. Hence, we know that w(x, t) is a function
unrelated to t; i.e.,

w(x, t) ≡ w(x) =

j0+j1−1∑
j=j0

ŵc(j, 0)ϕ̃cj0(x). (3.32)

Replacing v by un2 in (3.14), and by (VL − 2), for ∀n ≥ n1, we have

(1− n−1)〈f(x, t, un), un2〉 −G(un2) + L(un, un2)−M(un, un2)

≤ −γ0n
−1‖un2‖2

ρ + |〈b(x, t, un)(un)−, un2〉| ≤ 〈|b(x, t, un)(un)−, un2〉|.
(3.33)

On the other hand, we have

|〈b(x, t, un)(un)−, un2〉| ≤ intΩ̃|b(x, t, un)| · |un|2ρ

+

∫
Ω̃

|b(x, t, un)un(un1 + un3)|ρ.
(3.34)
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By (B1) and the computing method of (3.20), we can get∫
Ω̃

|b(x, t, un)| · |un|2ρ ≤ δγ4
1 |Ω̃|+ (δγ1)2

∫
Ω̃∩{|un|>γ1}

ρ = c4(δ, γ1, |Ω̃|). (3.35)

So, by (3.35), we can obtain∫
Ω̃

|b(x, t, un)un(un1 + un3)|ρ ≤ c∗4(δ, γ1, Ω̃)‖un1 + un3‖ρ. (3.36)

By using of (3.34)-(3.36), then it follows from (3.33) that

(1− n−1)〈f(x, t, un), un2〉 −G(un2) + L(un, un2)−M(un, un2)

≤ c∗2(δ, γ1, |Ω̃|)‖un‖2−m
ρ + c∗3(δ, γ1, |Ω̃|) + c∗4(δ, γ1, |Ω̃|)‖un1 + un3‖ρ.

(3.37)

Dividing by ‖un‖ρ on both sides of (3.37), we get

(1− n−1)〈f(x, t, un), wn〉 −G(wn) + (L(un, un2)−M(un, un2))/‖un‖ρ
≤ c∗2(δ, γ1, |Ω̃|)‖un‖1−m

ρ + c∗3(δ, γ1, |Ω̃|)/‖un‖ρ
+ c∗4(δ, γ1, |Ω̃|)‖un1 + un3‖ρ/‖un‖ρ.

(3.38)
From (f2) and (3.29)(2), there exists K such that∫

Ω̃

f(x, t, un)wnρ ≤ ‖h(x, t)‖ρ‖w∗(x, t)‖ρ ≤ K. (3.39)

Because of M∼ L, by (3.21) and (3.22), we have

lim
‖un‖ρ→∞

|L(un, un2)−M(un, un2)|
‖un‖ρ

= 0. (3.40)

Taking the limit in (3.38) as n→∞, and by (3.21), (3.24), (3.39), (3.40) and
(3.29)(3), we get

lim sup
n→∞

∫
Ω̃

f(x, t, un)wnρ ≤ G(w). (3.41)

Setting

Ω̃1 = {(x, t) ∈ Ω̃ : w(x) > 0}, Ω̃2 = {(x, t) ∈ Ω̃ : w(x) < 0},

it follows from (3.39) and (3.41) that

lim inf
n→∞

∫
Ω̃1

f(x, t, un)wnρ+ lim inf
n→∞

∫
Ω̃2

f(x, t, un)wnρ ≤ G(w). (3.42)

By (3.21) and (3.29)(1)(3), we have

lim
n→∞

un(x, t) = +∞, a.e. (x, t) ∈ Ω̃1;
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lim
n→∞

un(x, t) = −∞, a.e. (x, t) ∈ Ω̃2.

Next, it follows from (f2) and (3.29)(3) thatf
+wρ = lim inf

n→∞
f(x, t, un)wnρ, a.e. (x, t) ∈ Ω̃1;

f−wρ = lim inf
n→∞

f(x, t, un)wnρ, a.e. (x, t) ∈ Ω̃2.
(3.43)

And by (3.42), (3.43) and Fatou Lemma, we obtain∫
Ω̃1

f+(x, t)w(x)ρ+

∫
Ω̃2

f−(x, t)w(x)ρ ≤ G(w).

By (3.24) and (3.27), we know ‖w‖ρ = 1, thus, w is a nontrivial eigenfunction
and satisfies (3.13). But it forms a contradiction between (3.13) and the above
inequalities. Therefore, (3.15) is established and we complete the proof of
Lemma 3.2.

We are now ready to prove Theorem 2.1.

Proof of Theorem 2.1. Since H̃(Ω̃,Γ) is a separable Hilbert space, we see
from (3.15) and Lemma 2.3 that there exists a subsequence (For the sake of

simplicity, we take to be a full sequence{un}) and a function u∗ ∈ H̃(Ω̃,Γ)
with the following properties:

(1) lim
n→∞

||un − u∗||ρ = 0;

(2) ∃k(x, t) ∈ L̃2
ρ, s.t. |un(x, t)| ≤ k(x, t), a.e. (x, t) ∈ Ω̃, ∀n;

(3) lim
n→∞

un(x, t) = u∗(x, t), a.e. (x, t) ∈ Ω̃;

(4) lim
n→∞
〈Diun, v〉pi = 〈Diu

∗, v〉pi , for all v ∈ L̃2
pi
, i = 1, · · · , N ;

(5) lim
n→∞
〈a0(x)un, v〉q = 〈a0(x)u∗, v〉q, for all v ∈ L̃2

q.

(3.44)
Since si(u) satisfies (S1), we have

lim
n→∞

si(un) = si(u
∗), i = 0, 1, 2, · · · , N.

Let v ∈ H̃ and τJ(v) be defined by (2.14). Then τJ(v) ∈ SJ(J ≥ n0) and from
(3.44)(1)(4)(5) we have that

lim
n→∞

M(un, τJ(v)) + lim
n→∞
〈Dtun, τJ(v)〉 =M(u∗, τJ(v)) + 〈Dtu

∗, τJ(v)〉. (3.45)

Next from (f1)-(f2), (3.44)(2)(3) and the Lebesgue dominated convergence
theorem, we obtain

lim
n→∞
〈f(x, t, un), τJ(v)〉 = 〈f(x, t, u∗), τJ(v)〉, a.e. (x, t) ∈ Ω̃. (3.46)
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And from (B1), (3.44)(2)(3) and the Lebesgue dominated convergence theo-
rem, we get

lim
n→∞
〈b(x, t, un)(un)−, τJ(v)〉 = 〈b(x, t, u∗)(u∗)−, τJ(v)〉, a.e. (x, t) ∈ Ω̃. (3.47)

It follows from (3.44)-(3.47) that

〈Dtu
∗, τJ(v)〉+M(u∗, τJ(v)) = λj0〈u∗, τJ(v)〉+ 〈b(x, t, u∗)(u∗)−, τJ(v)〉

+〈f(x, t, u∗), τJ(v)〉 −G(τJ(v)).
(3.48)

Passing to the limit as J →∞ on both sides of (3.48), we have

〈Dtu
∗, v〉+M(u∗, v) = λj0〈u∗, v〉+ 〈b(x, t, u∗)(u∗)−, v〉+ 〈f(x, t, u∗), v〉−G(v).

Thus we complete the proof of Theorem 2.1. �.
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