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We describe algorithms to determine extensions of infinite poly-
cyclic groups having certain properties. In particular, we are in-
terested in torsion-free extensions and extensions whose Fitting
subgroup has a minimal centre. Then we apply these methods
in topological applications. We discuss the calculation of Betti
numbers for compact manifolds, and we describe algorithmic
approaches in classifying almost Bieberbach groups.

1. INTRODUCTION

The aims of this paper are two-fold. First, we describe

algorithms to compute certain extensions of polycyclic

groups. Then we apply these methods in solving a variety

of topological problems.

Methods to determine the first and second cohomol-

ogy group of a polycyclic group are described in [Eick

01b]. As the second cohomology group corresponds to

the equivalence classes of extensions, these methods yield

descriptions for all extensions of a polycyclic group. Here

we consider the case of a polycyclic group acting on the

infinite cyclic group, and we extend these algorithms to

check the existence of extensions with certain properties.

In particular, we are interested in torsion-free extensions

and extensions whose Fitting subgroups have a minimal

centre. We develop practical methods to solve these prob-

lems; implementations of our methods are available in the

Aclib package [Dekimpe and Eick 01a] of Gap.

Then, we consider Eilenberg-MacLane manifolds of

type K(G, 1) for polycyclic groups G. Many topological

invariants of such spaces correspond to algebraic invari-

ants of G. In particular, the (co)homology of a K(G, 1)-

manifold is completely determined by the (co)homology

of G. As applications of the algorithms introduced, we

present methods for:

• Computing Betti numbers of a closed K(G, 1)-

manifold. If the dimension of K(G, 1) is at most 6,

then we can determine all Betti numbers of K(G, 1);
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• Constructing the almost Bieberbach groups of small
dimension as initiated in [Dekimpe 96]. These

groups are the fundamental groups of the infra-

nilmanifolds;

• Investigating infra-nilmanifolds modeled on Heisen-
berg Lie groups. We use these methods to extend

the results obtained in [Lee and Szczepański 00].

2. ALGORITHMS FOR POLYCYCLIC GROUPS

A group G is called polycyclic if it has a polycyclic se-

ries; that is, a subnormal series with cyclic factors. The

number of infinite cyclic factors in a polycyclic series of

a group G is an invariant of G called the Hirsch length

h(G).

Several practical algorithms for computations in poly-

cyclic groups are known. For example, a basic setup of

methods is described in [Sims 94, Chapter 9], and a more

extended collection of algorithms has been introduced re-

cently in [Eick 01b]. In particular, [Eick 01b] contains

methods to determine torsion, to compute the Fitting

subgroup and the centre, and to calculate the first and

second cohomology group for a polycyclic group. Thus,

using the cohomology groups, we also develop approaches

to construct complements and extensions.

We want to apply and extend this collection of meth-

ods for our purposes. In this section, we briefly recall the

main basic ideas of computations with polycyclic groups

which we will need later. In particular, we introduce the

fundamental concept of polycyclic presentations in Sec-

tion 2.1 and their parameterized version in Section 2.2.

Then we discuss the determination of cohomology groups

and extensions in Section 2.3. Implementations of the al-

gorithms described in this section are available as part of

the Polycyclic package [Eick and Nickel 00] of Gap.

2.1 Polycyclic Presentations

Let (r1, . . . , rn) be a sequence with ri ∈ N ∪ {∞} for
N = {1, 2, . . .}, the natural numbers, and denote I = {i ∈
{1, . . . , n} | ri <∞}, the finite index set for the sequence.
A polycyclic presentation with exponents (r1, . . . , rn) is

a presentation of the type

G = h g1, . . . , gn | ggji = wi,j(gj+1, . . . , gn)

for 1 ≤ j < i ≤ n,
g
g−1
j

i = wj,i(gj+1, . . . , gn)

for 1 ≤ j < i ≤ n, j 6∈ I
grii = wi,i(gi+1, · · · , gn)

for i ∈ I i

where wi,j is a word in the considered generators and

their inverses. It is straightforward to observe that a

group is polycyclic if and only if it has a polycyclic pre-

sentation.

Further, a polycyclic presentation reflects the poly-

cyclic structure of the group it defines. In particular,

its generators, g1, . . . , gn, define a polycyclic series for G

with subgroups Gi = hgi, . . . , gni. This feature can be
used to design effective algorithms for polycyclic groups.

If G is defined by a polycyclic presentation as above,

then each element g ∈ G can be represented by a col-

lected word of the form g = ge11 · · · genn with ei ∈ Z and
0 ≤ ei < ri for i ∈ I. If an element g ∈ G is given as

an arbitrary word in the generators of G, then the “col-

lection algorithm” can be used to determine a collected

word defining the same element as g.

In summary, this algorithm takes an arbitrary word

g in the generators of G and uses the relations of G to

substitute basic uncollected subwords of the type g±1i g±1j
for j < i or geii for i ∈ I and ei 6∈ {0, . . . , ri − 1} by
equivalent collected words. Iterating this substitution

process, the algorithm eventually produces a collected

word in the generators of G which is equivalent to g.

It is possible that different collected words define the

same element in G. If each element of G is represented

by a unique collected word, then we call the considered

polycyclic presentation consistent.

It is not difficult to observe that each polycyclic group

has a consistent polycyclic presentation. The consistency

of a polycyclic presentation can be checked using the fol-

lowing lemma.

Lemma 2.1. A polycyclic presentation with generators

(g1, . . . , gn) and exponents (r1, . . . , rn) is consistent if

and only if the words on the righthand sides and the left-

hand sides of the following equations yield the same col-

lected word, where the subwords in brackets are collected

first. ([Sims 94, page 424])

gk(gjgi) = (gkgj)gi for k > j > i

(g
rj
j )gi = g

rj−1
j (gjgi) for j > i, j ∈ I

gj(g
ri
i ) = (gjgi)g

ri−1
i for j > i, i ∈ I

(grii )gi = gi(g
ri
i ) for i ∈ I

gj = (gjg
−1
i )gi for j > i, i 6∈ I

In our later applications we usually have a consis-

tent polycyclic presentation for the considered groups

given. For example, for almost-crystallographic groups

described by unipotent-by-finite rational matrix repre-

sentations, such a presentation can be determined easily.
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2.2 Parameterized Polycyclic Presentations

In this section, we investigate polycyclic presentations in

which the relations may incorporate certain indetermi-

nates. We will show that such presentations can be used

to describe extensions of polycyclic groups in a compu-

tationally useful form. We consider a group F which is

given by the consistent polycyclic presentation

F = h f1, . . . , fm | ffji = vi,j(fj+1, . . . , fn)

for 1 ≤ j < i ≤ m,
f
f−1
j

i = vj,i(fj+1, . . . , fm)

for 1 ≤ j < i ≤ m, j 6∈ I
frii = vi,i(fi+1, · · · , fm)

for i ∈ I i

and an F -module M of the form M ∼= Zd. Each exten-
sion G of M by F has a consistent polycyclic presenta-

tion on generators g1, . . . , gm,m1, . . . ,md such that M

is generated by m1, . . . ,md (we identify M with a sub-

group of G) and giM = fi for 1 ≤ i ≤ m. Suppose

that the F -module structure of M is given explicitly via

F → GL(d,Z) : fi 7→ Fi and denote F
−1
i = Ei. Then

we obtain a consistent polycyclic presentation of G with

relations of the following three types:

(R1) g
gj
i = vi,j(gj+1, . . . , gm)ti,j(m1, . . . ,md)

(1 ≤ j < i ≤ m),
g
g−1j
i = vj,i(gj+1, . . . , gm)tj,i(m1, . . . ,md)

(1 ≤ j < i ≤ m, j 6∈ I),
grii = vi,i(gi+1, . . . , gm)ti,i(m1, . . . ,md)

(i ∈ I).

(R2) m
gj
i = m

Fj,i,1
1 · · ·mFj,i,d

d (1 ≤ i ≤ d, 1 ≤ j ≤ m),
m
g−1j
i = m

Ej,i,1
1 · · ·mEj,i,d

d

(1 ≤ i ≤ d, 1 ≤ j ≤ m, j 6∈ I).

(R3) m
m±1
j

i = mi (1 ≤ j < i ≤ d).

The relations of type (R3) are relations of M . The rela-

tions of type (R2) reflect the action of G on M and thus

are determined by the F -module structure of M only.

We study the relations of type (R1) in more de-

tail. In general, as observed in Section 2.1, the

righthand sides of these relations have the form

wi,j(gj+1, . . . , gm,m1, . . . ,md). Since M is an abelian

normal subgroup of G, we can rewrite these righthand

sides such that

wi,j(gj+1, . . . , gm,m1, . . . ,md) =

vi,j(gj+1, . . . , gm) ti,j(m1, . . . ,md).

Then the relations of type (R1) exhibit the given poly-

cyclic presentation of the factor group F ∼= G/M . Fur-

ther, the tails ti,j of these relations are words in the gen-

erators of M . Let T be the set of those index pairs (i, j)
such that ti,j is defined and denote l = |T | ≤ m2. Since

M is free abelian, the tails are of the form

ti,j(m1, . . . ,md) = m
ti,j,1
1 · · ·mti,j,d

d for (i, j) ∈ T

and thus each tail ti,j can be identified with an element

of M ; this element is uniquely defined by the relations

of F , the module structure of M and the extension G.

We denote t = (ti,j | (i, j) ∈ T ) ∈ M l the tailvector

consisting of all tails ti,j . We observe that this tailvector

is the only part in the above relations which depends

on the extension G. In summary, we have observed the

following lemma.

Lemma 2.2. If G is an extension of the free abelian

group M by the polycyclic group F , and a consistent

polycyclic presentation for F as well as the explicit F -

module structure for M is given, then G can be defined

by a consistent polycyclic presentation P (t) with gener-

ators g1, . . . , gm,m1, . . . ,md and relations R1(t), R2, R3,

where the relations depend on the given presentation for

F , the F -module structure forM , and the relations R1(t)

additionally depend on a tailvector t ∈M l.

Let T = (Ti,j | (i, j) ∈ T ) be a vector of l different in-
determinates which can take values in M . Then we can

consider the parameterized polycyclic presentation P (T )

obtained as in Lemma 2.2. Each extension G of M by F

can be defined by a specialization P (t) for some vector

t ∈ M l. Using the methods introduced in Section 2.1,

we can compute with a polycyclic presentation P (t) for

each t ∈M l. In the following, we observe that certain re-

stricted computations can be performed in P (T ) without

specifying the values t of T in M l.

In particular, we are interested in a collection algo-

rithm for P (T ). As a preliminary example, we collect

the word (gmg1)g1 in P (T ) assuming that 1,m 6∈ I and
using the relations righthand side vm,1 = gm:

(gmg1)g1 = (g1g
g1
m )g1 = (g1vm,1Tm,1)g1

= (g1gmTm,1)g1 = g
2
1g
g1
mT

g1
m,1

= g21(vm,1Tm,1)T
g1
m,1 = g

2
1(gmTm,1)T

g1
m,1

= g21gmT
1+g1
m,1 .

Hence we obtain a similar collected form as in Sec-

tion 2.1, but incorporating certain expressions in the
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indeterminates in T . To shorten notation, we denote

T = (T1, . . . , Tl) by taking an arbitrary ordering on the

Ti,j , and we recall that each Ti can take values inM only.

In particular, the indeterminates in T commute with each

other and with each element ofM . Then we can consider

a word in the generators of P (T ) as collected, if it is of

the form

ge11 · · · gemm ·mem+1

1 · · ·mem+d

d · T f11 · · ·T fll
where ei ∈ Z for 1 ≤ i ≤ m + d with 0 ≤ ei < ri if

ri < ∞ and fj ∈ ZF for 1 ≤ j ≤ l. With this notation
for collected words, the collection algorithm of Section 2.1

generalizes readily as shown in the above example.

2.3 Computing Low-Dimensional Cohomology Groups

Let F be a polycyclic group with an F -module M where

F acts from the right. In this section, we describe or

refer to methods for computing the cohomology groups

Hi(F,M) with 0 ≤ i ≤ 2. Although the algorithms

considered here apply to many types of modules M , we

restrict the following description to the case when M is

free abelian of finite rank d, since this is the case needed

in later applications. Thus the F -module structure of

M can be expressed using a homomorphism ψ : F →
GL(d,Z).
As usual, we define the i-th cohomology group as

H i(F,M) = Zi(F,M)/Bi(F,M). To compute cohomol-

ogy groups, we need to determine the groups of cocycles

Zi(F,M) and the groups of coboundaries Bi(F,M) using

a computationally useful representation for them.

2.3.1 Determining H 0(F,M ) and H 1(F,M ). The com-

putation of H0(F,M) is straightforward: B0(F,M) = 0

and Z0(F,M) = CM (F ), the fixed points inM under ac-

tion of F . Thus H0(F,M) = Z0(F,M) can be obtained

from generators for the image of the action homomor-

phism ψ.

The construction of H1(F,M) is not difficult either.

If F = hf1, . . . , fmi, then we can define Z1(F,M) →
Mn : δ 7→ (δ(f1), . . . , δ(fm)). This is a monomorphism of

abelian groups whose image is a subgroup ofMm ∼= Zdm.
In [Eick 01a], there are methods described to compute

bases for the images of Z1(F,M) and B1(F,M) under

this embedding. These images can be used to compute

the first cohomology group H1(F,M) explicitly.

2.3.2 Determining H 2(F,M ) and Extensions. The de-

termination of H2(F,M) and its relationship to comput-

ing extensions is described in [Eick 01b]. Since we want to

extend this method in later sections, we include a report

on the construction of Z2(F,M) here. First, we recall

the well-known correspondence between the second co-

homology group and extensions in the following lemma.

We refer to [Robinson 82] for more background on this

topic.

Lemma 2.3. Let F be a group with an F -module M .

(i) Each cocycle γ ∈ Z2(F,M) determines an exten-

sion Gγ of M by F . This extension can be writ-

ten as Gγ = {(f,m) | f ∈ F,m ∈ M} with multi-
plication (f,m)(h, n) = (fh, γ(f, h)mhn). Further,

M ∼= {(1,m) | m ∈M} and Gγ → F : (f,m) 7→ f is

an epimorphism.

(ii) Each extension G of M by F determines a cocycle

γ ∈ Z2(F,M) with respect to a transversal t : F → G

via γ(f, h) = t(fh)−1t(f)t(h) for all f, h ∈ F .

Let F be a polycyclic group which is defined by a

consistent polycyclic presentation and let M ∼= Zd be
an F -module. Then, as discussed in Section 2.2, each

extension G of M by F can be defined by a consistent

polycyclic presentation P (t) for some t ∈ M l. Hence if

a cocycle γ ∈ Z2(F,M) is given, then γ determines an

extension Gγ of M by F and this, in turn, determines a

vector t ∈ M l. Note that t ∈ M l is defined uniquely by

γ and thus we obtain a map

φ : Z2(F,M)→M l : γ 7→ t.

Lemma 2.4. The map φ is a homomorphism of abelian

groups with ker(φ) ≤ B2(F,M). Thus H2(F,M) ∼=
φ(Z2(F,M))/φ(B2(F,M)).

Proof: Let γ1, γ2 ∈ Z2(F,M). Then (γ1 γ2)(f, h) =

γ1(f, h) γ2(f, h), and thus Gγ1 γ2 has a polycyclic pre-

sentation of the type P (t1 t2) with ti = φ(γi) for i = 1, 2.

Thus φ(γ1 γ2) = t1 t2 = φ(γ1) φ(γ2) and φ is a homo-

morphism. Now let γ ∈ ker(φ). Then t = φ(γ) = 0.

Thus P (t) defines a split extension of M by F . Hence,

γ ∈ B2(F,M).

Our aim now is to determine a basis for the image of φ

and hence to obtain a representation for Z2(F,M). For

this purpose, we use the following lemma from [Eick 01b].

Lemma 2.5. Let P (T ) be a parameterized presentation
arising from a consistent polycyclic presentation for a

group F and an F -module M . Then t ∈ φ(Z2(F,M))

if and only if P (t) is consistent.
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It remains to determine those elements t ∈ M l such

that P (t) is a consistent polycyclic presentation. For

this purpose, we use the collection algorithm for P (T )

described in Section 2.2 to evaluate the relations of the

consistency check in Lemma 2.1. For each of these consis-

tency relations, we then obtain collected forms for their

right- and lefthand side. These yield equations of the

type

ge11 · · · gemm T f11 · · ·T fll = g
e01
1 · · · ge

0
m
m T

f 01
1 · · ·T f

0
l

l

for ei, e
0
i ∈ Z and fj , f 0j ∈ ZF . Since F is given by a

consistent polycyclic presentation, ei = e
0
i for 1 ≤ i ≤ m.

Hence the equation can be rewritten

T
f1−f 01
1 · · ·T fl−f

0
l

l = 1.

The elements t ∈M l for which P (t) is consistent are ex-

actly the solutions of these resulting equations for T . It

remains to solve this system of equations over the free

abelian group M . For this purpose, we identify M ∼= Zd
and switch to additive notation. Using the explicit F -

module structure of M , we can translate each coefficient

fi − f 0i ∈ ZF to an integral matrix in Md×d(Z). Thus
the obtained system of equations translates into a homo-

geneous system of linear equations over Z. This can be
solved readily using a Hermite normal form algorithm; we

obtain an explicit representation for φ(Z2(F,M)) ≤M l.

Example 2.6. We consider the infinite dihedral group F
given by its consistent polycyclic presentation hf1, f2 |
f21 = 1, ff12 = f−12 i. This group has a module M = Z2
on which F acts via ψ : F → GL(2,Z) defined by

ψ(f1) =

µ −1 0
0 1

¶
and ψ(f2) =

µ
1 1
0 1

¶
.

The corresponding parameterized polycyclic presentation

P (T ) has generators g1, g2, g3, g4 with g1 = (f1, 1), g2 =

(f2, 1), g3 = (1,m1) and g4 = (1,m2). The relations of

P (T ) of type (R1) read g
2
1 = T1 and g

g1
2 = g−12 T2.

We evaluate the consistency relations of Lemma 2.1 in

P (T ). There are two nontrivial relations that need to be

considered: g1(g
2
1) = (g21)g1 and g2(g

2
1) = (g2g1)g1. We

collect the right- and lefthand side of the first relation

and we obtain

g1(g
2
1) = g1T1 and (g21)g1 = T1g1 = g1T

g1
1 .

Thus we have to solve T g1−11 = 1. Similarly, we find for

the second consistency relation that T g2−11 T g1−g22 = 1.

Now we switch to additive notation and have to deter-

mine the nullspace of

A =

µ
g1 − 1 g2 − 1
0 g1 − g2

¶
.

To determine this nullspace explicitly, we use the ex-

plicit F -module structure for M ; that is, we consider

the homomorphism ψ : F → GL(2,Z) and extend it to
ψ : ZF →M2×2(Z) and then to matrices over ZF . This
can be used to derive an explicit representation for A as

A 7→ A =


−2 0 0 1
0 0 0 0
0 0 −2 −1
0 0 0 0

 .
The nullspace of A can now be computed easily as

ker(A) = h(0, 1, 0, 0), (0, 0, 0, 1)i ≤ Z4. Using the natural
homomorphism Z4 ∼=M2, we get φ(Z2(F,M)) ∼= ker(A).
Further, φ(B2(F,M)) = h(0, 2, 0, 0), (0, 0, 0, 1)i in this

example. Thus, in summary, H2(G,M) ∼= Z/2Z.

Remark 2.7. To determine φ(B2(F,M)), we recall that
a cocycle γ ∈ B2(F,M) defines a split extension of M
by F . Thus with t = φ(γ), we determine that the group

defined by P (t) contains a complement K to M . Such a

complement K is generated by g1n1, . . . , gmnm for cer-

tain n1, . . . , nm ∈ M , and this generating set for K ful-

fills the relations of F . The vectors t which exhibit such

a complement can be determined readily.

3. EXTENSIONS WITH CERTAIN PROPERTIES

In this section, we present algorithms to check if exten-

sions of Z by a polycyclic group F with certain proper-

ties exist. In particular, we are interested in extensions

which are torsion-free or which fulfill a condition on their

Fitting subgroup. These properties are inspired by the

topological questions we deal with later in this paper.

Since F is polycyclic, there exist only finitely many

normal subgroups of index 2 in F . Hence there are only

finitely many module actions that F can induce on Z.
Thus, to find a certain extension of Z by F , we can con-
sider each of these module actions successively and check

if an extension of the desired type exists for a fixed mod-

ule structure.

We can assume that we have an F -module M ∼= Z.
To find an extension with a certain property, we search

for an element of H2(F,M) which yields such an exten-

sion. Note that H2(F,M) may be infinite, and thus we

cannot simply check the considered property for each of

the extension classes of M by F .
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3.1 Torsion-Free Extensions

Let F be a polycyclic group with an F -module M of the

form M ∼= Z. If F is torsion-free, then each extension of
M with F is torsion-free. But if F contains torsion, then

at least the split extension of M by F will also contain

torsion. Our aim in this section is to describe a method

to check if there exists a torsion-free extension ofM by F .

The following lemma yields the basic underlying ob-

servation. It uses the fact that a polycyclic group has

only finitely many conjugacy classes of finite subgroups.

Lemma 3.1. Let G be an extension of M ∼= Z by F

written as G = {(f,m) | f ∈ F,m ∈ M}. We identify
M with {(1,m) | m ∈ M}. Let {H1, . . . , Hs} be a set of
conjugacy class representatives for the subgroups of prime

order in F .

(i) If there exists a finite, noncyclic subgroup H ≤ F ,
then G contains torsion.

(ii) If CM (Hi) 6= M for some i ∈ {1, . . . , s}, then G
contains torsion.

(iii) Suppose that CM (Hi) =M for 1 ≤ i ≤ s and denote
Hi = hhii with order pi. Then G contains torsion if

and only if (hi, 1)
pi ∈Mpi for some i ∈ {1, . . . , s}.

Proof: As a first step, we investigate a torsion-free exten-

sion G ofM by a finite group H. Let L = CG(M), where

M is embedded as a subgroup in G. SinceM ∼= Z, L has
index at most 2 in G. Further, L is a torsion-free central

extension of M by the finite group L/M . Thus L0 is a fi-
nite group and therefore L0 = 1. Hence L is abelian and,
since it is also torsion-free, L ∼= Z. If [G : L] = 2, then G
acts nontrivially onM and thus it acts nontrivially on L.

Hence G is isomorphic to the infinite dihedral group and

thus contains torsion–a contradiction. Thus G = L ∼= Z
and G is a central extension of M by a cyclic group H.

Parts (i) and (ii) follow directly from this preliminary

observation.

To prove (iii), we obseerve that if G contains torsion,

then there exists an element (g,m) ∈ G of prime or-

der, say (g,m)p = 1. Hence U = hgi is a subgroup of
order p in F and therefore conjugate to Hi for some i

with p = pi. Thus the extension of M by Hi splits, and

there exists an m ∈ M with (hi,m)
pi = 1. Since M

is central under the action of Hi, we can rewrite this

as 1 = (hi,m)
pi = (hi, 1)

pi(1,m)pi . In other words,

(hi, 1)
pi ∈Mpi , as desired. The converse is obvious.

Let P (T ) be the parameterized polycyclic presenta-

tion defined by a consistent polycyclic presentation of F

and the F -module M . In computing Z2(F,M), we com-

pute a set of linear conditions on T whose solution space

yields φ(Z2(F,M)) ≤ M l. Here we extend this proce-

dure for our purposes using the fact that the condition

in Lemma 3.1 can be checked within P (T ) as follows.

First, we determine the conjugacy classes of finite sub-

groups of F using the polycyclic-groups method of [Eick

01a]. If we find a non-cyclic finite subgroup in F , then

Lemma 3.1 (i) yields that no torsion-free extension ex-

ists. If all finite subgroups are cyclic, then we consider

the finite subgroups of prime order with representatives

{H1, . . . , Hs} in F . By Lemma 3.1 ii), we obtain that
each extension of M by F contains torsion if one of the

subgroupsHi is acting nontrivially onM . In this case, we

can stop the computation, returning that no torsion-free

extension exists.

Thus we assume now that all subgroups Hi centralize

M . We apply Lemma 3.1 (iii) to check whether a torsion-

free extension ofM by F exists. For this purpose, we use

the collection algorithm in P (T ) to determine a collected

word for each element (hi, 1)
pi ∈ P (T ). Since hpii = 1 in

F , we obtain that such a collected word is of the form

wi(T ) = T
fi,1
1 · · ·T fi,ll with fi,j ∈ ZF . As indicated by

Lemma 3.1 (iii), we now solve the equations wi(T ) ≡
1 modMpi for 1 ≤ i ≤ s over φ(Z2(F,M)) ≤ M l. For

each of these equations, we obtain a solution subgroup

Si ≤ φ(Z2(F,M)) ≤ M l. These yield the desired result

as summarized in the following lemma.

Lemma 3.2. Let M ∼= Z be an F -module. Let

{H1, . . . , Hs} be a set of conjugacy class representatives
of the subgroups of prime order in F and let S1, . . . , Ss
be their corresponding subgroups of φ(Z2(F,M)) deter-

mined as above.

(i) Let t ∈ φ(Z2(F,M)) and let Gt be the extension

of M by F defined by P (t). Then the group Gt is

torsion-free if and only if t 6∈ Sl
i=1 Si.

(ii) Denote o = lcm{|Hi| | 1 ≤ i ≤ s}. Then

φ(Z2(F,M))o ≤ Si for 1 ≤ i ≤ s.

Proof: Part (i) is an immediate consequence of the above

discussion and Lemma 3.1. Part (ii) follows directly from

the construction of the subgroups S1, . . . , Ss.

Thus torsion-free extensions of M by F exist if and

only if ∪si=1Si/S 6= φ(Z2(F,M))/S for S =
Ts
i=1 Si.
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Since each Si has finite index in φ(Z2(F,M)), their in-

tersection S has finite index as well. Hence it remains to

solve a covering problem in a finite group. A method to

determine the cardinality of ∪si=1Si/S can be obtained
from the well-known inclusion-exclusion principle based

on |A ∪B| = |A|+ |B|− |A ∩B| for finite sets A and B.
We summarize the results obtained in this section in

the following theorem. An extended version of this the-

orem for M ∼= Zd is also described in [Dekimpe and
Eick 01b].

Theorem 3.3. Let F be a polycyclic group and M an

F -module with M ∼= Z. Then there exists an algorithm
to check if there exists a torsion-free extension G of M

by F .

3.2 Extensions with a Minimal Fitting Centre

Let F be a polycyclic group with an F -module M of

the form M ∼= Z such that Fitt(F ) centralizes M . Then
each extension G of M by F satisfies M ≤ Fitt(G) and
Fitt(G)/M ∼= Fitt(F ), since Fitt(F ) centralizesM . Thus
M ≤ Z(Fitt(G)). We want to check if an extension G
withM = Z(Fitt(G)) exists. The following lemma yields

the basis of our approach to this problem.

Lemma 3.4. Let G be an extension of M ∼= Z by F

such that M is central under the action of Fitt(F ). As

above, we denote G = {(f,m) | f ∈ F,m ∈ M} and
we identify M with {(1,m) | m ∈ M}. We write

Fitt(F ) = ha1, . . . , asi and we consider a minimal gen-
erating set b1, . . . , br of Z(Fitt(F )). We define ci,j =

[(bi, 1), (aj , 1)] ∈ M . Then Z(Fitt(G)) = M if and only

if the matrix (ci,j) ∈M r×s ∼= Zr×s has rank r.

Proof: Suppose that (b,m) ∈ Z(Fitt(G)) with b =

be11 · · · berr and m ∈ M . Then 1 = [(b,m), (aj , 1)] =

ce11,j · · · cejr,j and (e1, . . . , er) is in the nullspace of (ci,j).
A nontrivial vector (e1, . . . , er) exists if and only if

rk(ci,j) < r.

We use Lemma 3.4 to check if an extension G ofM by

F withM = Z(Fitt(G)) exists. For this purpose, we first

determine generators a1, . . . , as for Fitt(F ) and genera-

tors b1, . . . , br for Z(Fitt(F )) using the polycyclic-groups

methods of [Eick 01b]. Then we collect the elements ci,j
in a parameterized polycyclic presentation P (T ) obtained

by extending a consistent polycyclic presentation of F .

Each element ci,j has a collected form of the type

ci,j(T ) = T
fi,j,1
1 · · ·T fi,j,ll with fi,j,l ∈ ZF , since [bi, aj ] =

1 in F . The action of F on M is given via a homo-

morphism F → GL(1,Z) ∼= {−1, 1} and hence we can
identify each element fi,j,l ∈ ZF with an element in Z.
Switching to additive notation, we can identify ci,j(T )

with a Z-linear combination of the indeterminates in
T . We collect these linear combinations in a matrix

F (T ) = (ci,j(T )).

We have to check whether there exists a vector t ∈
φ(Z2(F,M)) ≤ M l such that F (t) has rank r. First we

determine a generating set of φ(Z2(F,M)) of, say length

m, and rewrite F (T ) such that it becomes a matrix in

m indeterminates T 1, . . . , Tm which correspond to the

generators of φ(Z2(F,M)). Recall that F (T ) is a (r×s)-
matrix. If s < r, then for all t we obtain that F (t) cannot

have rank r. Hence we assume in the following that s ≥ r.

Lemma 3.5. Let F1(T ), . . . , Fe(T ) be the set of all

r × r submatrices in F (T ). Then there exists a

t ∈ φ(Z2(F,M)) with rkF (t) = r if and only ifPe
i=1(det(Fi(T )))

2 6= 0.

Proof: F (t) has rank r if and only if one of its r × r-
submatrices Fi(t) has rank r. In turn, rkFi(t) = r if and

only if det(Fi(t)) 6= 0. Consider the polynomial f(T ) =Pe
i=1(det(Fi(T )))

2 in the indeterminates in T . If f(T ) 6=
0, then there exist values t ∈M l = Zl such that f(t) 6= 0.
Thus (det(Fi(t)))

2 6= 0 for at least one i. And hence

det(Fi(t)) 6= 0 as well.

In the special case that Fitt(F ) is abelian, we can

choose the considered generators such that r = s and

bi = ai. Then F (T ) is a (r × r)-matrix satisfying

fi,j(T ) = −fj,i(T ). Thus F (t) has rank r for some t

if and only if det(F (T )) 6= 0. It remains to determine

the multivariate polynomial det(F (T )) and check if it is

identically zero.

In summary, we have proved the following theorem in

this section.

Theorem 3.6. Let F be a polycyclic group and M ∼= Z a
ZF -module which is centralized by Fitt(F ). Then there
exists an algorithm to check whether there exists an ex-

tension G of F by M with Z(Fitt(G)) =M .

3.3 Torsion-Free Extensions with a Minimal
Fitting Centre

In this part, we will combine the results of the two previ-

ous sections. We show for a given F -module M ∼= Z that
if there exists a torsion-free extension of M by F and an

extension G with Z(Fitt(G)) =M , then there also exists

an extension E which is both torsion-free and satisfies
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Z(Fitt(E)) = M . In the proof of this observation, we

use the following lemma.

Lemma 3.7. Let f(T1, . . . , Tm) be a nonzero polynomial
in m variables over C. Further, let a1, . . . , am ∈ Z and
o1, . . . , om ∈ N. Then there exist b1, . . . , bm ∈ Z such

that f(b1, . . . , bm) 6= 0 and bi ≡ ai mod oi for all i ∈
{1, 2, . . . , n}.

Proof: This lemma is easily proved by induction on the

number of variables, m.

Theorem 3.8. Let F be a polycyclic group and let M ∼= Z
be an F -module which is centralized by Fitt(F ). If G1
and G2 are two extensions of M by F such that G1 is

torsion-free and Z(Fitt(G2)) = M , then there exists an

extension G of M by F such that G is torsion-free and

Z(Fitt(G)) =M .

Proof: Let {t1, . . . , tm} be a generating set of

φ(Z2(F,M)). Using additive notation, we obtain that

each t ∈ φ(Z2(F,M)) can be written as a linear combi-

nation t = e1t1 + · · ·+ emtm with ei ∈ Z. We denote by
Gt the extension of M by F defined by P (t).

By Lemma 3.5, there exists a polynomial

f(T 1, . . . , Tm) such that f(e1, . . . , em) 6= 0 if and

only if Z(Fitt(Gt)) = M for t = e1t1 + · · · + emtm. We
observe that f is not identically zero, since G2 is an

extension with Z(Fitt(G2)) = M . Further, let o denote

the least common multiple of the orders of the finite

subgroups of F and let s = a1t1 + · · · + amtm be an

element determining the torsion-free extension Gs = G1.

By Lemma 3.7, there exist elements b1, . . . , bm ∈ Z
such that f(b1, . . . , bm) 6= 0 and bi ≡ ai mod o. Let

r = b1t1 + · · · bmtm ∈ φ(Z2(F,M)). Then Gr fulfills

Z(Fitt(Gr)) =M and, by Lemma 3.2, Gr is torsion-free.

4. COMPUTING BETTI NUMBERS

As a first application of our computational methods, we

will show how to compute some of the (co)homology

groups and Betti numbers of a compact K(G, 1)-

manifold, in case G is a torsion-free polycyclic group.

If the Hirsch length of G is at most 6, then we can

compute all Betti numbers of the corresponding mani-

fold K(G, 1). For details on Betti numbers we refer the

reader to [Brown 82].

Let G be a fixed torsion-free polycyclic-by-finite group

and let M be a compact K(G, 1)-manifold. Recall that

there exists such a M and dim(M) = h(G). It is well

known that the (co)homology of the manifold M coin-

cides with the (co)homology of the group G, and there-

fore the i-th Betti number of M is given by

βi(M) = rankHi(G,Z) = rankH i(G,Z)

where Z is a trivial G-module and rank denotes the

torsion-free rank of an abelian group. Moreover, the

Euler characteristic of M is the same as the Euler char-

acteristic of the group G and is given by

χ(M) = χ(G) =

h(G)X
i=0

(−1)iβi(M).

Lemma 4.1. Let G be a nontrivial torsion-free polycyclic-
by-finite group, then χ(G) = 0.

Proof: Let us first prove this result for groups which are

poly-Z. If h(G) = 1, then G ∼= Z and the lemma is

obvious. If h(G) > 1, we can find a normal subgroup N

of G with G/N ∼= Z. It is known (see [Brown 82]) that
χ(G) = χ(N)χ(Z) = 0. IfG is a more general torsion-free
polycyclic-by-finite group, we can find a normal subgroup

N which is of finite index in G and which is poly-Z.
Using the fact that χ(G) = χ(N)/[G : N ], we find that

χ(G) = 0.

For an n-dimensional compact K(G, 1) manifold M ,

there is a nice connection between the i-th cohomology

groups and the (n−i)-th homology groups. Let M̃ be the

universal covering manifold of M . Then M̃ is orientable

and we denote the orientation module of M̃ by D. The

moduleD is isomorphic to Z and the action of an element
g ∈ G on M̃ induces an action on D as follows: g acts as

+1 (resp. −1) on D iff the action of g on M̃ is orientation

preserving (respectively reversing). So, G acts trivially

on M̃ if and only if M is orientable. We now have the

following lemma ([Brown 82], [Dekimpe 96]):

Lemma 4.2. Let G be the fundamental group of a compact
n-dimensional K(G, 1)-manifold with associated orienta-

tion module D and let Z be the trivial G-module, then

∀i ∈ {0, 1, 2, . . . , n} : Hi(G,D) ∼= Hn−i(G,Z).

To make use of this lemma, we need to be able to

compute the action of G on D. For this purpose, we

determine a series

G∗ : G = G1 ¤G2 ¤ . . .¤Gc ¤Gc+1 = 1 (for some c)

(4—1)
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of normal subgroups of G whose factors are either free

abelian or finite. Such a sequence of normal subgroups

exists (but is far from unique) in each polycyclic-by-finite

group. Let us refer to such a normal series as a ffa-series

(finite or free abelian quotients). As examples of such

ffa-series, we mention the torsion-free filtrations used in

[Dekimpe 96] and [Dekimpe and Igodt 97] and the efa-

series (elementary or free abelian quotients) which can

be computed effectively using the methods in [Eick 01a]

or [Eick 01b].

Let J ⊆ {1, . . . , c} be the set of those indices with
Gi/Gi+1 free abelian. Each element g ∈ G induces an

automorphism on each free abelian quotient Gi/Gi+1
by conjugation. Choosing free generators for Gi/Gi+1,

we can describe this automorphism as a matrix Ai(g) ∈
Aut(Gi/Gi+1). Thus, for each g ∈ G, we can define

or(g) =
Y
i∈J

det(Ai(g)) ∈ {1,−1}.

If J = ∅ and thus G is finite, then we let or(g) = 1 for all
g ∈ G. This number or(g) is independent of the choice of
generators for the free abelian quotients Gi/Gi+1. Fur-

ther, or(g) is also independent on the choice of the ffa-

series G∗ of G. This can be observed easily using the
fact that or(g) defines the action of G on the orientation

module D and the results of the following theorem.

Theorem 4.3. Let G be any polycyclic-by-finite group

(not necessarily torsion-free) equipped with a ffa-series

G∗. Then G admits a properly discontinuous action on

Rh(G) such that the action of any element g ∈ G is ori-

entation preserving if and only if or(g) = 1.

Proof: We proceed by induction on the length c of the

ffa-series G∗ of G. If this length c = 0, the group G is

finite and so h(G) = 0, Rh(G) is a point and the trivial
action of G on this point satisfies the statement of the

theorem.

Assume now that c > 1 and that the theorem is

valid for polycyclic-by-finite groups having a ffa-series of

smaller length. Let G∗ (as in (4—1)) be a ffa-series of
length c for G. Then we denote Ḡ = G/Gc and note that

the induced series

Ḡ∗ : Ḡ1 = Ḡ¤ Ḡ2 = G2/Gc ¤ · · ·¤ Ḡc−1
= Gc−1/Gc ¤ Ḡc = Gc/Gc = 1

is a ffa-series of Ḡ of length c − 1. We also denote the
natural projection of an element g ∈ G to Ḡ by ḡ. We

now distinguish two cases.

Case 1: Gc is finite. In this case, or(g) = or(ḡ) for all

g ∈ G. (where, of course, or(g) is computed via G∗
and or(ḡ) is obtained form Ḡ∗). Moreover, by the in-
duction hypothesis, we know that Ḡ admits a properly

discontinuous action on Rh(Ḡ) such that the action of
ḡ is orientation-preserving if and only if or(ḡ) = 1. As

h(G) = h(Ḡ), we can use this action to let G act on Rh(G)
and the conditions of the theorem will be satisfied.

Case 2: Gc is free abelian. In this case, Gc ∼= Zkc and
one can easily observe that or(g) = det(Ac(g)) · or(ḡ).
By the induction hypothesis, we know that there exists a

properly discontinuous action of Ḡ on Rh(Ḡ) such that for
any ḡ ∈ Ḡ, or(ḡ) = ±1 depending upon the fact whether
or not the action of ḡ is orientation-preserving or not.

From the work of P. Conner and F. Raymond on Seifert

Fibre Spaces (see [Conner and Raymond 71], [Conner and

Raymond 77], but be careful because in this work left

actions are used), we know that there exists a properly

discontinuous action of G on Rkc × Rh(Ḡ) = Rh(G), such
that g acts in the following way:

∀x ∈ Rkc , ∀y ∈ Rh(Ḡ) : (x, y)g = (xAc(g) + hg(y), yḡ),

for some map hg : Rh(Ḡ) → Rkc . It is now obvious that
the action of g is orientation-preserving if and only if

det(Ac(g)) · or(ḡ) = 1 = or(g).

Remark 4.4. If G is a torsion-free polycyclic group, the

action constructed in Theorem 4.3 will be fixed-point

free and the quotient space Rh(G)/G will be a compact

K(G, 1)-manifold, with universal cover Rh(G). The ac-
tion of an element g ∈ G on the orientation module D is

therefore given by or(g).

Definition 4.5. For any polycyclic-by-finite group G (not
necessarily torsion-free), we will say that G is orientable

iff ∀g ∈ G : or(g) = +1

Theorem 4.6. Let G be a torsion-free polycyclic group of

Hirsch length h(G) = n, then we can compute βi(G) for

i ∈ {0, 1, n− 2, n− 1, n} using the following descriptions
for these Betti numbers.

i 0 1 2

βi(G) 1 rank G/G0 rank H2(G,Z)
i n-2 n-1 n

βi(G) rank H2(G,D) rank H1(G,D) rank H0(G,D)

Thus, if n ≤ 5, then this yields a method to determine

all Betti numbers of G. Additionally, if n = 6, then we

also can compute all Betti numbers of G using the Euler

characteristic.
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Proof: For each G, we have H0(G) ∼= Z and H1(G) =
G/[G,G] yielding βi(G) for i = 0, 1. The second Betti

number β2 is by definition the rank of H
2(G,Z). Then

using Hn−i(G) = H i(G,D) yields βi(G) for i = n−2, n−
1, n. Finally, for the case n = 6, we can compute β3 using

the fact that the Euler characteristic of G is 0.

Note that β1 can also be computed as the rank of

H1(G,Z).
An algorithm to determine the Betti numbers

β0,β1,βn−1 and βn for virtually nilpotent groups has also
been described in [Dekimpe 96].

Example 4.7. This method can be used to deter-

mine the Betti numbers for all torsion-free polycyclic 4-

dimensional crystallographic groups. On average, such a

computation takes about 0.1 to 0.5 sec. For example, it

takes 0.1 sec to determine the Betti numbers

β(G) = (1, 0, 1, 2, 0)

for the 4-dimensional crystallographic group G of type

04/03/01/06 ([Brown et al. 78]) . This group is torsion-

free and its point group is the elementary abelian group

of order 4. Its orientation module is nontrivial.

5. ALMOST BIEBERBACH GROUPS

Another area where we can apply our computational

knowledge is in the study of almost crystallographic

groups. Let us briefly recall the setting in which these

groups arise. The reader can find details and more infor-

mation in [Dekimpe 96] and its references. Although one

mostly uses left actions in this setting, we continue to

use right actions, in order to remain consistent with the

rest of the paper. Let L be a connected and simply con-

nected nilpotent Lie group and let Aff(L) = Aut(L) L

be the affine group of L. There is a natural right action

of Aff(L) on L:

∀l, l0 ∈ L, ∀α ∈ Aut(L) : l(α,l0) = lαl0.

Definition 5.1. Let C be a compact subgroup of Aut(L).
Then a discrete and cocompact subgroup G of C L is

called an almost crystallographic group. Moreover, if G is

torsion-free, the group G is said to be almost Bieberbach.

Note that for L = Rn and C = O(n) (the orthogonal
group), the almost crystallographic (respectively Bieber-

bach) groups are exactly the classical crystallographic

(respectively Bieberbach) groups.

If G is an almost Bieberbach group, the quotient space

L/G is a manifold which is called an infra-nilmanifold.

For any almost crystallographic group G, N = G∩L is a
uniform lattice of L and F = G/N is a finite group, the

holonomy group ofG. It follows thatN is a finitely gener-

ated torsion-free nilpotent group. Moreover, N is a max-

imal nilpotent subgroup of G and hence N = Fitt(G).

Definition 5.2. Let N be a finitely generated, torsion-

free nilpotent group. A group extension 1→ N → G→
F → 1 is said to be essential if N is maximal nilpotent

in G and F is finite.

Every almost crystallographic group fits into an essen-

tial extension. But also the converse is true: Every group

G arising in an essential extension can be realized as an

almost crystallographic group. The Lie group L needed

for this G will be the Mal‘cev completion of N = Fitt(G).

In [Dekimpe 96], all almost Bieberbach groups of

Hirsch length at most 4 have been classified. A key ob-

servation for this classification is due to K.B. Lee and it

uses the notion of isolators defined as follows:

Definition 5.3. Let G be a group and H ≤ G. The

isolator of H in G is defined by

G
√
H =

©
g ∈ G | gk ∈ H for some integer k > 0

ª
.

If G is any group, then G
p
γc(G) is a characteristic

subgroup of G and G/ G
p
γc(G) is nilpotent of class at

most c− 1. We can now formulate Lee’s observation.

Lemma 5.4. ([Lee 88] and [Dekimpe 96, Lemma 2.4.2])
Let N be a finitely generated, torsion-free c-step nilpotent

group with c > 1. Define Z = N
p
γc(N). Then for any

finite group F ,

1→ N → G→ F → 1 is essential

m
1→ N/Z → G/Z → F → 1 is essential.

This lemma yields the commutative diagram shown

in Figure 1. The commutative diagram shows that any

almost crystallographic group G with Fitting subgroup

N arises as an extension 1→ Z → G→ G/Z → 1 where

G/Z is an almost crystallographic group having N/Z as

Fitting subgroup. Moreover, this extension induces an

action of G/Z on Z by conjugation in G in such a way

that N/Z acts trivially on Z. Therefore, the action of

G/Z on Z factors through the finite holonomy group F .
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FIGURE 1. Reduction diagram.

5.1 Classifying 4-Dimensional Almost Bieberbach
Groups, Revisited

A classification of all almost Bieberbach groups of Hirsch

length at most 4 was obtained in [Dekimpe 96]. By a

“classification,” we mean a list containing all possible

isomorphism types exactly once. In this section, we ex-

plain how most of the work of this classification can now

be redone in an automatic way. Moreover, we found that

there is one family of almost Bieberbach groups which is

missing in [Dekimpe 96].

An almost Bieberbach group G of Hirsch length 4 fits

into an essential extension 1→ N → G→ F → 1, where

N is a nilpotent group of Hirsch length 4. If N is abelian,

then G is a 4-dimensional crystallographic group. These

crystallographic groups have been classified in [Brown et

al. 78]. Thus we can assume here that N is nilpotent,

but nonabelian, and hence N can be of class 2 or 3. The

case, N is of class 3, is a small case that can be dealt

with readily. We refer to [Dekimpe 96] for details on this

case.

In the following, we consider the case that N is of

class 2, and we show that the almost Bieberbach groups

G having such a group N as Fitting subgroup can be

determined using the algorithmic methods of the first

part of this paper. We summarize the properties of N

and G in this case in the following:

Lemma 5.5. Let G be an almost Bieberbach group with

N = Fitt(G) of class 2 and Hirsch length 4. Then

• Z = N
p
[N,N ] ∼= Z.

• Q = G/Z is a 3-dimensional crystallographic group

whose finite subgroups are cyclic.

• Each element of finite order in Q acts trivially on Z
and Fitt(Q) centralizes Z.

Proof: The group N is a torsion-free nilpotent group of

Hirsch length 4 and class 2. Thus [N,N ] ∼= Z and also
N
p
[N,N ] ∼= Z. By the definition of isolators, this yields

N/Z ∼= Z3. By Lemma 5.4, Q = G/Z is a crystallo-

graphic group of dimension 3. Further, using Lemma 3.1,

we observe that all finite subgroups of Q must be cyclic

and the elements of finite order in Q act trivially on Z.

Clearly, also Fitt(Q) centralizes Z.

These properties can be used to obtain an algorithm

to determine all 4-dimensional almost Bieberbach groups

with such a group N as Fitting subgroup as follows: We

start with a list of isomorphism-type representatives for

the 3-dimensional crystallographic groups Q. Note that

these groups are all polycyclic, and thus we can apply

the methods of Section 3. to determine their cohomology

groups and check for torsion-free extensions with a mod-

ule Z ∼= Z. By Lemma 5.4, each such extension defines
an almost Bieberbach group G and the Fitting subgroup

of G has Hirsch length 4. It remains to reduce to those

extensions whose Fitting subgroup has class 2; that is,

whose Fitting subgroup is nonabelian. A test for this

purpose is obtained from the following lemma.

Lemma 5.6. Let Q be a group containing a free abelian

group T ∼= Zn of finite index. Let ϕ : Q → Aut(Zk)
be an action of Q on Zk with ϕ(T ) = 1. Assume that

α ∈ H2(Q,Zk) determines an extension 1→ Zk → G
p→

Q → 1. Then the full preimage p−1(T ) is abelian if and
only if α is of finite order in H2(Q,Zk).

Proof: The induced extension

1→ Zk → p−1(T )→ T → 1 (5—1)

corresponds to res(α) ∈ H2(T,Zk) ∼= Zkn(n−1)2 , where res

denotes the well-known restriction map res:H2
ϕ(Q,Zk)→

H2(T,Zk). It is easy to see that a (central) extension of
T by Zk is abelian if and only if it corresponds to the
zero element of H2(T,Zk). Thus the extension (5—1) is
abelian if and only if res(α) = 0.

As T is of finite index in Q, we can also consider the

corestriction map cor: H2(T,Zk) → H2(Q,Zk) and we
know that the composition cor ◦ res is just multiplication
by the index [Q : T ].

Hence, if p−1(T ) is abelian, (cor◦ res)(α) = cor(0) = 0
showing that the order of α is finite. On the other hand,

if the order of α is finite, then necessarily res(α) = 0,

showing that p−1(T ) is abelian.
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AlmostBieberbachExtensions( Q )
determine the finite subgroups of Q
if Q has a non-cyclic finite subgroup then

return the empty set
end if
initialize E as the empty list
determine all Q-modules Z ∼= Z centralized

by Fitt(Q) and all finite subgroup of Q
for each such module Z do

compute H2(Q,Z)
determine T ⊆ H2(Q,Z) the set

of elements of infinite order
determine S ⊆ H2(Q,Z) corresponding to

the non-torsion-free extensions
append T \ S to the list E

end for
return E

FIGURE 2. Determining almost Bieberbach extensions.

We determine the almost Bieberbach groups G whose

Fitting subgroup N is of class 2 and Hirsch length 4 by

applying the methods in Figure 2 to the 219 representa-

tives for the 3-dimensional crystallographic groups Q.

Within this method, we determine the finite subgroups

of the polycyclic group Q as described in [Eick 01a]. Fur-

ther, the desired modules Z can be computed as discussed

in the beginning of Section 3. Since H2(Q,Z) is a finitely

generated abelian group, it contains a torsion subgroup

A. Each element of infinite order in H2(Q,Z) is con-

tained in a complement to A in H2(Q,Z). Thus the set

T of all elements of infinite order can be determined as

the union of the (finitely many) complements to A in

H2(Q,Z). Further, the set S describing the non-torsion-

free extensions is a union of subgroups of H2(Q,Z) as

observed in Section 3.1. Thus T and S can be deter-

mined explicitly and T \ S corresponds to the set of the
desired almost Bieberbach extensions.

Remark 5.7. In applying the algorithm “AlmostBieber-

bachExtensions” to classify extensions, it remains to re-

duce the obtained list of extensions to isomorphism type

representatives. For this purpose, we use case-by-case

arguments.

In applying this algorithm, we consider the 219 repre-

sentatives of the 3-dimensional crystallographic groups.

First, we observe that 84 of them have only cyclic finite

subgroups. For these 84 groups, we obtain a list of 74

modules Z which lead to almost Bieberbach extensions

of the desired type. A table containing more detailed

information on these 74 modules is given in Appendix A.

5.2 Infra-Nilmanifolds Modeled on Heisenberg
Lie Groups

Recently, there has been interest in infra-nilmanifolds

modeled on Heisenberg Lie groups ([Dekimpe et al. 95],

[Lee 00], [Lee and Szczepański 00]). These are built using

almost Bieberbach groups living inside the affine group

Aff(L) of a Heisenberg Lie group.

Definition 5.8.

a) A connected and simply connected Lie group L is

said to be a Heisenberg Lie group if L is 2-step nilpo-

tent and Z(L) = [L,L] is 1-dimensional.

b) A Lie algebra l over a field F is said to be a Heisen-

berg Lie algebra if and only if l is 2-step nilpotent

and Z(l) = [l, l] is 1-dimensional.

Of course, a connected and simply connected Lie group

is Heisenberg if and only if the corresponding Lie algebra

is Heisenberg.

In this section, we will first examine these Heisenberg

Lie groups in more detail and then apply this knowledge,

together with our computational method, to show that

the results of [Lee and Szczepański 00] and [Lee 00] can

be checked and extended using our algorithmic methods.

5.2.1 Automorphisms of Heisenberg Lie algebras.
Proposition 5.9. Let l be a Heisenberg Lie algebra over a
Field F and let ϕ ∈ Aut(l) be an automorphism which is

diagonalizable over F . Then there exists a vector space

basis X1, X2, . . . , Xn, Y1, Y2, . . . , Yn, Z of eigenvectors of

ϕ with

∀i : [Xi, Yi] = Z, ∀i, j with i 6= j : [Xi, Yj ] = 0,
∀i, j : [Xi, Xj ] = [Yi, Yj ] = 0, ∀i : [Xi, Z] = [Yi, Z] = 0

Proof: Let Z be any nonzero vector of Z(l). As Z(l)

is invariant under ϕ and is also 1-dimensional, we can

conclude that Z is an eigenvector of ϕ.

Now, let X1 be any eigenvector which is linearly inde-

pendent from Z. There must exist another eigenvector

Y1 of ϕ such that [X1, Y1] 6= 0; otherwise X1 would be in
the center of l, which is impossible (remember that ϕ is

supposed to be diagonalizable, i.e., has a basis of eigen-

vectors). By eventually rescaling Y1, we may assume that

[X1, Y1] = Z.

Now, we construct the space l0 = {V ∈ l|[V,X1] =
[V, Y1] = 0}. As l0 contains Z(l) = [l, l], l0 is a sub Lie
algebra of l.
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Moreover, l0 = l1 ∩ l2, where

l1 = {V ∈ l | [V,X1] = 0} and l2 = {V ∈ l | [V, Y1] = 0}.

Note that l1 is, in fact, the kernel of the linear map λ :

l → Z(l) : V 7→ [V,X1]. The image of λ is Z(l), and

therefore, the kernel of λ, l1 is of codimension 1 in l.

Analogously, l2 is of codimension 1 in l. It follows that l
0

is of codimension 2 in l. In other words, as vector spaces,

we have l = hX1, Y1i ⊕ l0 where hX1, Y1i is the space
spanned by X1 and Y1.Moreover, l

0 is again a Heisenberg
Lie algebra (note that the center of l0 must coincide which
the center of l) which is invariant under ϕ. The proof now

finishes by an induction argument on the dimension.

Remark 5.10. For the identity automorphism, this propo-
sition is always applicable and, in fact, it shows that our

definition of Heisenberg Lie algebras corresponds to the

more standard definition used in [Goze and Khkimd-

janov 96].

As an immediate consequence of this proposition, we

get the following well-known result. (This is, in most

cases, assumed in the definition of a Heisenberg Lie alge-

bra.)

Corollary 5.11. Any Heisenberg Lie algebra (or Lie

group) is odd-dimensional.

Proposition 5.12. Let l be a Heisenberg Lie algebra over
R of dimension 2k + 1 and let ϕ ∈ Aut(l). Then
• If k is odd, ϕ is an orientation-preserving automor-
phism of the vector space l.

• If k is even, ϕ induces an orientation-preserving au-
tomorphism on l/[l, l].

Proof: First of all, note that Z(l) consists of eigenvectors

of ϕ with respect to some real eigenvalue λ.

Next, we consider the complexification lC = l ⊗ C
of l. The automorphism ϕ induces, in a unique way,

an automorphism ϕC of the complex Lie algebra lC.
Let us denote the induced automorphism on lC/[lC, lC]
by ϕ̄C. We need to show that det(ϕC) (respectively
det(ϕ̄C)) is a positive real number when k is odd (re-
spectively even). Using the multiplicative Jordan de-

composition of ϕC, we can write ϕC as a product ϕC =
ϕuCϕ

s
C where ϕuC is a unipotent automorphism, ϕsC is

a semi-simple automorphism and ϕuC and ϕsC commute
with each other. It follows that it is enough to prove

the proposition for ϕC semi-simple, i.e., diagonalizable.
In this case, we apply Proposition 5.9 to find a basis

X1, X2, . . . , Xk, Y1, Y2, . . . , Yk, Z of lC consisting of eigen-
vectors of ϕC with

∀i : [Xi, Yi] = Z, ∀i, j with i 6= j : [Xi, Yj ] = 0,

∀i, j : [Xi, Xj ] = [Yi, Yj ] = 0, ∀i : [Xi, Z] = [Yi, Z] = 0.
Note that ϕC(Z) = λZ (where λ is a real number). Now,

assume that ϕC(Xi) = αiXi and ϕC(Yi) = βiYi for some

complex numbers αi and βi. Using the fact that Z =

[Xi, Yi], we find that

λZ = ϕC(Z) = ϕC[Xi, Yi]

= [αiXi,βiYi] = αiβiZ ⇒ αiβi = λ.

It follows that

det(ϕC) = λ(α1β1)(α2β2) . . . (αkβk) = λk+1

and
det(ϕ̄C) = (α1β1)(α2β2) . . . (αkβk) = λk

proving the proposition.

We apply the results obtained so far to infra-

nilmanifolds and obtain the following description of their

underlying fundamental groups.

Lemma 5.13. The group G is the fundamental group of

an infra-nilmanifold of dimension 2k + 1 modeled on a

Heisenberg Lie group if and only if

• Z = Z(Fitt(G)) ∼= Z, and
• Q = G/Z is a 2k-dimensional crystallographic

group, and

• G is torsion-free.

Proof: An essential extension of the form 1→ N → G→
F → 1 determines an almost Bieberbach group corre-

sponding to an infra-nilmanifold modeled on a Heisen-

berg Lie group if and only if G is torsion-free and N =

Fitt(G) is a uniform lattice of a Heisenberg Lie group.

By [Segal 83, Proposition 5, page 265], one can see that

a group N is a uniform lattice of a Heisenberg Lie group

if and only if N is a finitely generated, torsion-free 2-

step nilpotent group with Z(N) ∼= Z. Thus also Z =
N
p
[N,N ] = Z(N) ∼= Z. It follows that any such G fits in

a short exact sequence 1 → Z → G → G/Z → 1 where

G/Z is an even-dimensional crystallographic group.
Conversely, any extension 1 → Z → G → G/Z → 1

of a free abelian group Z of finite rank by a crystal-

lographic group G/Z, satisfying Z ⊆ Z(Fitt(G)), is an
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almost crystallographic group, since Fitt(G) will be max-

imal nilpotent in G, as Fitt(G/Z) is maximal nilpo-

tent in G/Z, since G/Z is crystallographic. Further,

G/Fitt(G) ∼= (G/Z)/Fitt(G/Z) is the holonomy group

of G/Z which is finite.

As mentioned before, the corresponding nilpotent Lie

group of an almost crystallographic group G, is the

Mal‘cev completion of Fitt(G). By the assumption that

Z = Z(Fitt(G)) = Z and Fitt(G)/Z ∼= Fitt(G/Z)

is abelian (G/Z is crystallographic), we see that the

Mal‘cev completion of G is a Heisenberg Lie group.

We are now ready to formulate the following result

which generalizes both [Dekimpe et al. 95, Corollary 4.1]

and [Lee and Szczepański 00, Lemma 5].

Theorem 5.14. Let M be an infra-nilmanifold modeled

on a Heisenberg Lie group of dimension 2k+1 and let G

be the corresponding almost Bieberbach group. Then

• If k is odd then M and G are orientable.

• If k is even, then the underlying crystallographic
group of G is orientable.

Proof: This is an immediate consequence of Proposi-

tion 5.12.

Note that the properties of G as outlined above can be

checked algorithmically for each crystallographic group Q

using the methods of Section 3.

We can therefore very easily now prove (again) and

generalize the main result of [Lee and Szczepański 00]:

Theorem 5.15. An infra-nilmanifold modeled on a 5-

dimensional Heisenberg Lie group has a polycyclic fun-

damental group whose holonomy group is of order ≤ 24.
More precisely, Table 1 lists the holonomy groups.

Proof: Using Gap we consider each of the 4,783 repre-

sentatives of the 4-dimensional crystallographic groups

in turn and check if they arise as the underlying crys-

tallographic group of the fundamental group of an infra-

nilmanifold modeled on the 5-dimensional Heisenberg Lie

group. First we observe that 723 of these crystallographic

groups are oriented. We reduce our computations to

these groups by Theorem 5.14. In this list of 723 groups,

only 6 of them are nonsolvable. In the notation of [Brown

et al. 78] they are the groups with types

31/3/1/1, 31/3/2/1, 31/6/1/1, 31/6/2/1,

31/3/1/2, 31/3/2/2.

Order Holonomy group Number of occurrences

1 1 1

2 C2 6

3 C3 5

4 C4 10

4 V4 30

5 C5 1

6 S3 7

6 C6 10

8 C8 1

8 C4 × C2 6

8 D8 20

8 Q8 1

8 C32 14

9 C23 3

10 C10 1

12 C12 3

12 D12 8

12 C6 × C2 1

16 C2.(C4 × C2) 1

16 D8 × C2 3

18 C6 × C3 1

24 C12 × C2 1

24 SL(2, 3) 1

TABLE 1. Holonomy groups of infra-nilmanifolds modeled
on Heis5.

The first four groups in this list are split extensions of

the form F Z4, where F is a nonsolvable finite group.

Hence, these groups contain a noncyclic finite subgroup

and therefore, they cannot be an underlying crystallo-

graphic group of the desired type.

The other two groups arise as an extension of the form

1 → Z4 → Q → A5 → 1, which is presented by a coho-

mology class of H2(A5,Z4) ∼= Z3 (see [Brown et al. 78]).
However, A5 contains a noncyclic subgroup V ∼= C22 of

order 4. As H2(V,Z4) is a 2-group, the restriction map
res: H2(A5,Z4)→ H2(V,Z4) must be the zero map. This
shows that the group V lifts to a subgroup of Q, showing

thatQ contains a noncyclic finite subgroup and hence can

be disregarded in our search for the possible underlying

crystallographic groups.

Then, we compute that 199 of the oriented and solv-

able groups have only cyclic finite subgroups. Finally,

we use the algorithms of Section 3 to determine that

135 of the 199 groups have an extension G which is

torsion-free and yields that Z(Fitt(G)) ∼= Z. Note that
by Theorem 3.8, these two conditions (“torsion-free” and

“Z(Fitt(G)) ∼= Z”) can be tested separately. In turn, this
can be done by Theorems 3.3 and 3.6. The remaining
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135 groups arise as underlying crystallographic groups of

an almost Bieberbach group corresponding to an infra-

nilmanifold modeled on a 5-dimensional Heisenberg Lie

group. Their holonomy groups are listed in Table 1, to-

gether with the number of crystallographic groups having

this holonomy and lifting to an almost Bieberbach group

of the desired type.

Finally, we note that the overall computation takes

roughly 35 minutes on an average PC, where most of this

time is spent in computing the finite subgroup classes of

the considered crystallographic groups.

Note that the same kind of computations can now also

be used to check the main result of [Lee 00] in a few

minutes.

APPENDIX A

In Section 5.1 we described an algorithm to determine

the almost Bieberbach groups G whose Fitting subgroup

N has Hirsch length 4 and class 2. Table 2 presents a

summary of the results obtained by this algorithm; the

information has been reduced to fit the table. For more

details, such as explicit descriptions of the desired ex-

tensions, we suggest using our publically available im-

plementations. We note that it takes only about three

minutes to determine the information described in the al-

gorithm “AlmostBieberbachExtensions” from Section 5.1

for all 3-dimensional crystallographic groups.

In the algorithm “AlmostBieberbachExtension” from

Section 5.1, we consider a 3-dimensional crystallographic

group Q and check that it has no noncyclic finite sub-

group. Then we determine the relevantQ-modules Z ∼= Z
and construct H2(Q,Z). It remains to determine the

subset T ⊂ H2(Q,Z) of elements of infinite order and

the subset S ⊂ H2(Q,Z) of elements corresponding to

extensions which are not torsion-free.

Table 2 lists all 3-dimensional crystallographic groups

which have an almost Bieberbach extension of the desired

type. It indicates the type of module of this extension,

and it displays the isomorphism type of H2(Q,Z). The

subset T can be read directly from the abelian invariants

of H2(Q,Z). The subset S is determined as a union

S = ∪si=1Si where each Si corresponds to a representative
of the finite subgroups of prime order H1, . . . , Hs in Q.

The table lists the orders of these subgroups H1, . . . , Hs.

The first entry in the table is the number of the crys-

tallographic group as it appears in the International Ta-

bles for Crystallography ([Hahn 87]). They are included

here for ease of comparing our table with the tables in

[Dekimpe 96].

Finally, comparing Table 2 to the classification of

the almost Bieberbach groups in [Dekimpe 96], we note

that both determinations coincide except for the almost

Bieberbach extensions of the group Q of type 143 which

are missing from [Dekimpe 96].

Thus, we include an explicit outline of these extensions

here. The notation follows the notation in [Dekimpe 96]

and we refer to [Dekimpe 96] for more information.

143. Q = P3

E : ha, b, c, d,α k [b, a] = dk1 [d, a] = 1
[c, a] = 1 [d, b] = 1
[c, b] = 1 [d, c] = 1
αa = bαdk2 α3 = dk4

αb = a−1b−1αdk3 αd = dα
αc = cα

i

λ(α) =


1 k2 −k12 + k3 0 k4

3
0 0 −1 0 0
0 1 −1 0 0
0 0 0 1 0
0 0 0 0 1


H2(Q,Z) = Z⊕ (Z3)2 = Z4/A,
A = {(k1, k2, k3, k4) k k1 = 0, k2 − k3 ∈ 3Z, k4 ∈ 3Z}

AB-groups:

∀k > 0, k ≡ 0 mod 3 hk, 0, 0, 1i
∀k > 0, k ≡ 0 mod 3 hk, 0, 0, 2i
∀k > 0, k 6≡ 0 mod 3 hk, 2, 0, 2i
Remark: ∀k ≡ 1 mod 3 : hk, 2, 0, 2i ∼= hk, 1, 0, 1i

∀k ≡ 2 mod 3 : hk, 2, 0, 2i ∼= hk, 0, 0, 1i

The line “143. Q = P3” indicates that we are dealing

with the crystallographic group Q with number 143 in

[Hahn 87]. This is, in fact, the group of type 5/1/2/01

in [Brown et al. 78]. Below that, one finds parameter-

ized presentations for all extensions E of Z by this crys-
tallographic group Q (trivial action). Note that these

presentations are not polycyclic presentations (but they

are almost). The matrix λ(α) describes a matrix rep-

resentation for each of the extensions E. The images

of the other generators of E are described on page 168

of [Dekimpe 96]. Thereafter, a description of H2(Q,Z) is
given in terms of the parameters appearing in the presen-

tation of E. In fact, this is completely comparable with

the situation described in Section 2.3.2. Finally, which

parameters correspond to torsion-free extensions (almost

Bieberbach groups) are indicated; information about iso-

morphisms between torsion-free extensions is also given.
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Crystallographic Group Q Module Z ∼= Z Type of H2(Q,Z)

IT Type Orders of H1, . . . , Hs
1 (1, 1, 1, 1) () trivial (0, 0, 0)

2 (1, 2, 1, 1) (2, 2, 2, 2, 2, 2, 2, 2) trivial (2, 2, 2, 2, 0, 0, 0)

3 (2, 1, 1, 1) (2, 2, 2, 2) trivial (2, 2, 2, 0)

4 (2, 1, 1, 2) () trivial (2, 2, 0)

4 (2, 1, 1, 2) () nontrivial (0, 0)

5 (2, 1, 2, 1) (2, 2) trivial (2, 2, 0)

6 (2, 2, 1, 1) (2, 2) trivial (2, 2, 0)

7 (2, 2, 1, 2) () trivial (2, 0)

7 (2, 2, 1, 2) () nontrivial (2, 0, 0)

8 (2, 2, 2, 1) (2) trivial (2, 0)

9 (2, 2, 2, 2) () trivial (0)

9 (2, 2, 2, 2) () nontrivial (0, 0)

13 (2, 3, 1, 2) (2, 2, 2, 2, 2, 2) trivial (2, 2, 2, 2, 0)

11 (2, 3, 1, 3) (2, 2, 2, 2, 2) trivial (2, 2, 2, 2, 0)

14 (2, 3, 1, 4) (2, 2, 2, 2) trivial (2, 2, 4, 0)

14 (2, 3, 1, 4) (2, 2, 2, 2) nontrivial (2, 2, 0, 0)

15 (2, 3, 2, 2) (2, 2, 2, 2, 2) trivial (2, 2, 2, 0)

18 (3, 1, 1, 3) (2, 2) nontrivial (2, 0)

19 (3, 1, 1, 4) () nontrivial (0)

19 (3, 1, 1, 4) () nontrivial (0)

19 (3, 1, 1, 4) () nontrivial (0)

27 (3, 2, 1, 3) (2, 2, 2, 2) nontrivial (2, 2, 2, 0)

30 (3, 2, 1, 4) (2, 2) nontrivial (2, 2, 0)

32 (3, 2, 1, 5) (2, 2) nontrivial (2, 2, 0)

34 (3, 2, 1, 6) (2, 2) nontrivial (2, 2, 0)

26 (3, 2, 1, 7) (2, 2) nontrivial (2, 2, 0)

31 (3, 2, 1, 8) (2) nontrivial (2, 0)

29 (3, 2, 1, 9) () nontrivial (2, 0)

29 (3, 2, 1, 9) () nontrivial (2, 2, 0)

29 (3, 2, 1, 9) () nontrivial (2, 0)

33 (3, 2, 1, 10) () nontrivial (0)

33 (3, 2, 1, 10) () nontrivial (4, 0)

33 (3, 2, 1, 10) () nontrivial (0)

37 (3, 2, 2, 2) (2, 2, 2) nontrivial (2, 2, 0)

36 (3, 2, 2, 3) (2) nontrivial (2, 0)

41 (3, 2, 3, 4) (2) nontrivial (2, 2, 0)

43 (3, 2, 4, 2) (2) nontrivial (2, 0)

45 (3, 2, 5, 3) (2, 2) nontrivial (2, 2, 0)

60 (3, 3, 1, 10) (2, 2, 2) nontrivial (2, 2, 0)

56 (3, 3, 1, 12) (2, 2, 2, 2) nontrivial (2, 2, 0)

62 (3, 3, 1, 15) (2, 2, 2) nontrivial (2, 2, 0)

61 (3, 3, 1, 16) (2, 2) nontrivial (2, 2, 0)

61 (3, 3, 1, 16) (2, 2) nontrivial (2, 2, 0)

61 (3, 3, 1, 16) (2, 2) nontrivial (2, 2, 0)

75 (4, 1, 1, 1) (2, 2, 2) trivial (2, 4, 0)

76 (4, 1, 1, 2) () trivial (2, 0)

77 (4, 1, 1, 3) (2, 2, 2) trivial (2, 2, 0)

79 (4, 1, 2, 1) (2, 2) trivial (4, 0)

80 (4, 1, 2, 2) (2) trivial (2, 0)

81 (4, 2, 1, 1) (2, 2, 2) trivial (2, 2, 4, 0)

82 (4, 2, 2, 1) (2, 2) trivial (4, 4, 0)

85 (4, 3, 1, 3) (2, 2, 2, 2) trivial (2, 2, 4, 0)

86 (4, 3, 1, 4) (2, 2, 2, 2) trivial (2, 2, 4, 0)

88 (4, 3, 2, 2) (2, 2, 2) trivial (2, 4, 0)

103 (4, 5, 1, 3) (2, 2, 2) nontrivial (2, 4, 0)

106 (4, 5, 1, 6) (2, 2) nontrivial (4, 0)

104 (4, 5, 1, 7) (2, 2) nontrivial (4, 0)

110 (4, 5, 2, 4) (2) nontrivial (4, 0)

TABLE 2. Determining the 4-dimensional almost Bieberbach groups.
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Crystallographic Group Q Module Z ∼= Z Type of H2(Q,Z)

IT Type Orders of H1, . . . ,Hs
114 (4, 6, 1, 4) (2, 2) nontrivial (4, 0)

146 (5, 1, 1, 1) (3) trivial (3, 0)

143 (5, 1, 2, 1) (3, 3, 3) trivial (3, 3, 0)

144 (5, 1, 2, 2) () trivial (3, 0)

148 (5, 2, 1, 1) (2, 2, 2, 2, 3) trivial (2, 6, 0)

147 (5, 2, 2, 1) (2, 2, 2, 2, 3, 3) trivial (2, 6, 0)

161 (5, 4, 1, 2) (3) nontrivial (3, 0)

158 (5, 4, 2, 2) (3, 3, 3) nontrivial (3, 3, 0)

159 (5, 4, 3, 2) (3, 3) nontrivial (3, 0)

168 (6, 1, 1, 1) (2, 2, 3, 3) trivial (6, 0)

172 (6, 1, 1, 2) (2, 2) trivial (2, 0)

173 (6, 1, 1, 3) (3, 3) trivial (3, 0)

169 (6, 1, 1, 4) () trivial (0)

174 (6, 2, 1, 1) (2, 2, 3, 3, 3) trivial (6, 6, 0)

176 (6, 3, 1, 2) (2, 2, 2, 3, 3) trivial (2, 6, 0)

184 (6, 5, 1, 2) (3, 3, 2, 2) nontrivial (6, 0)

TABLE 2 (continued).

REFERENCES

[Brown et al. 78] H.Brown, R. Bülow, J. Neubüser, H. Won-
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