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Abstract. Existence of mild solutions for a nonlocal abstract problem driven by a semi-
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compactness both on the fundamental system generated by the linear part and on the
nonlinear multivalued term. The method used for proving our existence theorems is
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1 Introduction

Let us consider the nonlocal abstract problem controlled by a semilinear second order differ-
ential inclusion 

x′′(t) ∈ A(t)x(t) + F(t, x(t)), t ∈ J = [0, 1]

x(0) = g(x)

x′(0) = h(x).

(P)

where g, h : C(J; X) → X are suitable functions, without compactness conditions both on the
multimap F and on the fundamental system generated by the family {A(t)}t∈J .

The concept of nonlocal initial condition was introduced to extend the classical theory of
initial value problems by Byszewski in [3]. This notion is more appropriate then the classical
one to describe natural phenomena because it allows us to consider additional informations.
Nonlocal problems has been widely studied because of their applications in different fields to
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applied science (see [8, 10, 33] and the reference cited therein). For instance, in [10] the author
described the diffusion phenomenon of a small amount of gas in a transparent tube by using
a first order differential equation and the following

g(u) =
p

∑
i=0

ciu(ti),

where ci is given constant and ti is a fixed instant of time, i = 0, 1, . . . , p.
On the other hand, there exists an extensive literature concerning abstract second order

equations in the autonomous case starting with the initial research works of Kato [19], [20]
and [21] (see, e.g. [12, 23, 27, 28, 30]), while the theory dealing with non-autonomous second
order abstract equations/inclusions has only recently been studied by using a concept of
fundamental Cauchy operator generated by the family {A(t)}t∈J , introduced by Kozak in
[24].

On this subject we recall Henríquez [15], Henríquez, Poblete and Pozo [16] for second
order differential equations; Cardinali and Gentili [5], Cardinali and De Angelis [4] for second
order differential inclusions. In all these papers the existence of mild solutions is studied
with topological techniques based on fixed point theorems for a suitable solution operator
and requesting strong compactness conditions, which are usually not satisfied in an infinite
dimensional framework.

Our purpose is to obtain existence results in the lack of this compactness both on the
semigroup generated by the linear part and on the nonlinear multivalued term. To achieve
this goal we use De Blasi measure of noncompactness and the weak topology. This approach
is present in [2], but with the aim of studying the existence of mild solutions for a problem
controlled by a semilinear first order differential inclusion.

Moreover the techniques for non-autonomous second order differential equations/inclu-
sions developed in [24] and [5] play a key role in the proof of our existence results.

This paper is organized as follows. After introducing in Section 2 some notations and some
preliminary results, in Section 3 we present the problem setting. Section 4 is devoted to obtain
some properties of the fundamental Cauchy operator, a new version of a selection theorem
proved in [2] (see Theorem 4.2) and, by using the classic Glicksberg Theorem, a variant of the
fixed point theorem introduced in [2] for x0-unpreserving multimaps (see Theorem 4.3) and
its version in Banach spaces (see Corollary 4.4).

In Section 5 we deal with the existence of mild solutions for the nonlocal abstract problem
controlled by a semilinear second order differential inclusion in Banach not necessarily reflex-
ive spaces; we end this section by presenting also an new existence theorem in the context of
reflexive spaces, omitting some assumption required in the previous result on the multimap
F and on the functions g and h (the reflexivity doesn’t imply these hypotheses removed). Fi-
nally, in Section 6, we apply our abstract existence theorem in reflexive Banach spaces to study
controllability of a Cauchy problem guided by the following wave equation

∂2w
∂t2 (t, ξ) =

∂2w
∂ξ2 (t, ξ) + b(t)

∂w
∂ξ

(t, ξ) + T(t)w(t, ·)(ξ) + u(t, ξ).

(see Theorem 6.1).
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2 Preliminaries

In this paper X is a Banach space with the norm ‖ · ‖X and P(X) is the family of nonempty
subsets of X. Moreover we will use the following notations:

Pb(X) = {H ∈ P(X) : H bounded},
Pc(X) = {H ∈ P(X) : H convex},
Pwk(X) = {H ∈ P(X) : H weakly compact}, . . .

Further, we recall that a Banach space X is said to be weakly compactly generated (WCG, for
short) if there exists a weakly compact subset K of X such that X = span{K} (see [14])

Remark 2.1. Let us note that every separable space is weakly compact generated as well as
the reflexive ones (see [14]).

Moreover, we recall that (see [26, Theorem 1.12.15]) a Banach space X is separable if and
only if it is compactly generated.

Moreover, we denote as X∗ the dual space of X.

Now, if τw is the weak topology on X and (An)n, An ∈ P(X), we set (see [17, Defini-
tion 7.1.3])

w− lim sup
n→+∞

An = {x ∈ X : ∃(xnk)k, xnk ∈ Ank , nk < nk+1, xnk ⇀ x} (2.1)

Then, we denote by BX(0, n) the closed ball centered at the origin and of radius n of X, and
for a set A ⊂ X, the symbol Aw

denotes the weak closure of A. We take for granted that a
bounded subset A of a reflexive space X is relatively weakly compact. Moreover we recall
that a subset C of a Banach space X is called relatively weakly sequentially compact if any
sequences of points in C has a subsequence weakly convergent to a point in X (see [26]).

In the sequel, on the interval J we consider the usual Lebesgue measure µ and we denote
by C(J; X) the space consisting of all continuous functions from J to X provided with the norm
‖ · ‖∞ of uniform convergence.

A function f : J → X is said weakly sequentially continuous if for every sequence (xn)n,
xn ⇀ x, then f (xn) ⇀ f (x). Moreover f is said to be B-measurable if there is a sequence of
simple functions (sn)n which converges to f almost everywhere in J (see [11, Definition 3.10.1
(a)]).

It easy to see that Theorem 4 of [22] can be rewritten in the following way.

Theorem 2.2. Let ( fn)n and g be respectively a sequence and a function in C(J; X). Then fn ⇀ g if
and only if ( fn − g)n is uniformly bounded and fn(t) ⇀ g(t), for every t ∈ J.

Moreover, we call by L1(J; X) the space of all X- valued Bochner integrable functions on
J with norm ‖u‖L1(J;X) =

∫ a
0 ‖u(t)‖X dt and L1

+(J) = { f ∈ L1(J; R) : f (t) ≥ 0, a.e. t ∈ J}. If
X = R we put ‖ · ‖1 = ‖ · ‖L1(J;R).

A set A ⊂ L1(J; X) has the property of equi-absolute continuity of the integral if for every
ε > 0 there exists δε > 0 such that, for every E ∈ M(J), µ(E) < δε, we have∫

E
‖ f (t)‖X dt < ε

whenever f ∈ A.
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Remark 2.3. We observe that if A ⊂ L1(J; X) is integrably bounded, i.e. there exists ν ∈ L1
+(J)

such that
‖ f (t)‖X ≤ ν(t), a.e. t ∈ J, ∀ f ∈ A,

then the set A has the property of equi-absolute continuity of the integral.

Now we give Theorem 4.4.2 of [31] that we will use in Section 5 for the suitable pre-ideal
regular Lebesgue–Bochner space L2(T, C) (see [31, pp. 8,9,48]).

Theorem 2.4. An abstract function x : J → X, where X is a pre-ideal regular space on R, is B-
measurable if and only if there exists a measurable function y : J ×R→ X, such that x(t) = y(t, ·).

A multimap F : X → P(Y), where Y is a topological space:

• is upper semicontinuous at point x ∈ X if, for every open W ⊂ Y such that F(x) ⊂ W,
there exists a neighborhood V(x) of x with the property that F(V(x)) ⊂W,

• is upper semicontinuous (u.s.c. for short) if it is upper semicontinuous at every point x ∈ X,

• is compact if its range F(X) is relatively compact in Y, i.e. F(X) is compact in Y,

• is locally compact if every point x ∈ X there exists a neighborhood V(x) such that the
restriction of F to V(x) is compact,

• has closed graph if the set graphF = {(x, y) ∈ X×Y : y ∈ F(x)} is closed in X×Y,

• if Y is a linear topological space, F has (s-w)sequentially closed graph [weakly sequentially
closed graph] if for every (xn)n, xn ∈ X, xn → x [xn ⇀ x] and for every (yn)n, yn ∈ F(xn),
yn ⇀ y, we have y ∈ F(x).

Next, we recall that, if K is a subset of X, F : K → P(X) is a multimap and x0 ∈ K, a closed
convex set M0 ⊂ K is (x0, F)-fundamental, if x0 ∈ M0 and F(M0) ⊂ M0 (see [2, p. 620]).

In this setting we recall the following result which allows to characterize the smallest
(x0, F)-fundamental set (see [2, Theorem 3.1])

Proposition 2.5. Let X be a locally convex Hausdorff space, K ⊂ X, x0 ∈ K. Let F : K → P(X) be a
multimap such that

i) co(F(K) ∪ {x0}) ⊂ K.

Then

1) F = {H : H is (x0, F)− fundamental set} 6= ∅;

2) put M0 =
⋂

H∈F H, we have M0 ∈ F and M0 = co(F(M0) ∪ {x0}).

Theorem 2.6 ([2, Theorem 4.4] (Containment Theorem)). Let X a Banach space and Gn, G : J →
P(X) be such that

α) a.e. t ∈ J, for every (un)n, un ∈ Gn(t), there exists a subsequence (unk)k of (un)n and u ∈ G(t)
such that unk ⇀ u;

αα) there exists a sequence (yn)n, yn : J → X, having the property of equi-absolute continuity of the
integral, such that yn ∈ Gn(t), a.e. t ∈ J, for all n ∈N.
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Then there exists a subsequence (ynk)k of (yn)n such that ynk ⇀ y in L1(J; X) and, moreover, y(t) ∈
coG(t), a.e. t ∈ J.

Now, a function ϕ : Pb(X) → R+
0 is said to be a Sadovskij functional in X if it satisfies

ϕ(co(Ω)) = ϕ(Ω), for every Ω ∈ Pb(X) (see [1]).

Definition 2.7 ([6, Definition 4.1]). A function ω : Pb(X)→ R+
0 is said to be a measure of weak

noncompactness (MwNC, for short) if the following properties are satisfied:

ω1) ω is a Sadowskii functional;

ω2) ω(Ω) = 0n if and only if Ω
w

is weakly compact (i.e. ω is regular).

Further, a MwNC ω : Pb(X)→ R+
0 is said to be:

monotone if Ω1, Ω2 ∈ Pb(X) : Ω1 ⊂ Ω2 implies ω(Ω1) ≤ ω(Ω2);

nonsingular if ω({x} ∪Ω) = ω(Ω), for every x ∈ X, Ω ∈ Pb(X);

x0-stable if, fixed x0 ∈ X, ω({x0} ∪Ω) = ω(Ω), Ω ∈ Pb(X);

invariant under closure if ω(Ω) = ω(Ω), Ω ∈ Pb(X);

invariant with respect to the union with compact set if ω(Ω ∪ C) = ω(Ω), for every relatively
compact set C ⊂ X and Ω ∈ Pb(X).

Remark 2.8. In particular in [9] De Blasi introduces the function β : Pb(X)→ R+
0 so defined

β(Ω) = inf{ε ∈ [0, ∞[: there exists C ⊂ X weakly compact : Ω ⊆ C + BX(0, ε)},

and he proves that β is a regular Sadowskii functional. Then β is MwNC, named in literature
De Blasi measure of weak noncompactness.

We recall that β has all the properties mentioned before and it is also algebraically subad-
ditive, i.e. β (∑n

k=1 Mk) ≤ ∑n
k=1 β(Mk), where Mk ∈ Pb(X), k = 1, . . . , n. Moreover, for every

bounded linear operator L : X → X the following property holds ([18], p.35)

β(L(Ω)) ≤ ‖L‖ β(Ω), for every Ω ∈ Pb(X),

where ‖L‖ denotes the norm of the operator L.

We recall the following interesting result for MwNC.

Proposition 2.9 ([25, Theorem 2.8 and Remark 2.7 (b)] or [2, Theorem 2.7]). Let (Ω, Σ, µ)

be a finite positive measure space and X be a weakly compactly generated Banach space. Then for
every countable family C having the property of equi-absolute continuity of the integral of functions
x : Ω→ X, the function β(C(·)) is measurable and

β

({∫
Ω

x(s) ds : x ∈ C
})
≤
∫

Ω
β(C(s)) ds,

where β is a MwNC.

We recall a Sadowskii functional that we will use in the following.
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Definition 2.10 ([2, Definition 3.9]). Let X a Banach space, N ∈ R, and M a bounded subspace
of C([a, b]; X).

We use the notation M(t) = {x(t) : x ∈ M} and define

βN(M) = sup
C⊂M

countable

sup
t∈[a,b]

β(C(t))e−Nt, (2.2)

where β is the De Blasi MwNC.

Remark 2.11. We recall that the Sadowskii functional βN is x0-stable and monotone (see [2,
Proposition 3.10]) and βN has the two following properties

(I) βN is algebraically subadditive;

(II) M ⊂ C([a, b]; X) is relatively weakly compact⇒ βN(M) = 0.

We note that (I) holds since β is algebraically subadditive while (II) is true taking into account
of the regularity of β.

3 Problem setting

First of all, on the linear part of the second order differential inclusion, presented in the
nonlocal problem (P), we assume the following property:

(A) {A(t)}t∈J is a family of bounded linear operators A(t) : D(A) → X, where D(A),
independent on t ∈ J, is a subset dense in X, such that, for each x ∈ D(A), the function
t 7→ A(t)x is continuous on J and generating a fundamental system {S(t, s)}t,s∈J , and F
is a suitable X-valued multimap defined in J × X.

In the following we recall the concept of fundamental system introduced by Kozak in [24]
and recently used in [4], [5] and [16].

Definition 3.1. A family {S(t, s)}t,s∈J of bounded linear operators S(t, s) : X → X is called a
fundamental system generated by the family {A(t)}t∈J if

S1. for each x ∈ X, S(·, ·)x : J × J → X is a C1-function and

a. for each t ∈ J, S(t, t)x = 0, for every x ∈ X;

b. for each t, s ∈ J and for each x ∈ X, ∂
∂t S(t, s)

∣∣
t=sx = x and

∂
∂s S(t, s)

∣∣
t=sx = −x;

S2. for all t, s ∈ J, x ∈ D(A), then S(t, s)x ∈ D(A), the map S(·, ·)x : J × J → X is of class C2

and

a’. ∂2

∂t2 S(t, s)x = A(t)S(t, s)x;

b’. ∂2

∂s2 S(t, s)x = S(t, s)A(s)x;

c’. ∂2

∂t∂s S(t, s)
∣∣
t=sx = 0;

S3. for all t, s ∈ J, x ∈ D(A), then ∂
∂s S(t, s)x ∈ D(A). Moreover, there exist ∂3

∂t2∂s S(t, s)x,
∂3

∂s2∂t S(t, s)x and
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a”. ∂3

∂t2∂s S(t, s)x = A(t) ∂
∂s S(t, s)x;

b”. ∂3

∂s2∂t S(t, s)x = ∂
∂t S(t, s)A(s)x;

and, for all x ∈ D(A), the function (t, s) 7→ A(t) ∂
∂s S(t, s)x is continuous in J × J.

Moreover, a map S : J× J → L(X), where L(X) is the space of all bounded linear operators
in X with the norm ‖ · ‖L(X), is said to be a fundamental operator if the family {S(t, s)}t,s∈J is a
fundamental system.

To abbreviate the notation we use, for each (t, s) ∈ J × J, the linear cosine operator

C(t, s) = − ∂

∂s
S(t, s) : X → X.

Remark 3.2. We recall that, by using Banach–Steinhaus Theorem, the fundamental system
{S(t, s)}t,s∈J satisfies the following properties (see [5]): there exist K, K∗ > 0 such that

p1. ‖C(t, s)‖L(X) ≤ K, (t, s) ∈ J × J;

p2. ‖S(t, s)‖L(X) ≤ K|t− s|, (t, s) ∈ J × J;

p3. ‖S(t, s)‖L(X) ≤ Ka, (t, s) ∈ J × J;

p4. ‖S(t2, s)− S(t1, s)‖L(X) ≤ K∗|t2 − t1|, t1, t2, s ∈ J.

Further we denote with GS : L1(J; X)→ C(J; X) the fundamental Cauchy operator, introduced in
[5], defined by

GS f (t) =
∫ t

0
S(t, s) f (s) ds, t ∈ J, f ∈ L1(J; X).

It is easy to see that, by using Theorem 1.3.5 of [18] and the properties p3., p4. and S1., the
operator GS is well posed.

We investigate the existence of mild solutions for the nonlocal problem (P) (see [5, Defini-
tion 2.2])

Definition 3.3. A continuous function u : J → X is a mild solution for (P) if

u(t) = C(t, 0)g(u) + S(t, 0)h(u) +
∫ t

0
S(t, ξ) f (ξ) dξ, t ∈ J,

where f ∈ S1
F(·,u(·)) = { f ∈ L1(J; X) : f (t) ∈ F(t, u(t)), a.e. t ∈ J}.

4 Auxiliary results

First of all we describe some properties of the fundamental Cauchy operator by the following

Proposition 4.1. If {S(t, s)}(t,s)∈J×J is the fundamental system, then the fundamental Cauchy opera-
tor GS : L1(J; X) → C(J; X) is linear, bounded, weakly continuous and weakly sequentially continu-
ous.

Proof. Clearly GS is a bounded and linear operator. Hence we can deduce that GS is weakly
continuous.

Now we prove that GS is also weakly sequentially continuous.
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Fixed t ∈ J and e′ ∈ X∗, let us consider the map Ht : L1(J; X) → R, where Ht(g) =

e′(GSg(t)), for every g ∈ L1(J; X).
Obviously Ht is a linear and continuous functional. Fixed a sequence ( fn)n, fn ∈ L1(J; X)

such that fn ⇀ f , by using the properties of the weak convergence, we have e′(GS fn(t)) →
e′(GS f (t)). Then, by the arbitrariness of e′ ∈ X∗, we have

GS fn(t) ⇀ GS f (t), ∀t ∈ J.

Moreover we can say that the sequence (GS( fn− f ))n is uniformly bounded in C(J; X). Indeed,
by using p3. and the weak convergence of ( fn)n, we can write

‖GS fn − GS f ‖C(J;X) = sup
t∈J

∥∥∥∥∫ t

0
S(t, ξ)( fn(ξ)− f (ξ)) dξ

∥∥∥∥
X

≤ K(‖ fn‖L1(J;X) + ‖ f ‖L1(J;X)) ≤ K(Q + ‖ f ‖L1(J;X)),

where Q is a positive constant such that ‖ fn‖L1(J;X) ≤ Q, for every n ∈ N. Therefore
(GS fn − GS f )n satisfies all the hypotheses of Theorem 2.2, so we have

Gs fn ⇀ GS f .

Now, let us introduce the following result, that will play a key role in the proof of our
existence theorem. Let us note that the analogous Proposition 4.5 of [2] is not able to work in
the proof of our existence theorem because the hypothesis d) is weaker of the assumption (d)
required in Proposition 4.5 of [2].

Theorem 4.2. Let M be a metric space, X a Banach space and F : J×M→ P(X) a multimap having
the following properties:

a) for a.e. t ∈ J, for every x ∈ M, the set F(t, x) is closed and convex ;

b) for every x ∈ M, the multimap F(·, x) has a B-measurable selection;

c) for a.e. t ∈ J the multimap F(t, ·) : M→ P(X) has a (s-w)sequentially closed graph in M× X;

d) for almost all t ∈ J and every convergent sequence (xn)n in M the set
⋃

nF(t, xn) is relatively
weakly compact;

e) there exists ϕ : J → [0, ∞): ϕ ∈ L1
+(J) such that

sup
z∈F(t,M)

‖ z ‖≤ ϕ(t), a.e. t ∈ J.

Then, for every B-measurable u : J → M, there is a B-measurable y : J → X with y(t) ∈ F(t, u(t))
for a.e. t ∈ J.

Proof. First of all we note that hypothesis b) implies

b)w for every s : J → M simple function, the multimap F(·, s(·)) has a B-measurable selec-
tion.
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Next fix u : J → M a B-measurable function, then there exists a sequence (up)p, up : J → M
simple function, such that

up(t)→ u(t), a.e. t ∈ J. (4.1)

Using b)w, for every p ∈ N, in correspondence of the simple function up, there exists a B-
measurable function yp : J → X such that

yp(t) ∈ F(t, up(t)), a.e. t ∈ J. (4.2)

Now, let us consider A = {yp, p ∈N}, subset of L1(J; X) (see e)).
First of all we note that, if N is the null measure set for which a), c), d), e), (4.1) and (4.2)

hold, we can write (see (4.2))

A(t) = {yp(t), p ∈N} ⊂
⋃

p∈N

F(t, up(t))
w

, t ∈ J \ N (4.3)

where the set
⋃

p∈NF(t, up(t))
w

is weakly compact. Therefore the set A(t) is relatively weakly
compact.

Now, by using hypothesis e) we can say that A is bounded in L1(J; X). Indeed, put r =

‖ϕ‖1, we have
‖yp‖L1(J;X) ≤ r, ∀p ∈N.

Moreover, by recalling that ϕ ∈ L1
+(J), we can say that, for every ε > 0, there exists δ(ε) > 0 :

for every H ∈ M(J), µ(H) < δ(ε) then∣∣∣∣∫H
yp(t) dt

∣∣∣∣ ≤ ∫H
‖yp(t)‖X dt ≤

∫
H

ϕ(t) dt ≤ ε, ∀p ∈N,

i.e., A has the property of equi-absolute continuity of the integral.
Since, as we have showed, the set A satisfies all the hypotheses of [29, Corollary 9], we can

conclude that A is relatively weakly compact in L1(J; X). Therefore there exists (ypk)k ⊂ (yp)p

such that ypk ⇀ y, y ∈ L1(J; X).
Now, we can apply [[17], Proposition 7.3.9] to the multimap G : J → Pwk(X), defined by

G(s) = Bs, ∀s ∈ J, where Bs =
⋃

p∈NF(s, up(s))
w

, and to the sequence (ypk)k of L1(J; X). It is
possible since (see (4.3)) ypk(t) ∈ Bt, t ∈ J \ N, ∀pk. Hence we can conclude that, for the fixed
t ∈ J \ N, we have (see (2.1))

y(t) ∈ co w− lim sup
k→∞

{ypk(t)}k. (4.4)

Then, by (4.2), we can say

co w− lim sup
k→∞

{ypk(t)}k ⊂ co w− lim sup
k→∞

F(t, upk(t)). (4.5)

Finally, we will prove that (see hypothesis a) and (4.1))

co w− lim sup
k→∞

F(t, upk(t)) ⊂ F(t, u(t)). (4.6)

Let us fix z ∈ co w− lim suppk→∞ F(t, upk(t)), then there exists zpkq
∈ F(t, upkq

(t)) such that

zpkq
⇀ z
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in X, where (pkq)q∈N is an increasing sequence. Moreover, by (4.1) we know that

upkq
(t)→ u(t).

Therefore, since t /∈ N, hypothesis c) implies that z ∈ F(t, u(t)). For the arbitrariness of z we
can conclude that (4.6) is true.

Thanks to (4.4), (4.5), (4.6), finally we can say that the map y ∈ L1(J; X) satisfies y(t) ∈
F(t, u(t)) a.e. t ∈ J, so the thesis holds.

Now, by using the concept of smallest (x0, T)-fundamental set (see 2) of Proposition 2.5),
taking into account of Proposition 2.5 and the classical Glicksberg Fixed Point Theorem of
[13] we deduce a variant of Theorem 3.7 of [2] proved by Benedetti–Väth for x0-unpreserving
multimaps T.

Theorem 4.3. Let X be a locally convex Hausdorff space, K ⊂ X, x0 ∈ K and T : K → P(X) a
multimap such that

i) co(T(K) ∪ {x0}) ⊂ K;

ii) T(x) is convex, for every x ∈ M0;

iii) M0 is compact;

iv) T|M0
has closed graph,

where M0 is the smallest (x0, T)-fundamental set.
Then there exists at least one fixed point for T, i.e. there exists x ∈ M0: x ∈ T(x).

Proof. First of all, since M0 is a (x0, T)-fundamental set, we know that M0 is convex and
T(M0) ⊂ M0. Moreover by iii) M0 is also compact.

Therefore, taking into account of ii) and iv), the multimap T|M0
: M0 → P(M0) has convex

values and closed graph. So we are in a position to apply the Glicksberg Theorem to the
multimap T|M0

, then there exists x ∈ M0 such that x ∈ T(x).

When we deal with the weak topology in a Banach space, we can replace equivalently the
hypothesis about closed graph by a sequentially closed graph (see [2], Corollary 3.2), so we
have the following:

Corollary 4.4. Let X be a Banach space, K ⊂ X, x0 ∈ K and T : K → P(X) be a multimap such that

i) co(T(K) ∪ {x0}) ⊂ K;

ii) T(x) convex, for every x ∈ M0;

iii) M0 is weakly compact;

iv) T|M0
has weakly sequentially closed graph,

where M0 is the smallest (x0, T)-fundamental set.
Then there exists at least one fixed point for T.
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5 Existence result

In this section we assume the following hypotheses on the multimap F : J × X → P(X)

F1. for every (t, x) ∈ J × X, the set F(t, x) is convex;

F2. for every x ∈ X, F(·, x) : J → X admits a B-measurable selection;

F3. for a.e. t ∈ J, F(t, ·) : X → X has a weakly sequentially closed graph;

F4. there exists (ϕn)n, ϕn ∈ L1
+(J), such that

lim sup
n→∞

∫ 1
0 ϕn(ξ) dξ

n
<

1
K

(5.1)

and
‖F(t, BX(0, n))‖ ≤ ϕn(t), a.e. t ∈ J, n ∈N, (5.2)

where K is the constant presented in Remark 3.2;

and the two properties related to functions g, h : C(J; X)→ X

gh1. g, h are weakly sequentially continuous;

gh2. for every countable, bounded H ⊂ C(J; X), the sets g(H) and h(H) are relatively com-
pact.

Now we state the main result of the paper.

Theorem 5.1. Let X be a weakly compactly generated Banach space and {A(t)}t∈J a family of operators
which satisfies the property (A).

Let F : J × X → P(X) be a multimap satisfying F1, F2, F3, F4 and the following hypothesis

F5. there exists H ⊂ J, µ(H) = 0, such that, for all n ∈ N, there exists νn ∈ L1
+(J) with the

property
β(C1) ≤ νn(t)β(C0), t ∈ J \ H

for all countable C0 ⊆ BX(0, n), C1 ⊆ F(t, C0), where β is the De Blasi measure of weak
noncompactness.

Let g, h : C(J; X)→ X be two functions satisfying gh1, gh2 and having the following properties

gh3. g, h are bounded;

gh4. for every bounded and closed subset M of C(J; X), the sets

C(·, 0)g(M) and S(·, 0)h(M)

are relatively weakly compact in C(J; X).

Then there exists at least one mild solution for the nonlocal problem (P).



12 T. Cardinali and G. Duricchi

Proof. First of all we prove that

F(t, x) is closed, for a.e. t ∈ J and for every x ∈ X. (5.3)

Denoted by N a null measure set such that F3. and F5. hold in J \N, we fix t ∈ J \N and x ∈ X.
Put C0 = {x} and C1 = {yn : n ∈ N} , where yn ∈ F(t, x), ∀n ∈ N. Being C0 ⊂ BX(0, p), for
a suitable p ∈ N, and C1 ⊂ F(t, C0), by F5. we have β(C1) ≤ νp(t)β(C0) = 0. Therefore C1 is
relatively w-compact and so by Eberlein–Šmulian Theorem we can say that there exists (ynk)k,
ynk ⇀ y. Then F3. implies that y ∈ F(t, x). So we have that F(t, x) is w-sequentially compact
and, invoking again the Eberlein–Šmulian Theorem, F(t, x) is w-compact. Therefore, by using
Theorem 3 of [32], in order to establish the closeness of the convex set F(t, x) it is sufficient to
observe that F(t, x) is w-sequentially closed by virtue of hypothesis F3. too.

Now, we consider the integral multioperator T : C(J; X) → Pc(C(J; X)) defined, for every
u ∈ C(J; X), as

Tu =

{
y ∈ C(J; X) : y(t) = C(t, 0)g(u) + S(t, 0)h(u)

+
∫ t

0
S(t, ξ) f (ξ) dξ, t ∈ J, f ∈ S1

F(·,u(·))

}
(5.4)

where
S1

F(·,u(·)) = { f ∈ L1(J; X) : f (t) ∈ F(t, u(t)) a.e. t ∈ J}. (5.5)

Note that, for all u ∈ C(J; X), Tu 6= ∅. Indeed, put

Mu = BX(0, nu), (5.6)

where nu ∈ N: ‖u(t)‖X ≤ nu, for all t ∈ J, we note that the multimap F|J×Mu satisfies all the
hypotheses of Theorem 4.2, by considering on Mu the metric d induced by that on X.

First of all F1., (5.3) and F2. imply respectively a) and b) of Theorem 4.2 for the restriction
F|J×Mu .

By F3. we have that F|J×Mu has the property c) of Theorem 4.2.
Moreover, fixed t ∈ J \ H (where H is presented in F5.), if (un)n, un ∈ Mu, un → v in

(Mu, d), we can consider the countable set C̃0 = {un : n ∈ N} ⊂ Mu and the set C̃1 =⋃
n F(t, un) ⊂ F(t, C̃0) and by F5. we can write

β(C̃1) ≤ νn(t)β(C̃0) = 0,

hence β(C̃1) = 0, i.e. the set C̃1 is relatively w-compact for the regularity of the De Blasi
MwNC. Therefore also d) of Theorem 4.2 holds.

Finally, for nu ∈N presented in (5.6), by F4. we can say that there exists ϕnu ∈ L1
+(J) such

that
‖F(t, Mu)‖ ≤ ϕnu(t), a.e. t ∈ J

and so also e) of Theorem 4.2 is satisfied. Therefore we can conclude that there exists a B-
selection fu of the multimap F(·, u(·)), i.e. S1

F(·,u(·)) is nonempty. Then the map yu defined
by

yu(t) = C(t, 0)g(u) + S(t, 0)h(u) + GS fu, t ∈ J,

is such that yu ∈ Tu, i.e. Tu 6= ∅.
Moreover T takes convex values thanks the convexity of the values of F.
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From now on we proceed by steps.

Step 1. The multioperator T has a weakly sequentially closed graph.

Let (qn)n and (xn)n be two sequences in C(J; X) such that

xn ∈ Tqn, ∀n ∈N (5.7)

and there exist q, x ∈ C(J; X) such that

qn ⇀ q, xn ⇀ x; (5.8)

we have to show that x ∈ Tq.
First of all we recall that, by the properties of the convergence qn ⇀ q, there exists n ∈ N

such that
‖qn‖C(J;X) ≤ n, ∀n ∈N. (5.9)

Moreover, for every t ∈ J, the weak convergence of the sequence (qn)n to q implies also that

qn(t) ⇀ q(t). (5.10)

Then by (5.7), for every n ∈N, there exists (see (5.5))

fn ∈ S1
F(·,qn(·)) (5.11)

such that (see (5.4))

xn(t) = C(t, 0)g(qn) + S(t, 0)h(qn) +
∫ t

0
S(t, ξ) fn(ξ) dξ, t ∈ J.

Now we want to prove that the multimaps Gn : J → P(X), n ∈ N and G : J → P(X)

respectively defined by

Gn(t) = F(t, qn(t)), t ∈ J, (5.12)

G(t) = F(t, q(t)), t ∈ J (5.13)

satisfy all the hypotheses of the Containment Theorem. To this aim we consider the null
measure set N for which F3. and F5. hold. Let us fix t ∈ J \ N, we consider a sequence (un)n

such that
un ∈ Gn(t), ∀n ∈N. (5.14)

Now, we define a countable set of X

C0 = {qn(t) : n ∈N}. (5.15)

It is evident that C0 ⊂ BX(0, n) (see (5.9)). Then, put C1 = {un : n ∈ N} we have that (see
(5.14), (5.12) and (5.15))

C1 ⊂ F(t, {qn(t)}n) = F(t, C0).

Now, in correspondence of n ∈ N chosen in (5.9), by virtue of F5. there exists νn ∈ L1
+(J)

such that
β(C1) ≤ νn(t)β(C0). (5.16)

Taking account of (5.10) we can say that the set C0 is relatively weakly compact and so, for the
regularity of β, β(C0) = 0. By virtue of the Eberlein–Šmulian Theorem, by (5.16) we deduce
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that C1 is relatively weakly sequentially compact, i.e. there exist (unk)k ⊂ (un)n and u ∈ X such
that unk ⇀ u. Now by (5.10), (5.14) and (5.12), thanks to F3., we have u ∈ G(t). Moreover,
being the sequence ( fn)n integrably bounded (see (5.11) and (5.9)), it has the property of
equi-absolute continuity of the integral (also named uniformly integrability) and, obviously
fn(t) ∈ Gn(t), a.e. t ∈ J (see (5.12)).

Therefore, applying the Containment Theorem to the multimaps Gn, G : J → P(X), n ∈N,
(see (5.12) and (5.13)), we can say that there exists ( fnk)k ⊂ ( fn)n such that

fnk ⇀ f in L1(J; X),

where (see (5.13), F1. and (5.3))

f (t) ∈ coG(t) = coF(t, q(t)) = F(t, q(t)), a.e. t ∈ J.

Hence, we can conclude that
f ∈ S1

F(·,q(·)). (5.17)

By using the weak continuity of the Cauchy operator GS (see Proposition 4.1) we have GS fnk ⇀

GS f . Then, for every fixed t ∈ J we have

GS fnk(t) ⇀ GS f (t), (5.18)

and by hypothesis gh1. and taking into account of the linearity and continuity of S(t, 0) and
C(t, 0) we have

C(t, 0)g(qnk) ⇀ C(t, 0)g(q) and S(t, 0)h(qnk) ⇀ S(t, 0)h(q).

So, by using (5.7) and (5.18), we can write

xnk(t) ⇀ C(t, 0)g(q) + S(t, 0)h(q) +
∫ t

0
S(t, ξ) f (ξ) dξ =: x̃(t). (5.19)

On the other hand, by (5.8)), we know that xnk ⇀ x in C(J; X), hence xnk(t) ⇀ x(t), for all
t ∈ J. From the uniqueness of the limit we have

x(t) = x̃(t), t ∈ J. (5.20)

Finally, from (5.20), (5.19), (5.17) and (5.4) we deduce that x ∈ Tq. Therefore we can conclude
that T has a weakly sequentially closed graph.

Step 2. There exists a subset of C(J; X) which is invariant under the action of the operator T.

We will show that exists p ∈ N such that the operator T maps the ball BC(J;X)(0, p) into
itself.

Assume by contradiction that, for every n ∈N, there exists qn ∈ C(J; X), with ‖qn‖C(J;X) ≤
n, such that there exists xqn ∈ Tqn, ‖xqn‖C(J;X) > n.

Since ‖xqn‖C(J;X) > n, there exists tn ∈ J such that ‖xqn(tn)‖X ≥ n. Now, taking into
account the p1. and p3. of Remark 3.2 we can write

n ≤ ‖xqn(tn)‖X ≤ ‖C(tn, 0)g(qn)‖X + ‖S(tn, 0)h(qn)‖X +
∫ tn

0
‖S(tn, ξ) fqn(ξ)‖X dξ

≤ ‖C(tn, 0)‖L(X)‖g(qn)‖X + ‖S(tn, 0)‖L(X)‖h(qn)‖X +
∫ tn

0
‖S(tn, ξ)‖L(X)‖ fqn(ξ)‖X dξ

≤ KQ + KQ + K
∫ 1

0
‖ fqn(ξ)‖X dξ,
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where Q > 0 is such that ‖g(u)‖X ≤ Q, ‖h(u)‖X ≤ Q, for every u ∈ C(J; X) (see gh3.)
and fqn ∈ S1

F(·,qn(·)). Next, since ‖qn‖C(J;X) = supt∈J ‖qn(t)‖X ≤ n, there exists (see (5.2) of

hypothesis F4.) a function ϕn ∈ L1
+(J) such that

‖ fqn(t)‖X ≤ ϕn(t), a.e. t ∈ J,

then we deduce

n ≤ ‖xqn(tn)‖X ≤ 2KQ + K
∫ 1

0
ϕn(ξ) dξ. (5.21)

Therefore, since (5.21) is true for every n ∈N, we have

1 ≤ 2KQ
n

+
K
∫ 1

0 ϕn(ξ) dξ

n
, ∀n ∈N.

Hence, passing to the superior limit, by (5.1) we obtain the following contradiction

1 ≤ lim sup
n→∞

(
2KQ

n
+

K
∫ 1

0 ϕn(ξ) dξ

n

)
≤ lim sup

n→∞

K
∫ 1

0 ϕn(ξ) dξ

n
< 1.

Therefore we can conclude that there exists p ∈ N such that BC(J;X)(0, p) is invariant under
the action of the operator T.

Step 3. There exists the smallest (0, T)-fundamental set which is weakly compact.

First of all, fixed p as in Step2., put x0 = 0 and K = BC(J;X)(0, p). We know that K is a
subset of the locally convex Hausdorff space C(J; X) equipped with the weak topology. Since
T(K) ⊂ K, we have co(T(K) ∪ {0}) ⊂ K.

Therefore by Proposition 2.5, we can say that there exists the smallest (0, T)-fundamental
set M0 such that

M0 ⊂ BC(J;X)(0, p) = K, (5.22)

and
M0 = co(T(M0) ∪ {0}). (5.23)

Now, we will prove that M0 is weakly compact.
We consider the Sadovskij functional βN , defined in (2.2), where N ∈ R+. Being βN

0-stable (where 0 denotes the null function), we can write (see (5.23))

βN(T(M0)) = βN(M0), (5.24)

hence, since βN satisfies (I) and (II) of Remark 2.11, (5.24), (5.4) and gh4. imply

βN(M0) = βN

(
{C(·, 0)g(u) + S(·, 0)h(u) + GS f : f ∈ S1

F(·,u(·)), u ∈ M0}
)

≤ βN(C(·, 0)g(M0)) + βN(S(·, 0)h(M0)) + βN({GS f : f ∈ S1
F(·,u(·)), u ∈ M0})

= βN({GS f : f ∈ S1
F(·,u(·)), u ∈ M0})

= sup
C⊂S1

F(·,M0(·))
C countable

sup
t∈J

β

({∫ t

0
S(t, ξ) f (ξ) dξ : f ∈ C

})
e−Nt. (5.25)

Now, fixed t ∈ J and a countable set C ⊂ S1
F(·,M0(·)), we define

CC
t = {S(t, ·) f (·) : f ∈ C}.
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By using F4. and p3. of Remark 3.2 we can say that the countable set is integrably bounded,
so it has the property of equi-absolute continuity of the integral. Now, since X is a weakly
compact generated Banach space, we are in the position to apply Proposition 2.9 of the Pre-
liminaries to the countable set CC

t , so we have

β

({∫ t

0
S(t, ξ) f (ξ) dξ : f ∈ C

})
≤
∫ t

0
β(CC

t ) dξ, t ∈ J, (5.26)

so, by using (5.25), (5.26) and p3. of Remark 3.2 (a = 1), we can write

βN(M0) ≤ sup
C⊂S1

F(·,M0(·))
C countable

sup
t∈J

(∫ t

0
β(CC

t ) dξ

)
e−Nt

≤ sup
C⊂S1

F(·,M0(·))
C countable

sup
t∈J

(∫ t

0
‖S(t, ξ)‖L(X)β(C(ξ)) dξ

)
e−Nt

≤ sup
C⊂S1

F(·,M0(·))
C countable

sup
t∈J

(
K
∫ t

0
β(C(ξ)) dξ

)
e−Nt. (5.27)

Further let us note that for every f ∈ S1
F(·,M0(·)) we can consider, by the Axiom of Choice, a

continuous map q f ∈ M0 such that f (ξ) ∈ F(ξ, q f (ξ)) a.e. ξ ∈ J. So the set CC
0 = {q f ∈ M0 :

f ∈ C} is countable too. Now, taking into account of the numerability of C, there exists a null
measure set V ⊂ J: H ⊂ V, where H is the null measure set defined in F5., such that

f (ξ) ∈ F(ξ, q f (ξ)), for every ξ ∈ J \V, f ∈ C,

where q f ∈ CC
0 .

Hence, fixed ξ ∈ J \V, we observe that CC
0 (ξ) ⊂ M0(ξ) ⊂ BX(0, p) (see (5.22)) and C(ξ) ⊂

F(ξ, CC
0 (ξ)). By hypothesis F5. we can write

β(C(ξ)) ≤ νp(ξ)β(CC
0 (ξ)).

The above considerations allow to claim that, for every countable set C ⊂ S1
F(·,M0(·)), there

exists a countable subset CC
0 ⊂ M0 ⊂ BX(0, p) such that

β(C(ξ)) ≤ νp(ξ)β(CC
0 (ξ)) ≤ νp(ξ) sup

C0⊂M0
C0 countable

β(C0(ξ)), a.e. ξ ∈ J. (5.28)

Therefore, taking into account of (5.28), by (5.27) we deduce

βN(M0) ≤ sup
C⊂S1

F(·,M0(·))
C countable

sup
t∈J

(
K
∫ t

0
β(C(ξ)) dξ

)
e−Nt

≤ sup
C⊂S1

F(·,M0(·))
C countable

sup
t∈J

K
∫ t

0
νp(ξ) sup

C0⊂M0
C0 countable

β(C0(ξ)) dξ

 e−Nt

≤ sup
t∈J

K
∫ t

0
e−N(t−ξ)νp(ξ) sup

C0⊂M0
C0 countable

sup
ξ∈J

e−Nξ β(C0(ξ)) dξ


= βN(M0) sup

t∈J

∫ t

0
Ke−N(t−ξ)νp(ξ) dξ (5.29)
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By virtue of [7, Lemma 3.1] we can say that there exists H ∈N such that

sup
t∈J

∫ t

0
Ke−H(t−ξ)νp(ξ) dξ < 1. (5.30)

Now, if we assume that βH(M0) > 0, and we consider in (5.29) the constant H characterized
as in (5.30), we have the following contradiction

βH(M0) ≤ βH(M0) sup
t∈J

∫ t

0
Ke−H(t−ξ)νp(ξ) dξ < βH(M0).

Therefore we conclude that this fact
βH(M0) = 0 (5.31)

is true.
By definition of βH(M0), first of all, we have that, for every t ∈ J, the set M0(t) is relatively

weakly sequentially compact. Indeed, fixed t ∈ J and a sequence (qn(t))n in M0(t), we
consider the countable set C̃(t) = {qn(t) : n ∈ N}. By (5.31) we can say that β(C̃(t)) = 0,
so we deduce that C̃(t) is relatively weakly compact. By the Eberlein–Šmulian Theorem we
have that the set C̃(t) is relatively weakly sequentially compact, i.e. there exists a subsequence
(qnk(t))k of (qn(t))n such that qnk(t) ⇀ q(t) ∈ X. Therefore, by the arbitrariness of (qn(t))n we
can conclude that M0(t) is relatively weakly sequentially compact.

Now, we show that also the set S1
F(·,M0(·)) is relatively weakly compact in L1(J; X).

To this aim we note that S1
F(·,M0(·)) is integrably bounded. Indeed, for every f ∈ S1

F(·,M0(·)),

taking into account of M0 ⊂ BC(J;X)(0, p) (see (5.22)), we can write

f (t) ∈ F(t, M0(t)) ⊂ F(t, BX(0, p)), a.e. t ∈ J.

So, by F4. there exists ϕp ∈ L1
+(J) such that

‖ f (t)‖X ≤ ϕp(t), a.e. t ∈ J, for every f ∈ S1
F(·,M0(·)). (5.32)

Therefore S1
F(·,M0(·)) is integrably bounded and then S1

F(·,M0(·)) has the property of equi-absolute
continuity of the integral (see Remark 2.3).

Moreover, by (5.32) we also deduce that S1
F(·,M0(·)) is bounded in L1(J; X).

Now, we show that S1
F(t,M0(t))

is relatively weakly compact in X, for a.e. t ∈ J.
Let us fix t ∈ J \ H∗, where H∗ is the null measure set for which F4. and F5. hold. First of

all, we note that S1
F(t,M0(t))

is norm bounded in X by the constant ϕp(t). Indeed we have

‖x‖X ≤ ‖F(t, M0(t))‖ ≤ ‖F(t, BX(0, p))‖ ≤ ϕp(t),

for every x ∈ S1
F(t,M0(t))

.
Next, let us fix a sequence (yn)n, where yn ∈ S1

F(t,M0(t))
, n ∈ N. Then there exists a

sequence ( fn)n ⊂ S1
F(·,M0(·)) such that

yn = fn(t) ∈ F(t, M0(t));

let us note that, for every n ∈N, there exists qn ∈ M0(t) such that

yn ∈ F(t, qn). (5.33)
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Now, by considering the two countable sets C0 = {qn : n ∈ N} and C1 = {yn : n ∈ N} we
have (see (5.22) and (5.33))

C0 ⊂ BX(0, p) and C1 ⊂ F(t, C0).

So, by F5. and recalling that M0(t) is relatively weakly compact we can write

0 ≤ β(C1) ≤ νp(t)β(C0) ≤ νp(t)β(M0(t)) = 0,

so β(C1) = 0, i.e. C1 is relatively weakly compact. Hence there exists a subsequence (ynk)k ⊂
(yn)n such that (ynk)k is weakly convergent.

By the arbitrariness of (yn)n in S1
F(t,M0(t))

and taking into account the Eberlein–Šmulian
Theorem, we can claim that S1

F(t,M0(t))
is relatively weakly compact.

So, we are in the position to apply [29, Corollary 9], hence S1
F(·,M0(·)) is relatively weakly

compact in L1(J; X).
Next we are able to prove that T(M0) is relatively weakly compact in C(J; X).
To this aim we fix a sequence (xn)n, xn ∈ T(M0). Then there exists (pn)n, pn ∈ M0 such

that, for every n ∈N, xn ∈ Tpn, hence

xn(t) = C(t, 0)g(pn) + S(t, 0)h(pn) +
∫ t

0
S(t, ξ) fn(ξ) dξ, t ∈ J, (5.34)

where fn ∈ S1
F(·,pn(·)) ⊂ S1

F(·,M0(·)).

By the relative weak sequential compactness of S1
F(·,M0(·)) in L1(J; X) we can find a subse-

quence ( fnk)nk of ( fn)n such that fn ⇀ f in L1(J; X). By using Proposition 4.1, we have

GS fnk ⇀ GS f . (5.35)

Moreover, thanks to hypothesis gh2., since {pnk : k ∈ N} ⊂ M0 is countable and bounded in
C(J; X) (see (5.22)), there exists a subsequence of (pnk)k, w.l.o.g we name also (pnk)k, such that

g(pnk)→ x and h(pnk)→ y in X. (5.36)

Now, let us consider the subsequence (xnk)k of (xn)n (see (5.34)).
For every linear and continuous functional e′ : C(J; X)→ R, we can write

e′(xnk) = e′(C(·, 0)g(pnk)) + e′(S(·, 0)h(pnk)) + e′(GS fnk), ∀nk.

Taking into account (5.35) and (5.36), passing to the limit for k→ +∞, we obtain

lim
k→∞

e′(xnk) = e′(C(·, 0)x) + e′(S(·, 0)y) + e′(GS f ) = e′(C(·, 0)x + S(·, 0)y + GS f ).

By definition of weak convergence we have

xnk ⇀ C(·, 0)x + S(·, 0)y + GS f =: x,

where x ∈ C(J; X), which means that T(M0) is relatively weakly sequentially compact and
so, using again the Eberlein–Šmulian Theorem we can claim that T(M0) is relatively weakly
compact.

Finally, recalling (5.23), we can conclude M0 is weakly compact.

Step 4. Existence of a fixed point for T.
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Finally we are in the position to apply Corollary 4.4 to the multimap T|M0
. Hence the

multioperator T has a fixed point in M0, i.e. there exists x ∈ M0 such that

x(t) = C(t, 0)g(x) + S(t, 0)h(x) +
∫ t

0
S(t, ξ) f (ξ) dξ, t ∈ J

where f ∈ S1
F(·,x(·)). Of course, x is a mild solution for (P).

An immediate consequence of Theorem 5.1 is the following existence result for Cauchy
problems.

Corollary 5.2. Let X be a weakly compactly generated Banach space and x0, x1 ∈ X. Under the
assumptions (A), F1.–F5. of Theorem 5.1, there exists at least one mild solution for the Cauchy
problem 

x′′(t) ∈ A(t)x(t) + F(t, x(t)), t ∈ J

x(0) = x0

x′(0) = x1.

(PC)

Now, we propose the following existence result for reflexive Banach spaces. We note that
in this proposition the assumptions F5. gh3. and gh4. of Theorem 5.1 are omitted. Let us
note that the lack of these hypotheses implies that this result is a new one with respect to
Theorem 5.1 since the reflexivity doesn’t imply that these assumptions hold. For this reason
it is necessary to modify in some points the proof of the previous existence result.

Theorem 5.3. Let X be a reflexive Banach space and {A(t)}t∈J a family of operators which satisfies
the property (A).

Let F : J × X → P(X) be a multimap satisfying F1, F2, F3, F4 and g, h : C(J; X) → X be two
functions having the properties gh1 and gh2.

Then there exists at least one mild solution for the nonlocal problem (P).

Proof. First we note that if N ⊂ J is null measure set such that (5.2) and F3. hold, fixed
t ∈ J \ N and x ∈ X, by (5.2) we deduce the boundedness of the set F(t, x), therefore the
reflexivity of the space X imply the relative weak compactness of F(t, x). Moreover, by F3. we
have that the set F(t, x) is weakly sequentially closed, so invoking Theorem 3 of [32] and F1.
we can claim that

F(t, x) is closed, for a.e. t ∈ J and for every x ∈ X. (5.37)

Let us consider the integral multioperator T : C(J; X)→ Pc(C(J; X)) defined in (5.4) and (5.5).

First of all we have to prove that the multioperator T is well defined, i.e. it has nonempty
and convex values.

Let u ∈ C(J; X), by using the uniform continuity of u in J we can construct a sequence
(un)n, un : J → X, of step functions such that

sup
t∈J
‖un(t)− u(t)‖X → 0, for n→ ∞, (5.38)

then, for every n ∈ N, by virtue of F2., there exists a B-measurable function fn : J → X such
that

fn(t) ∈ F(t, un(t)), a.e. t ∈ J. (5.39)
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Moreover, by (5.38), there exists Nu ∈ R+ such that

un(t), u(t) ∈ BX(0, Nu) := Mu, for every t ∈ J, n ∈N, (5.40)

so, by hypothesis F4. and (5.39), we can claim

‖ fn(t)‖X ≤ ‖F(t, BX(0, Nu))‖ ≤ ϕNu(t), a.e. t ∈ J, ∀n ∈N, (5.41)

where ϕNu ∈ L1
+(J).

Therefore, since fn is B-measurable, by (5.41) we can deduce that fn ∈ L1(J; X), for every
n ∈N.

Now, taking into account of (5.41), the set Au = { fn : n ∈ N} is bounded in L1(J; X) and
it has the property of equi-absolute continuity of the integral. Moreover, by (5.41), Au(t) ⊂
BX(0, ϕNu(t)), a.e. t ∈ J. According to the reflexivity of the space and by [29, Corollary 9] we
can conclude that the set Au is relatively weakly compact in L1(J; X). Therefore, there exists
( fnk)k, subsequence of ( fn)n, such that

fnk ⇀ fu ∈ L1(J; X).

Now, in order to obtain that fu ∈ S1
F(·,u(·)), we want to prove that fu(t) ∈ F(t, u(t)), a.e. t ∈ J.

Since fnk ⇀ fu, by using Mazur’s convexity theorem, there exists a sequence ( f̃nk)k made
up of convex combinations of the fnk ’s such that f̃nk → fu in L1(J; X) and, up to a subsequence,

f̃nkp
(t)→ fu(t), a.e. t ∈ J. (5.42)

Now, put H∗ the null measure set for which hypothesis F3., (5.37), (5.39), (5.41) and (5.42)
hold, by using respectively (5.37) and (5.41) we have

F(t, x) is weakly closed, for every x ∈ X, t ∈ J \ H∗, (5.43)

sup
x∈BX(0,Nu)

‖F(t, x)‖ ≤ ϕNu(t), for every t ∈ J \ H∗. (5.44)

Next, we want to prove that fixed t ∈ J \ H∗, the multimap F|BX(0,Nu)
(t, ·) is weakly upper

semicontinuous and, in order to do that, we will show that all the hypotheses of [18, Theorem
1.1.5] are satisfied.

For every x ∈ BX(0, Nu) from (5.44), we can write F|BX(0,Nu)
(t, x) ⊂ BX(0, ϕNu(t)), therefore,

by the reflexivity of X, we can say (see (5.43)) that the set F|BX(0,Nu)
(t, x) is weakly compact

and the multimap F|BX(0,Nu)
(t, ·) is weakly compact. Hence, recalling hypothesis F3., by [2,

Corollary 3.2] we have that F|BX(0,Nu)
(t, ·) is a weakly closed multimap. Since all the hypotheses

of [18, Theorem 1.1.5] are satisfied, F|BX(0,Nu)
(t, ·) is also weakly upper semicontinuous. Hence

we can conclude that F|BX(0,Nu)
(t, ·) is weakly upper semicontinuous, for every t ∈ J \ H∗.

Now, let us fix again t ∈ J \ H∗ and assume that absurdly fu(t) /∈ F|BX(0,Nu)
(t, u(t)).

We note that, thanks to F1. and (5.37), all the hypotheses of the Hahn–Banach Theorem are
satisfied, so there exists a weakly open convex set V ⊃ F|BX(0,Nu)

(t, u(t)) satisfying

fu(t) /∈ V = Vw. (5.45)

Taking into account of the weak upper semicontinuity of F|BX(0,Nu)
(t, ·) , there exists a weak

neighborhood Wu(t) of u(t) such that F|BX(0,Nu)
(t, Wu(t))) ⊂ V. Therefore

F(t, x) ⊂ V, for every x ∈Wu(t) ∩ BX(0, Nu). (5.46)
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Now, by (5.38) the subsequence (unkp
(t))p, indexed as in (5.42), satisfies unkp

(t) ⇀ u(t), so
there exists n ∈ N such that, for every nkp > n we have unkp

(t) ∈ Wu(t), hence by (5.40)
unkp

(t) ∈Wu(t) ∩ BX(0, Nu).
Further, by (5.39) and (5.46) we deduce that fnkp

(t) ∈ V, for every nkp > n.
Now, the convexity of V implies that f̃nkp

(t) ∈ V, for every nkp > n and, by the conver-

gence of ( f̃nkp
(t))k to fu(t), we arrive to the contradictory conclusion fu(t) ∈ Vw (see (5.45)).

So we can conclude that fu(t) ∈ F(t, u(t)) a.e. t ∈ J.
By recalling (5.5) and the fact that fu ∈ L1(J; X) we finally obtain that fu ∈ S1

F(·,u(·)), i.e.
S1

F(·,u(·)) 6= ∅.
Now, we consider the function yu : J → X defined by

yu(t) = C(t, 0)g(u) + S(t, 0)h(u) +
∫ t

0
S(t, ξ) fu(ξ) dξ, t ∈ J.

It is easy to prove that yu is well posed and continuous in J, so yu ∈ Tu, i.e. Tu 6= ∅. Clearly,
Tu is convex.

We can conclude that the integral multioperator T assumes values in Pc(C(J; X)).

Form now on we proceed by steps.

Step 1. The multioperator T has a weakly sequentially closed graph.

As in Step 1 of Theorem 5.1 we fix two sequences (qn)n and (xn)n in C(J; X) with the
properties (5.7) and (5.8).

Using analogous considerations of Step 1 of Theorem 5.1 we can say that (5.9) and (5.10)
hold, so for every n ∈N, by (5.7) there exists (see (5.5))

fn ∈ S1
F(·,qn(·)) (5.47)

such that (see (5.4))

xn(t) = C(t, 0)g(qn) + S(t, 0)h(qn) +
∫ t

0
S(t, ξ) fn(ξ) dξ, t ∈ J.

Now we want to prove that, put A = { fn : n ∈ N} (see (5.47)), A satisfies all the hypotheses
of [29, Corollary 9]. Obviously A is a subset of L1(J; X).

Moreover, by (5.47) and (5.9) we deduce

fn(t) ∈ F(t, qn(t)) ⊂ F(t, BX(0, n)), a.e. t ∈ J, ∀n ∈N. (5.48)

Now, put H the null measure set for which F4. and (5.48) hold, we have that there exists
ϕn ∈ L1

+(J) such that (see (5.2))

‖ fn(t)‖X ≤ ϕn(t), ∀t ∈ J \ H, ∀n ∈N (5.49)

that implies
‖ fn‖L1(J;X) ≤ ‖ϕn‖1, ∀n ∈N, (5.50)

i.e. the set A is bounded in L1(J; X). Then, by (5.50) we also say that A has the property of
equi-absolute continuity of the integral (see Remark 2.3).

Now, by using (5.50) and the reflexivity of X we can also say that A(t) is relatively weakly
compact a.e. t ∈ J. Hence, since also (5.49) is true, thanks to [29, Corollary 9], we can conclude
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that A is relatively weakly compact in L1(J; X). So there exists a subsequence ( fnk)k of ( fn)n

such that fnk ⇀ f ∈ L1(J; X), then by using again the Mazur’s convexity theorem and analo-
gous arguments presented in the previous part of the proof we can claim that f (t) ∈ F(t, q(t)),
a.e. t ∈ J. Therefore we can say that (see (5.5)) f ∈ S1

F(·,q(·)).
Now, by using gh1. and the same technique of the final part of Step 1 of Theorem 5.1 we

can obtain that x ∈ Tq.
Therefore we can conclude that T has a weakly sequentially closed graph.

Step 2. There exists a subset of C(J; X) which is invariant under the action of the operator T.

We omit this step of the proof, since it is identical to Step 2 of the proof of Theorem 5.1.
So, we can say that there exists p ∈ N such that BC(J;X)(0, p) is invariant under the action of
the operator T.

Step 3. There exists the smallest (0, T)-fundamental set which is weakly compact.

First of all, fixed p as in Step 2, by Proposition 2.5, put x0 = 0 and K = BC(J;X)(0, p) a
subset of the locally convex Hausdorff space C(J; X) equipped with the weak topology, we
can say that there exists

M0 ⊂ BC(J;X)(0, p) = K (5.51)

such that
M0 = co(T(M0) ∪ {0}) (5.52)

Now, we will prove that M0 is weakly compact. To this end we establish that the set T(M0) is
relatively weakly compact.

Let (qn)n be a sequence in M0 and (xn)n be a sequence in C(J; X) such that xn ∈ Tqn,
for every n ∈ N. Now, by definition of the multioperator T, there exists a sequence ( fn)n,
fn ∈ S1

F(·,qn(·)), such that

xn(t) = C(t, 0)g(qn) + S(t, 0)h(qn) +
∫ t

0
S(t, ξ) fn(ξ) dξ, t ∈ J.

Next, put A = { fn : n ∈ N}, reasoning as in Step 1 of this proof, we can show that A is
bounded in L1(J; X), it has the property of equi-absolute continuity of the integral and, by
using the reflexivity of X, we can say that A(t) is relatively weakly compact, for a.e. t ∈ J.
Therefore, thanks again to [29, Corollary 9] we can say that A is relatively weakly compact in
L1(J; X), so there exists ( fnk)k subsequence of ( fn)n such that fnk ⇀ f ∈ L1(J; X).

Now, by the weak sequential continuity of GS (see Proposition 4.1), we can write

GS fnk ⇀ GS f . (5.53)

Moreover, thanks to hypothesis gh2., since {qnk : k ∈ N} ⊂ M0 is countable and bounded
(see (5.51)), there exists a subsequence of (qnk)k w.l.o.g. named again (qnk)k, such that

g(qnk)k → x and h(qnk)k → y in X. (5.54)

Now, by (5.53) and (5.54) the subsequence (xnk)k of (xn)n weakly converges to x = C(·, 0)x +

S(·, 0)y + GS f ∈ C(J; X). Therefore T(M0) is relatively weakly compact and, invoking (5.52),
M0 is weakly compact.

Finally, reasoning as in Step 4 of Theorem 5.1 we can conclude that there exists at least
one mild solution for (P).
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We can immediately formulate the following consequence of Theorem 5.3 for Cauchy
problems.

Corollary 5.4. Let X be a reflexive Banach space and x0, x1 ∈ X. Under the assumptions (A), F1.–F4.
of Theorem 5.3, there exists at least one mild solution for the Cauchy problem (PC).

Remark 5.5. Let us note that, if J = [0, a], all the results of Sections 4 and 5 hold too. In
particular, Theorem 5.1, Theorem 5.3 and their respectively corollaries continue to be true if
we modify (5.1) by

lim sup
n→∞

∫ a
0 ϕn(ξ) dξ

n
<

1
Ka

.

6 An application

In this section we apply the theory developed in Section 5 to study the following controllability
problem

∂2w
∂t2 (t, ξ) = ∂2w

∂ξ2 (t, ξ) + b(t) ∂w
∂ξ (t, ξ) + T(t)w(t, ·)(ξ) + u(t, ξ)

w(t, 0) = w(t, 2π), t ∈ J
∂w
∂ξ (t, 0) = ∂w

∂ξ (t, 2π), t ∈ J

w(0, ξ) = x0, ξ ∈ R

∂w
∂t (0, ξ) = x1, ξ ∈ R

‖u(t, ξ)‖C ∈
[

f1

(
t, ξ,

∫ 2π
0 k1(t, θ)w(t, θ) dθ

)
, f2

(
t, ξ,

∫ 2π
0 k2(t, θ)w(t, θ) dθ

)]
(6.1)

where x0, x1 ∈ C and b : J → R, ki : J ×R → R, fi : J ×R×C → R+
0 , i = 1, 2, {T(t)}t∈J is a

suitable family of operators.
First of all, as in [16], we will use the identification between functions defined on the

quotient group T = R/2πZ with values in C and 2π-periodic functions from R to C. In
order to model the problem above in an abstract form we consider the space X = L2(T, C),
i.e. the space of all functions x : R→ C, 2π-periodic and 2-integrable in [0, 2π], endowed with
the usual norm ‖ · ‖L2(T,C). Moreover we denote by H1(T, C) and by H2(T, C) respectively the
following Sobolev subspaces of L2(T, C)

H1(T, C) =

{
x ∈ L2(T, C) :

dx
dξ
∈ L2(T, C)

}
H2(T, C) =

{
x ∈ L2(T, C) :

dx
dξ

,
d2x
dξ2 ∈ L2(T, C)

}
,

where dx
dξ , d2x

dξ2 denote the weak derivatives.
Further we consider the operator A0 : D(A0) = H2(T, C)→ L2(T, C) defined by

A0x =
d2x
dξ2 , x ∈ H2(T, C)

and we assume that the operator A0 is the infinitesimal generator of a strongly continuous
cosine family {C0(t)}t∈R, where C0(t) : L2(T, C)→ L2(T, C), for every t ∈ R (see [16]).

Then we fix the function P : J → L(H1(T, C), L2(T, C)) defined as

P(t)x = b(t)
dx
dξ

, t ∈ J, x ∈ H1(T, C)
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where b : J → R is of class C1 on J.
Now we are able to define the family {A(t) : t ∈ J} where, for every t ∈ J, A(t) : D(A) =

H2(T, C)→ L2(T, C) is an operator defined as

A(t) := A0 + P(t), t ∈ J.

Let us note that, as the Authors of [16] say (see Lemma 4.1), the family {A(t) : t ∈ J} generates
a fundamental system {S(t, s)}(t,s)∈J×J . In the sequel, we denote with K the constant, linked
to {S(t, s)}(t,s)∈J×J , satisfying the properties of Remark 3.2.

In what follows we revise functions w, u : J ×R → C such that w(t, ·) ∈ H2(T, C) and
u(t, ·) ∈ L2(T, C), for every t ∈ J, as the maps x : J → H2(T, C), v : J → L2(T, C), respectively,
are defined by

x(t)(ξ) = w(t, ξ), t ∈ J, ξ ∈ R

v(t)(ξ) = u(t, ξ), t ∈ J, ξ ∈ R.

Moreover we construct, by using the family {T(t)}t∈J and the functions f1, f2, a suitable
multimap F such that we can rewrite the problem (6.1) in the abstract form

d2x
dt2 (t) ∈ A0x(t) + P(t)x(t) + F(t, x(t)) = A(t)x(t) + F(t, x(t)), t ∈ J

x(0) = x̃0
dx
dt (0) = x̃1

(6.2)

where x̃0, x̃1 : R → C are functions of L2(T, C) respectively defined x̃0(ξ) = x0, x̃1(ξ) = x1,
for every ξ ∈ R.

Let us note that, since we settle for proving the existence of a mild solution (therefore
the existence of derivatives is not necessary) it is sufficient to consider that w(t, ·) ∈ L2(T, C)

instead of w(t, ·) ∈ H2(T, C).

Hence, in order to apply our Corollary 5.4 we consider X = L2(T, C) and we assume the
following properties on the family of operators {T(t)}t∈J and the functions ki, fi, i = 1, 2

(T) for every t ∈ J, T(t) : L2(T, C) → L2(T, C) is linear, bounded and, for every y ∈
L2(T, C), T(·)y is B-measurable and ‖T(·)‖L(L2(T,C)) ∈ L1

+(J);

(k) ki(t, ·) ∈ L2(T), for every t ∈ J, i = 1, 2;

(f1) f1, f2 : J ×R×C → R+
0 are 2π- periodic functions with respect to the second variable,

such that

(1) for every (t, ξ, w) ∈ J ×R×C, f1(t, ξ, w) ≤ f2(t, ξ, w);

(2) for each y ∈ L2(T, C) there exists a B-measurable map zy : J ×R→ C such that

‖zy(t, ξ)‖C ∈
[

f1

(
t, ξ,

∫ 2π

0
k1(t, θ)y(θ) dθ

)
, f2

(
t, ξ,

∫ 2π

0
k2(t, θ)y(θ) dθ

)]
,

for every t ∈ J and for a.e. ξ ∈ R;
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(f2) for a.e. t ∈ J and for a.e. ξ ∈ R, f1(t, ξ, ·) is lower semicontinuous and f2(t, ξ, ·) is upper
semicontinuous, i.e.

f1(t, ξ, s) ≤ lim inf
w→s

f1(t, ξ, w) f2(t, ξ, s) ≥ lim sup
w→s

f2(t, ξ, w),

for every s ∈ C;

(f3) there exists ϕ ∈ L1
+(J), K

∫ 1
0 (ϕ(θ) + ‖T(θ)‖L(L2(T,C)) dθ < 1, such that, for every t ∈ J

and each r > 0, there exists ψt,r ∈ L2
+([0, 2π]), with

sup
‖s‖C≤r‖k2(t,·)‖L2(T)

f2(t, ξ, s) ≤ ψt,r(ξ), a.e. ξ ∈ [0, 2π],

such that
‖ψt,r‖L2([0,2π]) ≤ rϕ(t). (6.3)

Now we define the function g : J × L2(T, C)→ L2(T, C) such that

g(t, y)(ξ) = (T(t)y)(ξ), ξ ∈ R, (t, y) ∈ J × L2(T, C). (6.4)

Recalling that T(t) assumes values in L2(T, C), we have that g is obviously well posed.
Next we consider the multimap U : J × L2(T, C) → P(L2(T, C)), defined for every t ∈ J

and y ∈ L2(T, C) by

U(t, y) =
{

z ∈ L2(T, C) :

f1

(
t, ξ,

∫ 2π

0
k1(t, θ)y(θ) dθ

)
≤ ‖z(ξ)‖C ≤ f2

(
t, ξ,

∫ 2π

0
k2(t, θ)y(θ) dθ

)
,

a.e. ξ ∈ R

}
. (6.5)

Let us show that the multimap U assumes non empty values.
First of all, fixed y ∈ L2(T, C), we consider the B-measurable map zy : J ×R → C charac-

terized in (2) of (f1). Fixed t ∈ J, by the B-measurability of zy, we can claim that zy(t, ·) is also
B-measurable. Moreover ‖zy(t, ·)‖C ∈ L2(T), indeed taking into account of (f1)(2) we have

‖zy(t, ξ)‖C ≤ f2

(
t, ξ

∫ 2π

0
k2(t, θ)y(θ) dθ

)
, a.e. ξ ∈ R. (6.6)

Now, by hypothesis (k), we have
∥∥ ∫ 2π

0 k2(t, θ)y(θ) dθ
∥∥

C
≤ ‖k2(t, ·)‖L2(T)‖y‖L2(T,C), therefore,

put r = ‖y‖L2(T,C), by (f3) and (6.6) there exists ψt,r ∈ L2
+([0, 2π]) such that ‖zy(t, ξ)‖C ≤

ψt,r(ξ), a.e. ξ ∈ R. Hence ‖zy(t, ·)‖C ∈ L2(T) and so

zy(t, ·) ∈ L2(T, C). (6.7)

Finally, using again hypothesis (f1)(2) and by (6.7) we conclude that zy(t, ·) ∈ U(t, y) (see
(6.5)), so U(t, y) is non empty.

We are in the position to define the multimap F : J × L2(T, C)→ P(L2(T, C)) as (see (6.4)
and (6.5))

F(t, y) = {T(t)y + v, v ∈ U(t, y)}, t ∈ J, y ∈ L2(T, C). (6.8)
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Since the operator T(t) assumes values in L2(T, C), F is obviously well defined.

Now we want to show that we can apply Corollary 5.4 to the problem (6.2).
First of all we note that X = L2(T, C) is obviously a reflexive Banach space. Moreover

hypothesis (A) is clearly true because of our construction of the family {A(t) : t ∈ J}.
Now, let us show that hypotheses F1.– F4. are satisfied.
First of all, since U has convex values, we can say that F takes convex values too, i.e. F1.

of our Corollary 5.4 holds.

Next, we prove that, fixed y ∈ L2(T, C), the multimap F(·, y) has a B-selection.
By the previous arguments we can say that the function zy : J ×R → C characterized in

(2) of (f1) is such that, for every t ∈ J,

zy(t, ·) ∈ U(t, y). (6.9)

Now, taking into account that the function zy : J ×R → C is B-measurable with zy(t, ·) ∈
L2(T, C), for every t ∈ J, from Theorem 2.4, we can say that the following abstract function

ẑy : J → L2(T, C), defined by ẑy(t) = zy(t, ·), is B-measurable. (6.10)

Next, we define py : J → L2(T, C) as

py(t) = T(t)y + ẑy(t), t ∈ J.

By using (6.10) and hypothesis (T) we have that py is obviously well posed and B-measurable.
Moreover, as a consequence of (6.9) and (6.8) we can write that py(t) ∈ F(t, y), for every

t ∈ J.
Therefore, for every y ∈ L2(T, C), py is a B-selection of F(·, y), i.e. hypothesis F2. of our

Corollary 5.4 holds.

Now, let us show that also hypothesis F3. is satisfied.
Let N ⊂ J be the null measure set for which hypothesis (f2) holds, t ∈ J \ N and (yn)n and

(qn)n be two sequences in L2(T, C) such that yn ⇀ y, y ∈ L2(T, C), qn ⇀ q, q ∈ L2(T, C) and
qn ∈ F(t, yn), ∀n ∈N, i.e. qn = T(t)yn + vn, where vn ∈ U(t, yn), for every n ∈N.

Now, if we consider
vn = qn − T(t)yn, ∀n ∈N (6.11)

taking into account of hypothesis (T) and the weak convergence of (yn)n and (qn)n we have

vn ⇀ q− T(t)y =: v, (6.12)

i.e. q = T(t)y + v, where v ∈ L2(T, C).
Further, from (6.12), for every ξ ∈ R, we can write

vn(ξ) ⇀ v(ξ). (6.13)

In order to prove that q ∈ F(t, y), we establish that v ∈ U(t, y) (see (6.8)).
First of all, in the sequel we consider for i = 1, 2 and for every t ∈ J, the linear and

bounded operator lt
i : L2(T, C)→ C defined by

lt
i (y) =

∫ 2π

0
ki(t, θ)y(θ) dθ,
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for every y ∈ L2(T, C).
Taking into account of the weak convergence of (yn)n we have limn→∞ lt

i (yn) = lt
i (y),

i = 1, 2.
Now, we consider the multimaps Gt

n : R→ P(R), n ∈N, and Gt : R→ P(R) respectively
defined by

Gt
n(ξ) =

[
f1
(
t, ξ, lt

1(yn)
)

, f2
(
t, ξ, lt

2(yn)
)]

(6.14)

Gt(ξ) =
[

f1
(
t, ξ, lt

1(y)
)

, f2
(
t, ξ, lt

2(y)
)]

,

for every ξ ∈ R.
Moreover, let us fix a null measure set Ht ⊂ R for which hypotheses (f2) and (f3) and (see

(6.11) and (6.5)) ‖vn(ξ)‖C ∈ Gt
n(ξ) hold, for every ξ ∈ R \ Ht.

Let us note that, in order to apply the Containment Theorem (see Theorem 2.6), since f1, f2

are 2π-period functions with respect to the second variable, we can assume without loss of
generality that Gt

n and Gt are defined on [0, 2π].
Now, fixed ξ ∈ [0, 2π] \ (Ht ∩ [0, 2π]), we consider an arbitrary sequence (un)n such that

un ∈ Gt
n(ξ), for all n ∈N, i.e.

f1
(
t, ξ, lt

1(yn)
)
≤ un ≤ f2

(
t, ξ, lt

2(yn)
)

, ∀n ∈N. (6.15)

Next, by the strong convergence of (lt
2(yn))n, there exists r̂ > 0 such that

∥∥lt
2(yn)

∥∥
C
≤

r̂, ∀n ∈ N. Hence, taking into account that f1 is a nonnegative function, fixed r > 0 such
that r‖k2(t, ·)‖L2(T) = r̂, by hypothesis (f3) there exists ψt,r ∈ L2

+([0, 2π]) such that

Gt
n(ξ) ⊂ [0, ψt,r(ξ)], ∀n ∈N,

so, we can say that there exists a subsequence (unk)k of (un)n such that

unk → u. (6.16)

Now, taking into account of (6.15), by using (f2) and (6.16), passing to the limit we obtain

f1
(
t, ξ, lt

1(y)
)
≤ u ≤ f2

(
t, ξ, lt

2(y)
)

.

i.e. u ∈ Gt(ξ) (see (6.14)). So hypothesis α) of the Containment Theorem holds.
Next, let (ŷn)n be a sequence such that, for all n ∈N, ŷn : [0, 2π]→ R is defined by

ŷn(ξ) = ‖vn(ξ)‖C, ξ ∈ [0, 2π],

where vn is a function presented in (6.11).
First of all, fixed ξ ∈ [0, 2π] \ (Ht ∩ [0, 2π]), we know that ŷn(ξ) = ‖vn(ξ)‖C ∈ Gt

n(ξ), for
all n ∈N. Moreover by the same arguments above presented we have

|ŷn(ξ)| ≤ ψt,r(ξ), ∀n ∈N,

Being ψt,r ∈ L2
+([0, 2π]) ⊂ L1

+([0, 2π]), we can say that (ŷn)n is an integrably bounded se-
quence and so it has also the property of equi-absolute continuity of the integral (see Re-
mark 2.3), i.e. hypothesis αα) of Theorem 2.6 is true.

Now, since all the hypotheses of the Containment Theorem hold, there exists a subse-
quence (ŷnk)k of (ŷn)n such that

ŷnk ⇀ ŷ in L1
+([0, 2π]) (6.17)
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and
ŷ(ξ) ∈ coGt(ξ) = Gt(ξ), a.e. ξ ∈ [0, 2π]. (6.18)

Next, since the strong and weak topologies are the same in R and C, taking into account of
(6.17) and (6.13) respectively, we can write

ŷnk(ξ) = ‖vnk(ξ)‖C → ŷ(ξ), (6.19)

and
‖vnk(ξ)‖C → ‖v(ξ)‖C, (6.20)

for a.e. ξ ∈ [0, 2π].
Finally, by using (6.19), (6.20) and the uniqueness of the limit we have (see (6.18))

‖v(ξ)‖C ∈ Gt(ξ), a.e. ξ ∈ [0, 2π].

In the same way, by applying the Containment Theorem to the restrictions Gt
n|[2kπ,2(k+1)π] and

Gt
|[2kπ,2(k+1)π] we have

‖v(ξ)‖C ∈
[

f1
(
t, ξ, lt

1(y)
)

, f2
(
t, ξ, lt

2(y)
)]

,

a.e. ξ ∈ R.
In conclusion, by recalling that v ∈ L2(T, C) (see (6.12)), we can claim that v ∈ U(t, y), a.e.

t ∈ J. So also F3. of Corollary 5.4 holds.

Now we will prove that hypothesis F4. is true. First of all, for every n ∈ N, let us fix
y ∈ BL2(T,C)(0, n), t ∈ J. Now, fixed q ∈ F(t, y), there exists v ∈ U(t, y) such that q = T(t)y + v
(see (6.8)) and we have

‖q‖L2(T,C) = ‖T(t)y + v‖L2(T,C) ≤ ‖T(t)y‖L2(T,C) + ‖v‖L2(T,C). (6.21)

By using analogous arguments of the previous part of the proof, (k) and (f3) imply

‖v(ξ)‖C ≤ f2
(
t, ξ, lt

2(y)
)
≤ ψt,n(ξ),

for a.e. ξ ∈ [0, 2π], where ψt,n ∈ L2
+([0, 2π]).

Therefore, by using (6.3) of (f3) we have

‖v‖L2(T,C) ≤ ‖ψt,r‖L2
+([0,2π]) ≤ nϕ(t). (6.22)

Then, by using (6.21) and (6.22) we are in the position to claim the following inequality

‖q‖L2(T,C) ≤ n
(

ϕ(t) + ‖T(t)‖L(L2(T,C))

)
.

Therefore, by the arbitrariness of y ∈ BL2(T,C)(0, n) we deduce

‖F(t, y)‖ ≤ n
(

ϕ(t) + ‖T(t)‖L(L2(T,C))

)
=: ϕn(t),

where ϕn ∈ L1
+(J), since ϕ ∈ L1

+(J) and ‖T(·)‖L(L2(T,C)) ∈ L1
+(J) (see (T)).

Finally we note that (see hypothesis (f3))

lim sup
n→∞

K
∫ 1

0 ϕn(θ) dθ

n
= K

∫ 1

0
(ϕ(θ) + ‖T(θ)‖L(L2(T,C))) dθ < 1,
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so also F4. of Corollary 5.4 holds.

By means of the arguments above presented, we are in a position to apply the Cauchy
version of our Theorem 5.3. Then we can deduce that there exists a continuous function
x̂ : J → L2(T, C) that is a mild solution for (6.2), i.e.

x̂(t) = C(t, 0)x0 + S(t, 0)x1 +
∫ t

0
S(t, θ)q̂(θ) dθ, t ∈ J,

where
q̂ ∈ S1

F(·,x̂(·)) = {q ∈ L1(J; L2(T, C)) : q(t) ∈ F(t, x̂(t)) a.e. t ∈ J}. (6.23)

Therefore, since a.e. t ∈ J, q̂(t) ∈ F(t, x̂(t)), there exists vx̂(t) ∈ U(t, x̂(t)) (see (6.8)) such that

vx̂(t) = q̂(t)− T(t)x̂(t), a.e. t ∈ J. (6.24)

Hence we can consider the map vx̂ : J → L2(T, C) defined as in (6.24) which is B-measurable,
since q̂(·) and T(·)x̂(·) are B-measurable (see respectively (6.23) and (T)).

At this point, by considering functions w : J ×R → C and u : J ×R → C respectively
defined by

w(t, ξ) = x̂(t)(ξ), t ∈ J, ξ ∈ R

u(t, ξ) = vx̂(t)(ξ), t ∈ J, ξ ∈ R,

which are 2π-periodic with respect to the second variable and 2-integrable in [0, 2π], we can
conclude that {w, u} is an admissible mild-pair for problem (6.1).

Finally we are able to enunciate the following result.

Theorem 6.1. In the framework above described, there exists an admissible mild-pair {w, u} for prob-
lem (6.1), i.e. w, u : J ×R→ C satisfying the following properties

(w1) for every t ∈ J, w(t, ·) is 2π-periodic and 2-integrable on [0, 2π];

(w2) for every ξ ∈ R, w(·, ξ) is continuous on J;

(w3) w(0, ξ) = x0, for every ξ ∈ R;

(w4) for every ξ ∈ R such that w(·, ξ) is derivable at 0, we have ∂w
∂t (0, ξ) = x1;

(u1) for every t ∈ J, u(t, ·) is 2π-periodic and 2-integrable on [0, 2π];

(u2) for every ξ ∈ R, u(·, ξ) is B-measurable and such that
‖u(t, ξ)‖C ∈

[
f1
(
t, ξ,

∫ 2π
0 k1(t, θ)w(t, θ) dθ

)
, f2
(
t, ξ,

∫ 2π
0 k2(t, θ)w(t, θ) dθ

)]
,

a.e. t ∈ J and for every ξ ∈ R.

Moreover, w, u are such that

w(t, ξ) = C(t, 0)x0 + S(t, 0)x1 +
∫ t

0
S(t, θ)q(θ, ξ) dθ, t ∈ J, ξ ∈ R

where q : J ×R→ C is defined by

q(t, ξ) = T(t)w(t, ·)(ξ) + u(t, ξ), t ∈ J, ξ ∈ R.
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