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Abstract. We consider a system of two sets of partial differential equations describing
the water hammer in a hydroelectric power plant containing the dynamics of the tun-
nel, turbine penstock, surge tank and hydraulic turbine. Under standard simplifying
assumptions (negligible Darcy–Weisbach losses and dynamic head variations), a system
of functional differential equations of neutral type, with two delays, can be associated to
the aforementioned partial differential equations and existence, uniqueness and contin-
uous data dependence can be established. Stability is then discussed using a Lyapunov
functional deduced from the energy identity. The Lyapunov functional is “weak” i.e. its
derivative function is only non-positive definite. Therefore only Lyapunov stability is
obtained while for asymptotic stability application of the Barbashin–Krasovskii–LaSalle
invariance principle is required. A necessary condition for its validity is the asymptotic
stability of the difference operator associated to the neutral system. However, its prop-
erties in the given case make the asymptotic stability non-robust (fragile) in function of
some arithmetic properties of the delay ratio.
Keywords: differential equations, neutral functional differential equations, energy Lya-
punov functional, asymptotic stability, water hammer.
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1 The engineering model and problem statement

The transient processes of the hydraulic power plants are quite important since, if uncon-
trolled, they can produce technical and/or environment catastrophes. Consequently their
theoretical analysis is of major concern: we can cite but a few references on this subject [3, 21,
24, 27].

We shall consider here, as in other papers of ours, the (relatively) standard structure of
a hydroelectric power plant consisting of a water reservoir (“lake”), tunnel, penstock and
hydraulic turbine (Fig. 1.1)
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Figure 1.1: Hydroelectric plant structure. 1. Lake. 2. Tunnel. 3. Surge tank.
4. Penstock. 5. Hydraulic turbine.

This structure is common for the hydroelectric power plants throughout the world: such
examples as “Bicaz” and “Somes, Măris,elu” in Romania [27] or “Tanzmühle” in Germany [25,26]
illustrate this assertion.

If distributed parameters are considered along the two water conduits, the adapted Saint
Venant partial differential equations have to be used and the following mathematical model
is obtained – we reproduce it after [10]

∂xi

(
Hi +

V2
i

2g

)
+

1
g

∂tVi +
λi

2Di

1
g

Vi|Vi| = 0, ∂tHi +
a2

i
g

∂xi Vi = 0, i = 1,2,

H1(0, t) = H0; H1(L1, t) +
V2

1 (L1, t)
2g

= Z(t) + Rs
dZ
dt

= H2(0, t) +
V2

2 (0, t)
2g

,

Qi = FiVi, i = 1,2; Q̄ = αqFθ max
√

H0; Fs
dZ
dt

= Q1(L1, t)−Q2(0, t),

Q2(L2, t) = (1− k)αqFθ(t)
√

H2(L2, t) + kQ̄Ω(t)/Ωc,

JΩc
dΩ
dt

= ηθ
γ

2g
Q2(L2, t)H2(L2, t)− Ng,

(1.1)

where the notations are the usual ones in the field and are enumerated in the Appendix (also
reproduced after the Appendix of [10]). In (1.1) the flow crossing the wicket gates of the
turbine, namely Q2(L2, t) (the subscript 2 accounts for the penstock state variables and pa-
rameters) is expressed according to an improved formula of [3], thus being dependent of the
turbine rotating speed. The terms depending on V2

i account for the dynamic heads and those
in Vi|Vi| for the Darcy–Weisbach losses. It is worth mentioning that all conduits are assumed
to be described by distributed parameters. The throttling of the surge tank is represented by
its parameter Rs; letting Rs = 0 means assuming a surge tank without throttling. Also the
flow Q̄ as defined in (1.1) represents the maximally available flow at the wicket gates and
serves to flow rating (at this point we do not yet discuss the state variables ratings). It is worth
mentioning however that this model reproduces the usual models of the hydraulic plants in-
corporating the dynamic (velocity) heads (Qi/Fi)

2 and the distributed Darcy–Weisbach losses
(λi/(2Dig))(Qi/Fi))(|Qi|/Fi). The boundary condition for the water flow Q2(L2, t) is bor-
rowed from [3] and incorporates the turbine rotating speed effect on the flow: it is stated
that 0 < k < 0.3 but in general there is taken k = 0; k is thus a numeric coefficient having a
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corrective character from the engineering point of view. As it will appear in the following,
k is irrelevant in water hammer analysis. As it can be seen in the Appendix containing the
notation list, Fθ is the cross section area of the hydraulic turbine wicket gates. In the equations
of the model (1.1) it acts as an input (forcing) signal, being defined by the speed controller
of the turbine; its amplitude is limited physically: 0 ≤ Fθ ≤ Fθ max. During water hammer the
hydraulic turbine is decoupled from the hydraulic system upstream and the forcing signal is
blocked at some constant value, being thus irrelevant for the water hammer dynamics.

In hydraulic engineering two are the types of transients which are discussed: the normal
and the abnormal ones. The normal exploitation regimes of the hydraulic power plants are
concerned firstly with the so called frequency/megawatt control of the Electric Grid. The fre-
quency/megawatt control is achieved by the control of the turbine rotating speed through
water flow admission – controlled by the cross section area Fθ(t) of the wicket gates. The
turbine controllers can be mechanical, hydraulic or electro-hydraulic (as technical implemen-
tation); the most recent control approach is based on predictive control [24]. The turbine
controller is not included in (1.1) since normal regimes are outside the aim of this paper.

The abnormal regimes are concerned with sudden large power changes including turbine
shut down. Especially in the last case, the turbine with the rotating speed controller are “cut”
from the upstream dynamics; the only stabilizing device for the upstream dynamics remains
the surge tank.

The present paper is concerned with the second case – the dynamics of the abnormal
regimes. Again, two will be the problems analyzed. The first one will be the inherent stability
of the surge tank as stabilizing device. The problem occurs from the engineering conviction
that a stabilizing device incorporated in a feedback structure must be stable itself. Moreover,
the surge tank is not a miniaturized electronic device but a construction which cannot be
rebuilt in case of a design error. The second problem, already mentioned, is the stability of
the upstream dynamics of the turbine (tunnel, surge tank, penstock) under water hammer.

Several simplifying assumptions are introduced, considered as covering from the engi-
neering point of view (this aspect will be explained in what follows). The newly obtained
model will allow a rigorous mathematical study by associating certain functional differential
equations of neutral type.

2 Rated variables and parameters – the basic working model

A specific feature of the analysis of the real world mathematical models is the use of the
rated (scaled) variables: the real physical variables are rated to certain reference values, the
aim being at least twofold: to use relative i.e. comparable values and to reduce numerical
ill conditioning. In our case the flows will be rated to the maximally available water flow at
the wicket gates of the hydraulic turbine Q̄ = αqFθ max

√
H0; the piezometric heads are rated

to the maximal head H0 of the reservoir; the rotating speed of the turbine is rated to the
synchronous speed Ωc. These are the scalings of the state variables. The next scalings are
those of the conduit coordinates xi(i = 1,2) to the conduit lengths Li namely ξi = xi/Li.

We introduce further the following time constants of the conduits

– the starting time constant Twi = (LiQ̄)(Fi H0g)−1 (i = 1,2);

– the fill up time constant Ti = (LiFi)/Q̄ (i = 1,2);

– the wave propagation time Tpi = Li/ai (i = 1,2),
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and also

– the fill up time constant of the surge tank Ts = FsH0/Q̄;

– the starting time constant of the turbine

Ta =
JΩ2

c

ηθ
γ
2g Q̄H0

.

The time constants notations are also listed in the Appendix.
After some simple and straightforward manipulation the following equations are obtained

∂ξi

(
hi +

1
2

Twi

Ti
q2

i

)
+ Twi∂tqi +

λiLi

Di

1
2

Twi

Ti
qi|qi| = 0,

T2
pi

Twi
∂thi + ∂ξi qi = 0,

h1(0, t) ≡ 1; h1(1, t) = 1 + z(t) + Rs
dz
dt

= h2(0, t),

Ts
dz
dt

= q1(1, t)− q2(0, t); q2(1, t) = (1− k) fθ(t)
√

h2(1, t) + kϕ(t),

Ta
dϕ

dt
= q2(1, t)h2(1, t)− νg.

(2.1)

By lower case letters qi, hi, z we denoted the rated state variables – flows, piezometric
heads and water level in the surge tank respectively. We introduced also the rated rotating
speed ϕ = Ω/Ωc, the rated load mechanical power

νg =
Ng

ηθ
γ
2g Q̄H0

(2.2)

and the rated cross section area of the wicket gates fθ = Fθ/Fθ max. The aforementioned rated
variables are also listed in the Appendix. Observe also in (2.1) that the local dynamic heads
V2

1 (L1, t)/(2g) and V2
2 (0, t)/(2g) have been neglected, as it is customary in hydropower engi-

neering. Another remark concerns the water level in the surge tank: again, as it is customary
in hydraulic engineering, the rated level is “counted” from the maximal head H0 of the lake
i.e. z := (Z− H0)/H0 and this explains the presence of 1 in the boundary conditions at ξ1 = 1
and ξ2 = 0 where the surge tank is located – equations (2.1).

The next model transformation is connected with the rating of the time to the largest time
constant T1 (this assertion – T1 being the largest – holds for most hydroelectric power plants).
We shall have τ = t/T1; only the equations containing time derivatives will be modified since
the corresponding time constant will be now rated to T1 – from the chain rule differentiation.

Before writing down the modified model, an explanation for this time rating appears as
necessary. Model (1.1) is considered in hydraulics as fundamental in the sense that various
particular models for various analysis are deduced from it according to corresponding as-
sumptions (as it will appear throughout this paper also). Among other features of the model
– which correspond to a physical reality – is the property of several time scales. This property
follows by comparison of the time constants introduced previously: if we refer again to the
aforementioned hydroelectric power plants of Romania (for which numerical data are avail-
able) we can see e.g. that T1 = 1005 sec., Ts = 502.25 sec., Tw1 = 14.71 sec., Tp1 = 3.81 sec.,
T2 = 44.33 sec., Tw2 = 0.38 sec., Ta ≈ 8 sec. etc. Several time scales are usually tackled within
the framework of the singular perturbations. Therefore it is useful for a basic model to have the
“small parameters” as ratios of time constants ensuring their dimensionless.
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Denoting by θwi = Twi/T1, θi = Ti/T1 (θ1 = 1) etc. the rated to T1 time constants, the
following work model is obtained

∂ξi

(
hi +

1
2

θwi

θi
q2

i

)
+ θwi∂τqi +

λiLi

Di

1
2

θwi

θi
qi|qi| = 0,

θ2
pi

θwi
∂τhi + ∂ξi qi = 0,

h1(0,τ) ≡ 1; h1(1,τ) = 1 + z(τ) + λs
dz
dτ

= h2(0,τ),

θs
dz
dτ

= q1(1,τ)− q2(0,τ); q2(1,τ) = (1− k) fθ(τ)
√

h2(1,τ) + kϕ(τ),

θa
dϕ

dτ
= q2(1,τ)h2(1,τ)− νg

(2.3)

with λs := Rs/T1; the term λsdz/dτ in the boundary conditions at the surge tank accounts for
a surge tank with throttling [15, 27, 39].

The rated time constants are also listed in the Appendix. The fact that θ1 = 1 appears in
the equations is due to the similarity of the Saint Venant partial differential equations for the
two conduits, suggesting the more compact writing of the equations.

Model (2.3) is, generally speaking, completed with certain equations of the speed controller
for the hydraulic turbine. We already mentioned at Section 1 that this controller is decoupled
(even blocked) during the abnormal regime of the water hammer hence that its dynamics will
be irrelevant throughout this paper. Its equations are nevertheless given in order to make
clearer the passage from normal to abnormal exploitation.

The speed controller has various engineering implementations (mechanical, mechanic-
hydraulic, electro-hydraulic). For the aforementioned purpose we can write down a general
form

ẋc = Acxc + bc(ϕ0 − ϕ),

fθ = f T
c xc + γc(ϕ0 − ϕ),

(2.4)

where xc ∈ Rn is the state vector of the controller dynamics and ϕ0 = 1 = Ω/Ωc – the rated
synchronous speed of the hydraulic turbine, imposed by the Power Grid. The controller’s
coefficients Ac, bc, fc, γc have appropriate dimensions.

Obviously the speed controller acts by modifying the cross section area fθ of the turbine
wicket gates. Its role is firstly to ensure a stable steady state for system (2.3)–(2.4). Let us
compute it, by letting the “time” derivatives from (2.3)–(2.4) go to zero. We obtain firstly for
the steady state flows q̄i(ξi) that they are constant and equal i.e. q̄1(ξ1)≡ q̄2(ξ2)≡ q̄. Let h̄i(ξi)

be the steady state values for the piezometric heads. The steady state boundary condition at
ξ2 = 1 that is

q̄ = (1− k) f̄θ

√
h̄2(1) + kϕ̄

shows that h̄2(1) > 0. Therefore the steady state load condition q̄h̄2(1) = νg > 0 shows that
q̄ > 0 what is only natural since no normal exploitation would require an upstream flow.
Therefore we deduce the differential steady state equations for the piezometric heads

dh̄i

dξi
+

1
2

λiLi

Di

θwi

θi
q̄2 = 0.

From here it follows

h̄1(ξ1) = 1− 1
2

λ1L1

D1

θw1

θ1
q̄2ξ1, 0≤ ξ1 ≤ 1,

h̄2(ξ2) = 1− 1
2

λ1L1

D1

θw1

θ1
q̄2 − 1

2
λ2L2

D2

θw2

θ2
q̄2ξ2, 0≤ ξ2 ≤ 1
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and, therefore

h̄2(1) = 1− 1
2

(
θw1

θ1

λ1L1

D1
+

θw2

θ2

λ2L2

D2

)
q̄2.

The load condition q̄h̄2(1) = νg will then send to the following equation of third degree which
allows determination of the flow as function of the mechanical load νg

1
2

(
θw1

θ1

λ1L1

D1
+

θw2

θ2

λ2L2

D2

)
q̄3 − q̄ + νg = 0. (2.5)

It is worth mentioning that the design is such that the coefficients of (2.5) allow existence of a
solution q̄ > 0. Observe that this solution results from the steady state equations of the water
supply of the turbine (upstream it), being imposed by the steady state mechanical load νg of
the turbine. Afterwards the piezometric heads, which are linearly decreasing, will follow, also
z̄ = h̄1(1) = h̄2(0). Now it becomes possible to obtain the steady state of the hydraulic turbine
and of its controller by solving the equations

Ac x̄c + bc(ϕ0 − ϕ̄) = 0; f̄θ = f T
c x̄c + γc(ϕ0 − ϕ̄),

(1− k) f̄θ

√
νg/q̄ + kϕ̄ = q̄

allowing to find ϕ̄, f̄θ , x̄c, the reference ϕ0 being given.
However, the steady state of the normal exploitation, just computed, is not of interest in

this paper. We just mention that stability of this normal exploitation steady state is ensured
by both the surge tank – which regulates the upstream water flow q2(ξ2,τ) via the water
level oscillations z(τ) of the tank – and the speed controller – which regulates the water flow
admitted in the turbine to realize the frequency/megawatt (ϕ versus νg) control of the Power
Grid.

As already mentioned in Section 1, during the abnormal regimes generating water hammer
– the sudden turbine load discharge – the turbine with its speed controller are “cut” from the
upstream dynamics and fθ – the controlled cross-section area of the wicket gates – is assumed
“blocked” at a constant value.

3 Inherent stability of the surge tank

It has been just shown that the surge tank has regulatory role for the water flow upstream the
turbine. This regulatory role is more obvious during water hammer, when the turbine and its
speed controller are “cut” from the upstream. A standard engineering philosophy states that
a stabilizing device should display inherent stability itself. The stability analysis for the surge
tank is done under some unanimously accepted assumptions going back to the early period
of hydraulic power engineering [3, 20, 24, 27].

3.1 The inferred engineering model

According the the aforementioned literature (and not only), the stability model for the surge
tank relies on three equations: the dynamics equation, the continuity equation and the load
control equation.

The dynamics equation is the so called inelastic water column, upstream the surge tank, equation -
in fact the water column in the tunnel; the term inelastic defines the lumped flow parameters.
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It is adopted as such and it reads

L1

g
dV1

dt
+ (Z− H0) + P1|V1|V1 + Rs|Vs|Vs = 0 (3.1)

where P1|V1|V1 accounts for the hydraulic losses at the input of the surge tank and Rs|Vs|Vs

are the losses through the tank throttling: we have Vs = dZ/dt and in some cases this term
is linearized. The introduction of the modulus in the losses terms is done for the case of the
reverse (upstream) flow which might appear during transients.

The continuity equation is nothing more but the mass balance equation for the surge tank

Fs
dZ
dt

= F1V1 −QT (3.2)

where QT is the “load” water flow reaching the hydraulic turbine. This flow, which should
ensure delivery of the required mechanical power, is defined by the load control equation, which
is static – of the form

QT = fT(Ng, Z). (3.3)

The static load control function is an inference, deduced from several facts: firstly, the hydro-
electric plants had relatively small powers and, as a consequence, the penstocks were short
and the turbines located near the surge tanks. At its turn this fact allowed neglecting the
dynamics of the penstock and of the turbine, also of the hydraulic losses. Following the load
instantaneously induces also a more difficult dynamic condition for the surge tank and may
therefore be considered as covering (“worst case”) from the engineering point of view.

Starting from the hydraulic power definition, namely Ng = ηθ(γ/(2g))HTQT, HT being
the piezometric head at the wicket gates of the turbine, taking into account that head losses
between the surge tank and the hydraulic turbine are negligible and neglected, it follows that
HT = Z and

fT(Ng, Z) =
Ng

ηθ
γ
2g Z

. (3.4)

The model is thus given by (3.1), (3.2), (3.4) and, as already specified, represents an inference –
at the engineering level of rigor – from certain equations of the Hydraulic engineering. From
this moment, however, no additional physical or engineering assumptions can be introduced
and the analysis will deal with the differential equations

L1

g
dV1

dt
+ (Z− H0) + P1|V1|V1 + Rs

∣∣∣∣dZ
dt

∣∣∣∣ dZ
dt

= 0,

Fs
dZ
dt

= F1V1 −
Ng

ηθ
γ
2g Z

.
(3.5)

In order to use a unitary framework, we rate the flows at Q̄ (as in Section 2), the piezomet-
ric heads to H0 and denote

q1 := F1V1/Q̄ , z := (Z− H0)/H0

Therefore equations (3.5) become

Tw1
dq1

dt
+ z +

P1Q̄2

F2
1 H0
|q1|q1 +

Rs

H2
0

∣∣∣∣dz
dt

∣∣∣∣ dz
dt

= 0

Ts
dz
dt

= q1 −
νg

1 + z

(3.6)
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with Tw1 and Ts as defined in Section 2. While the fill up time constant T1 does not appear in
the present inference, it is however possible to introduce the rated time τ = t/T1 to transform
(3.6) as below

θw1
dq1

dτ
+ z + P′1|q1|q1 + λs

∣∣∣∣dz
dτ

∣∣∣∣ dz
dτ

= 0,

θs
dz
dτ

= q1 −
νg

1 + z
,

(3.7)

where the rated coefficients of the losses and of the throttling are as follows

P′1 :=
P1Q̄2

F2
1 H0

, λs :=
Rs

H2
0 T2

1
=

RsQ̄2

F2
1 L2

1H0
. (3.8)

We proceed now to analyze stability of the surge tank based on (3.7), following [14, 16].
The steady state (equilibrium) imposed by following the load νg is given by

z̄ + P′1|q̄1|q̄1 = 0 , q̄1 =
νg

1 + z̄

The physically significant steady states correspond to positive flows (flowing downstream),
what implies 1 + z̄ > 0 i.e. the water level in the surge tank, usually lower than the lake
water level (z̄ < 0 since νg < 1), cannot be under the basic reference level. Therefore z̄ is a real
solution of the third degree equation

z̄(1 + z̄)2 + P′1ν2
g = 0. (3.9)

If P′1ν2
g > 4/27, equation (3.9) has a single real root which is lower than −1 hence this case

is not acceptable from the engineering point of view. In practice the parameters are chosen
to have the reverse i.e. P′1ν2

g < 4/27 – when (3.9) has three real roots: z̄1 ∈ (−1/3,0), z̄2 ∈
(−1,−1/3), z̄3 ∈ (−∞,−1). The third has no engineering significance, as already mentioned,
while z̄1 is the acceptable one. We shall discuss the stability of the equilibrium defined by it.
We introduce firstly the deviations

ζ := z− z̄1 , υ :=
dζ

dτ
(3.10)

which are subject to the following differential equations

dζ

dτ
= υ,

θs
dυ

dτ
=

d
dτ

(
θs

dζ

dτ

)
=

d
dτ

(
q1 −

νg

1 + z̄1 + ζ

)
=

νg

(1 + z̄1 + ζ)2 υ− 1
θw1

[z̄1 + ζ + P′1|q1|q1 + λs|υ|υ]

=
νg

(1 + z̄1 + ζ)2 υ

− 1
θw1

[
z̄1 + ζ + P′1

∣∣∣∣θsυ +
νg

1 + z̄1 + ζ

∣∣∣∣(θsυ +
νg

1 + z̄1 + ζ

)
+ λs|υ|υ

]
.

(3.11)

To system (3.11) it is attached the following Lyapunov function

V(ζ,υ) =
1
2

θsυ
2 +

1
2θw1

[
1− 2P′1

ν2
g

(1 + z̄1)2(1 + z̄1 + ζ)

]
ζ2. (3.12)
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This function is positive definite in the following domain of the phase plane (ζ,υ)

1− 2P′1
ν2

g

(1 + z̄1)2(1 + z̄1 + ζ)
= 1 +

2z̄1

1 + z̄1 + ζ
=

1 + 3z̄1 + ζ

1 + z̄1 + ζ
> 0. (3.13)

The acceptable condition is the strip ζ >−(1 + 3z̄1) which contains (0,0) – the equilibrium of
(3.11) corresponding to the equilibrium of (3.9) (z̄1,νg(1 + z̄1)

−1).
The next condition is given by positiveness of the water flow q1 (flowing downstream –

what happens in most time even during water hammer transients). The condition

q1 > 0 ⇔ θsυ +
νg

1 + z̄1 + ζ
> 0 ⇔ υ(1 + z̄1 + ζ) > −

νg

θs
(3.14)

defines a domain also containing the origin (0,0).
Consider firstly the simpler case of following a zero load – the completely discharged

turbine. Therefore νg = 0, z̄1 = 0. System (3.11) becomes

dζ

dτ
= υ ; θs

dυ

dτ
− 1

θw1
[ζ + (P′1θ2

s + λs)|υ|υ] (3.15)

with the Lyapunov function

V(ζ,υ) =
1
2
(θsυ

2 +
1

θw1
ζ2) > 0. (3.16)

The derivative function will be

W(ζ,υ) = − 1
θw1

(P′1θ2
s + λs)|υ|υ2 ≤ 0.

The asymptotic stability follows immediately by applying the Barbashin–Krasovskii–LaSalle
invariance principle. The same result is however straightforward from (3.7), where νg = 0
will show (0,0) to be the unique steady state. Further, system (3.7) can be written as a single
second order differential equation

θ2
s

θw1

d2z
dτ2 + (P′1θ2

s + λs)

∣∣∣∣dz
dτ

∣∣∣∣ dz
dτ

+ z = 0 (3.17)

which describes an oscillator with nonlinear damping. The Lyapunov function (3.16) is just
oscillator’s total energy.

Let now νg > 0 i.e. the load discharge is not full. The stability domain is delimited by
(3.13) and (3.14). The derivative function of (3.12) will be now, under conditions (3.13) and
(3.14)

W(ζ,υ) =

{
νg

(1 + z̄1 + ζ)2 υ− 1
θw1

[
z̄1 + ζ + P′1

(
θsυ +

νg

1 + z̄1 + ζ

)2

+ λs|υ|υ
]}

υ

+
1

θw1

{[
1− 2P′1

ν2
g

(1 + z̄1)2(1 + z̄1 + ζ)

]
ζ + P′1

ν2
g

(1 + z̄1)2(1 + z̄1 + ζ)2 ζ2

}
υ

=
νg

(1 + z̄1 + ζ)2 υ2 − 1
θw1

{
−

P′1ν2
g

(1 + z̄1)2 + P′1

(
θsυ +

νg

1 + z̄1 + ζ

)2

+

+ 2P′1
ν2

g

(1 + z̄1)2(1 + z̄1 + ζ)
ζ − P′1

ν2
g

(1 + z̄1)2(1 + z̄1 + ζ)2 ζ2 + λs|υ|υ
}

υ
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We compute

−
P′1ν2

g

(1 + z̄1)2

[
1− 2ζ

1 + z̄1 + ζ
+

ζ2

(1 + z̄1 + ζ)2

]
= −

P′1ν2
g

(1 + z̄1 + ζ)2

to obtain further

W(ζ,υ) =
νg

(1 + z̄1 + ζ)2 υ2 − 1
θw1

[
P′1

(
θsυ +

νg

1 + z̄1 + ζ

)2

−
P′1ν2

g

(1 + z̄1 + ζ)2 + λs|υ|υ
]

υ

= −
[

θs

θw1
P′1

(
θsυ +

2νg

1 + z̄1 + ζ

)
−

νg

(1 + z̄1 + ζ)2 +
λs

θw1
|υ|
]

υ2.

(3.18)

We seek conditions for W(ζ,υ) ≤ 0 under (3.13) and (3.14). A necessary (not sufficient)
condition would be fulfilment of W(ζ,υ) ≤ 0 in a small neighborhood of the origin (0,0). This
condition reads

2
θs

θw1
P′1

νg

1 + z̄1
−

νg

(1 + z̄1)2 > 0 ⇔ 2
θs

θw1
P′1(1 + z̄1) > 1 (3.19)

which imposes a lower limit for the time constant θs of the surge tank, in fact for the cross-
section area of the surge tank. Taking into account the definitions of θs, θw1, P′1 and z̄1 we shall
have

2
θs

θw1
P′1(1 + z̄1) = 2

Ts

Tw1
P′1(1 + z̄1) = 2

FsH0

Q̄
F1H0g
L1Q̄

P1Q̄2

F2
1 H0

H0 + Z̄1

H0

= 2
Fs

F1

g
L1

P1(H0 + Z̄1) > 1

or
Fs >

1
2

L1

g
1

P1(H0 + Z̄1)
F1 = FTh (3.20)

where FTh is the so called Thoma cross-section area introduced by D. Thoma in his doctoral
thesis [38]. Since, as mentioned, (3.19) is necessary, not sufficient for W(ζ,υ) ≤ 0, we turn
again to (3.18) and re-write it as follows

W(ζ,υ) =
[

θ2
s

θw1
P′1(α|υ|+ υ) + 2

θs

θw1
P′1

νg

1 + z̄1 + ζ
−

νg

(1 + z̄1 + ζ)2

]
υ2

where α = λs(P′1θ2
s )
−1. Suppose α > 1, thenW(ζ,υ) ≤ 0 provided

2
θs

θw1
P′1(1 + z̄1 + ζ) > 1. (3.21)

It can be seen that (3.21) implies (3.19) which thus appears genuinely as necessary but not
sufficient. Even if α < 1, then (3.21) becomes a necessary condition forW(ζ,υ)≤ 0 with (3.19)
as necessary for the fulfilment of (3.21).

Consider now the expressions of the aforementioned parameters. We find

α =
RsH0

T2
1

F2
1 H0

P1Q̄2

T2
1

T2
s
=

Rs

P1

(
F1

Fs

)2

and, for (3.21)

2
Fs

F1

g
L1

P1(Z̄1 + Y) > 1 , Y := Z− Z̄1. (3.22)
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The last inequality is easily re-written as

Z̄1 + Y > Z̄1
FTh

Fs
(3.23)

and it implies (3.20) which again appears as a necessary condition.
Unfortunately condition α > 1 turns to be completely unrealistic since normally Rs < P1 and

F1� Fs. We have thus to consider the case α < 1. Following [16], we consider the following
function

Φ(ζ,υ) = υ− θw1

θ2
s P′1

νg

1 + z̄1 + ζ

[
1

1 + z̄1 + ζ
− 2

θs

]
(3.24)

and if Φ(ζ,υ)> 0, it follows thatW(ζ,υ)≤ 0. Together with the Barbashin–Krasovskii–LaSalle
invariance principle, this will give asymptotic stability.

Concerning the estimate of the attraction domain of the equilibrium (0,0), we have to
consider the interior of the domain defined by (3.13), (3.14) and Φ(ζ,υ)> 0, together with the
family of curves Ψc(ζ,υ) = {(ζ,υ) | V(ζ,υ) = c > 0} which are closed for c > 0 small enough.
An estimate of the attraction domain is the domain inside Ψc completely included in the
domain defined by (3.13), (3.14) and Φ(ζ,υ)> 0, c > 0 being maximal from this point of view.
Summarizing, the mathematical result is as follows.

Theorem 3.1. Consider the system (3.11), the associated Lyapunov function (3.12) and its derivative
function along (3.11) – its Lie derivativeW(ζ,υ) – given by (3.18). The equilibrium (0,0) of (3.11) is
asymptotically stable with the attraction domain contained in the set of the phase plane (ζ,υ) defined by
(3.13), (3.14) and Φ(ζ,υ) > 0. A standard estimate of this domain is given by inequalities of the form
V(ζ,υ) < c with c > 0 maximally possible in order to have V(ζ,υ) = c closed curves and the domain
inside fully contained in the aforementioned set defined by (3.13), (3.14) and {(ζ,υ)|Φ(ζ,υ) > 0}.

Finally, let us remark that, since the attraction domain does not encompass the entire phase
plane, the analysis should be completed with additional studies dealing with limit cycles and
hidden attractors [2, 22, 32, 33]. This extended analysis is outside the aims of this paper.

3.2 Modeling the surge tank in the context of several time scales

In this subsection we shall consider modeling of the surge tank stability dynamics as result-
ing from the model (2.3)–(2.4). This model displays distributed parameters, being defined by
partial differential equations: it is valid for larger hydroelectric power plants unlike those for
which the model considered in the previous subsection was inferred. Nevertheless, in the con-
temporary water hammer analysis, a difference is made between fast water mass oscillations –
where partial differential equations are used in modeling – and slow water mass oscillations.
This last case is more suitable for surge tank stability analysis. The explanation is that model
(2.3)–(2.4) has several time scales, as follows e.g. from the size analysis of the occurring time
constants. Taking as examples the two hydroelectric plants of Romania, mentioned at the
beginning of Section 1, we can see that

a) for the “Bicaz” plant: θw1 = 14.71× 10−3, θp1 = 3.81× 10−3, θw2 = 0.38× 10−3, θp2 =

0.14× 10−3, θs = 0.502, θa = 5.1× 10−3;
b) for the “Somes, -Măris, elu” plant: θw1 = 2.34× 10−3, θp1 = 2.7× 10−3, θw2 = 0.36× 10−3,

θp2 = 0.27× 10−3, θs = 0.108, θa = 1.3× 10−3.
Consequently, the surge tank stability has to be studied at its time scale – given by the time

constant θs. We take therefore the approach of (formal) singular perturbations, following also
the standard engineering assumptions enumerated in the previous subsection.
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By taking θ2
p1/θw1 = δ2

1θw1 ≈ 0 (δ1 = θp1/θw1 = 0.26), it follows that ∂ξ1 q1 = 0 hence
q1(ξ1,τ) ≡ q1(τ); also ∂ξ1 q2

1 = 0. The equation for h1(ξ1,τ) becomes

∂ξ1 h1 + θw1
dq1

dτ
+

1
2

θw1

θ1

λ1L1

D1
|q1|q1 = 0

and can be integrated with respect to ξ1 from 0 to 1 to obtain

h1(1,τ)− h1(0,τ) + θw1
dq1

dτ
+

1
2

θw1

θ1

λ1L1

D1
|q1|q1 = 0,

h1(1,τ) = 1 + z(τ) + λs
dz
dτ

; h1(0,τ) ≡ 1.

Therefore
θw1

dq1

dτ
+

1
2

θw1

θ1

λ1L1

D1
|q1|q1 + z(τ) + λs

dz
dτ

= 0. (3.25)

A comparison with the first equation of (3.7) is useful. This first equation of (3.7) and (3.25)
are almost identical – the difference appears in the model of the surge tank throttling. In
the model (2.3)–(2.4) it was considered linear [15, 27], thus migrating in (3.25) while in other
studies is taken quadratic [19,27,41]. In fact the modeling of the local hydraulic losses is made
of engineering inferences: starting from the general laws of the Fluid Mechanics, a formula
is inferred and then verified experimentally. Many constructive elements in engineering are
modeled in this way, based on steady state behavior and measurements, then put together in
a comprehensive dynamical model thus extending the steady state properties to dynamics.
This explains the necessary validation of the mathematical model [28].

The second equation of the surge tank model is the continuity one i.e.

θs
dz
dτ

= q1(τ)− q2(0,τ) (3.26)

(we already took q1(τ) from the equation (3.25)). The remaining modeling problem is to
represent the load flow. The engineering requirement is that the load flow should follow a
static external mechanical load. Since in statics (but rated variables) we have the formula νg =

q2h2 with all terms – constant, it follows that q2 = νg/h2 = νg(1 + z)−1. This is an engineering
inference which has not been deduced from (2.3). The model

θw1
dq1

dτ
+

1
2

θw1

θ1

λ1L1

D1
|q1|q1 + z(τ) + λs

dz
dτ

= 0,

θs
dz
dτ

= q1 −
νg

1 + z

(3.27)

is very much alike to (3.7) but it is obtained (partly) from (2.3)–(2.4). We can try however to
point out possible assumptions leading to the second equation of (3.27) and/or (3.7).

Following a static load means firstly letting to zero all time constants multiplying the time
derivatives downstream the surge tank: θ2

p2/θw2 = δ2
2θw2 = 0, θw2 = 0, θa = 0. It follows that

q2(ξ2,τ) ≡ q2(τ) and
dh2

dξ2
+

1
2

θw2

θ2
|q2|q2 = 0.

Since the penstock is much shorter than the tunnel, the engineering assumption is that the
losses along the penstock are negligible; this inference is consistent with θw2 ≈ 0 (according to
the numerical data θw2/θ2 < θw2). Therefore h2(ξ2,τ) ≡ h2(τ). This implies

h2(τ) = 1 + z(τ) + λs
dz
dτ

; q2 = νg

(
1 + z(τ) + λs

dz
dτ

)−1

.
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The resulting model will be

θw1
dq1

dτ
+

1
2

θw1

θ1

λ1L1

D1
|q1|q1 + z(τ) + λs

dz
dτ

= 0,

θs
dz
dτ

= q1 − νg

(
1 + z(τ) + λs

dz
dτ

)−1 (3.28)

being different from (3.27) by the term λs(dz/dτ) in the second equation. Its significance is
that now the surge tank load flow must follow a dynamic load.

Some additional comments are necessary. Model (3.28) is not equivalent to (2.3)–(2.4), but it
is obtained from it by letting some small time constants to zero and neglecting the losses along
the penstock (the water conduit corresponding to i = 2). The connection of the two models
can be viewed at the level of their solutions by: a) neglecting the losses along the penstock
in (2.3) also; b) comparing the solutions of the two mathematical models for the “small” time
constants sufficiently small.

Other details are also to be specified. They are related to the hydraulic turbine and its
speed controller and we have to consider again the engineering assumptions and inferences.

Surge tank stability is related to water hammer – an abnormal transient occurring as a
result of a sudden, rather large load discharge. This load discharge initiates a safety maneuver
of decoupling the controller (2.4), stopping the turbine (ϕ = 0) and blocking the wicket gates
crossing area fθ at a constant value f̄θ . The boundary condition

q2 = (1− k) fθ

√
h2(τ) + kϕ

combined with q2(τ)h2(τ) = νg and ϕ = 0 will give

νg = (1− k) fθ(h2(τ))
3/2 ⇒ fθ =

νg

1− k
(h2(τ))

3/2 =
νg

1− k

(
1 + z(τ) + λs

dz
dτ

)−1

and
f̄θ = lim

τ→∞

νg

1− k
(h2(τ))

3/2 = (1 + z̄1)
3/2 νg

1− k
.

It follows that the blocking value f̄θ is reached after a transient process due to the surge tank
which, again, must be stable.

To end these considerations, let us mention that they contain several engineering infer-
ences resulting from practice, some of them being assumed here for the sake of completeness,
because civil hydraulic engineers, hydroelectric power engineers and automatic control en-
gineers have rather few interactions: each of them is following the prescriptions and the
experience of the corresponding domain of expertise.

3.3 Asymptotic stability and total stability

We shall consider here stability for the models (3.27) and (3.28). Both models have the same
steady state given by

1
2

θw1

θ1

λ1L1

D1
q2

1 + z̄ = 0 , q̄1 =
νg

1 + z̄
(3.29)

which reduces to the third degree equation

z̄(1 + z̄)2 + Aqν2
g = 0 ; Aq :=

1
2

θw1

θ1

λ1L1

D1
(3.30)
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like in the case discussed in Subsection 3.1 In fact (3.7) and (3.27) have the same structure. For
Aqν2

g < 4/27 equation (3.30) has three real roots, among which z̄1 ∈ (−1/3,0) is the acceptable
one in applications. It is interesting to give computed data for the aforementioned inequality.
Using the same data for the two already mentioned hydroelectric power plants of Romania,
we shall have Aq ≈ 0.073 for “Bicaz” and Aq ≈ 0.032 for “Somes, -Măris, elu”. Since 0 < νg < 1
and 4/27≈ 0.148, the fulfilment of Aqν2

g < 4/27 is obvious.
Model (3.27) having the same structure as (3.7), we can introduce again the deviations

(3.10) which are subject to the system in deviations – much alike to (3.11)

dζ

dτ
= υ,

θs
dυ

dτ
=

νg

(1 + z̄1 + ζ)2 υ

− 1
θw1

[
z̄1 + ζ + Aq

∣∣∣∣θsυ +
νg

1 + z̄1 + ζ

∣∣∣∣(θsυ +
νg

1 + z̄1 + ζ

)
+ λsυ

]
.

(3.31)

The only differences in comparison to (3.11) are to have Aq instead of P′1 and λsυ instead
of λs|υ|υ; the last difference is introduced as a result of having a linear throttling model.
Associate the same (in fact) Lyapunov function

V(ζ,υ) =
1
2

θsυ
2 +

1
2θw1

[
1− 2Aq

ν2
g

(1 + z̄1)2(1 + z̄1 + ζ)

]
ζ2 (3.32)

which is strictly positive definite in the strip ζ > −(1 + 3z̄1) containing the equilibrium (0,0).
Computing the derivative function

W(ζ,υ) = −
[

θs

θw1
Aq

(
θsυ +

2νg

1 + z̄1 + ζ

)
−

νg

(1 + z̄1 + ζ)2 +
λs

θw1

]
υ2

valid in the phase plane domain q1 > 0 i.e. θsυ + νg(1 + z̄1 + ζ)−1 > 0, we remark that the
“helpful” term λs/θw1 > 0 is now constant everywhere in the phase plane. The necessary
condition of (3.19) type is now

2
θs

θw1
Aq

νg

1 + z̄1
−

νg

(1 + z̄1)2 +
λs

θw1
> 0 (3.33)

and it is relaxed in comparison to (3.19), because of the term λs/θw1 > 0. Condition (3.24) also
can be relaxed since now we shall have

Φ(ζ,υ) = υ− θw1

θ2
s Aq

νg

1 + z̄1 + ζ

[
1

1 + z̄1 + ζ
− 2

θs

]
+

λs

θ2
s Aq

> 0 (3.34)

the term λs(θ2
s Aq)−1 being again helpful.

Consider now the model (3.28). While the model (3.27) relies on the load curve q2 = νg(1+
z)−1 which is inferred while accepted by the hydraulic engineering community, model (3.28) is
obtained partly from (2.3)–(2.4) and this imposes a dynamic load curve defined by q2 = νg(1+
z + λsdz/dτ)−1. This model is not homologated within the hydraulic engineering community,
possibly because for λs = 0 (surge tank without throttling) the two models coincide, also
because for most surge tanks the throttling effect is neglected (λs ≈ 0 in real data).

Constructing a Lyapunov function for (3.28) is a new and distinct problem which is outside
the mainstream of the present paper, dealing with a model which has to be adopted as such.
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As a preliminary analysis, we can however consider (3.28) written as

θw1
dq1

dτ
+

1
2

θw1

θ1

λ1L1

D1
|q1|q1 + z(τ) + λs

dz
dτ

= 0,

θs
dz
dτ

= q1 −
νg

1 + z
+

νgλs

(1 + z)(1 + z + λsdz/dτ)

dz
dτ

.
(3.35)

The last term in the second equation of (3.35) is a persistent perturbation. It is thus possible to
search for the total stability [30,40] i.e. stability with respect to persistent perturbations [13,23].
The basic result on stability under persistent perturbations (total stability) is from 1944 and is
due to Malkin – see [23], pages 301 and next, also [30] (Theorems II.4.4 and II.4.5), [40], pages
118 and next.

The assumptions of these basic results of Malkin are fulfilled by (3.35) and its associated
Lyapunov function (3.32) – re-written in the state variables of (3.27), (3.28), (3.35), provided
they are considered on bounded domains of the state space (e.g. of the form V(ζ,υ) ≤ c).
Obviously the attraction domain of the origin under persistent perturbations is rather small.
Improvements can be sought using more refined results on perturbed dynamical systems [4–
7, 34–37]

4 Water hammer stability analysis

For this analysis we shall start from the mathematical model (2.3) under the assumptions of
[15, 27]. The basic one is to neglect the Darcy–Weisbach losses along the two water conduits
(the tunnel and the penstock). From the engineering point of view, with an argument at the
physical level of rigor, this assumption is covering: water hammer oscillation quenching is
connected to energy dissipation and the analysis is done precisely without certain energy
dissipation terms. Next, neglecting the dynamic (velocity) heads variation ∂ξi q

2
i is standard in

hydraulic engineering – see all the cited “hydraulic” literature – and we shall not elaborate on
this assumptions. Therefore the starting model will be now the following

θwi∂τqi + ∂ξi hi = 0,
θ2

pi

θwi
∂τhi + ∂ξi qi = 0; i = 1,2,

h1(0,τ) ≡ 1, h1(1,τ) = 1 + z(τ) + λs
dz
dτ

= h2(0,τ),

q2(1,τ) = (1− k) fθ(τ)
√

h2(1,τ) + kϕ(τ),

θs
dz
dτ

= q1(1,τ)− q2(0,τ), θa
dϕ

dτ
= q2(1,τ)h2(1,τ)− νg.

(4.1)

This form of the equations will turn to be helpful for the basic theory for (4.1).
The ignition of the water hammer takes place as follows: system (4.1) starts from a normal

steady state defined by

h̄i(ξi) ≡ const, q̄i(ξi) ≡ const

h̄1(0) = 1, h̄1(1) = 1 + z̄ = h̄2(0) ⇒ z̄ = 0, h̄1 ≡ 1, h̄2 ≡ 1

q̄1 = q̄2 = q̄, q̄ = (1− k) f̄θ + kϕ̄; q̄ = νg

(4.2)



16 V. Răsvan

The steady state value of ϕ̄ – the rotating speed of the hydraulic turbine – is imposed by the
frequency/megawatt control of the Grid (together with the power level νg) and is ensured by
the speed controller of the turbine.

From this steady state the system is moved to an abnormal operation by turbine shutdown
fθ ≡ 0. Usually the case k = 0 is considered; the case k 6= 0 [3] is somehow unusual and we
do not know if k does change during turbine shutdown. If k is kept at its previous value and
the turbine is not unloaded instantaneously then the tendency will be to have the steady state
(4.2) but with ϕ̄ = νg/k. The turbine is probably unloaded before this steady state is reached
(provided it is asymptotically stable); nevertheless the stability of the steady state defined by
f̄θ = 0, ϕ̄ = νg/k – starting from (4.2) is interesting in itself and its study was not undertaken
(prior to our knowledge).

We shall however deal with basic theory for (4.1) with f̄θ(τ) ≡ 0 in order to deal with
a linear Boundary value problem of nonstandard type. We call it nonstandard because its
boundary conditions (of Dirichlet type) are controlled by ordinary differential equations which
at their turn are controlled by the boundary conditions (an internal feedback).

4.1 Basic theory

We shall take the approach arising from the papers of A.D. Myshkis [1] and K.L. Cooke [8]
(this one summarized and completely proven in [28]). This approach consists in associating
to (4.1) a system of functional differential equations with deviated argument and establishing
a one to one correspondence between the solutions of the two mathematical objects. As a
consequence, any property proven for one mathematical object is thus projected back on the other.

We shall thus turn to (4.1) with fθ(τ) ≡ 0. Introduce first the Riemann invariants r±i (ξi,τ)
by

r±i (ξi,τ) =
1
2

[
θpi

θwi
hi(ξi,τ)± qi(ξi,τ)

]
(4.3)

with their inverses

hi(ξi,τ) =
θwi

θpi

[
r+i (ξi,τ) + r−i (ξi,τ)

]
, qi(ξi,τ) = r+i (ξi,τ)− r−i (ξi,τ). (4.4)

Consequently the boundary value problem (4.1) – with fθ(τ)≡ 0 – will be written with respect
to the Riemann invariants as follows

θpi∂τr±i ± ∂ξi r
±
i = 0, i = 1,2,

r+1 (0,τ) + r−1 (0,τ) =
θp1

θw1
,

θw1

θp1
[r+1 (1,τ) + r−1 (1,τ)] = 1 + z(τ) + λs

dz
dτ

=
θw2

θp2
[r+2 (0,τ) + r−2 (0,τ)],

θs
dz
dτ

= r+1 (1,τ)− r−1 (1,τ)− r+2 (0,τ) + r−2 (0,τ),

r+2 (1,τ)− r−2 (1,τ) = kϕ(τ),

θa
dϕ

dτ
= k

θw2

θp2
[r+2 (1,τ) + r−2 (1,τ)]ϕ− νg.

(4.5)

In the strip [0,1]×R we define the characteristic lines crossing (ξi,τ) ∈ [0,1]×R+, i = 1,2

τ±i (σ;ξi,τ) = τ ± θpi(σ− ξi), i = 1,2. (4.6)
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We now make use of the following properties of the characteristic lines and of the Riemann
invariants along them: a) any increasing characteristic τ+

i can be extended “to the right” up
to ξi = 1 and any decreasing characteristic τ−i can be extended “to the left” up to ξi = 0; b) the
Riemann invariant r+i (the forward wave) is constant along the increasing characteristic τ+

i and
the Riemann invariant r−i (the backward wave) is constant along the decreasing characteristic
τ−i . Consequently, the following representation formulae for the Riemann invariants, based
on their boundary values, are obtained

r+i (ξi,τ) = r+i (1,τ + θpi(1− ξi)), r−i (ξi,τ) = r−i (0,τ + θpiξ) , i = 1,2. (4.7)

Consider now those characteristics which can be extended on (0,1) – r+i “to the left” and r−i
“to the right” – to obtain, after denoting y+i (τ) := r+i (1,τ), y−i (τ) := r−i (0,τ)

r+i (0,τ) = r+i (1,τ + θpi) = y+i (τ + θpi),

r−i (1,τ) = r−i (0,τ + θpi) = y+i (τ + θpi).
(4.8)

The functions y±i (τ) are then substituted in the boundary conditions of (4.5) to obtain

y+1 (τ + θp1) + y−1 (τ) =
θp1

θw1
,

θw1

θp1
(y+1 (τ) + y−1 (τ + θp1)) = 1 + z(τ) + λs

dz
dτ

=
θw2

θp2
(y+2 (τ + θp2) + y−2 (τ)),

θs
dz
dτ

= y+1 (τ)− y−1 (τ + θp1)− y+2 (τ + θp2) + y−2 (τ),

y+2 (τ)− y−2 (τ + θp2) = kϕ(τ),

θa
dϕ

dτ
= k

θw2

θp2
[y+2 (τ) + y−2 (τ + θp2)]ϕ− νg.

(4.9)

We introduce now the new functions w±i (τ) := y±i (τ + θpi) to give (4.9) a form which is
more “at hand” in the study of the systems with deviated argument

w+
1 (τ) + w−1 (τ − θp1) =

θp1

θw1
,

θw1

θp1
(w−1 (τ) + w+

1 (τ − θp1)) = 1 + z(τ) + λs
dz
dτ

=
θw2

θp2
(w+

2 (τ) + w−2 (τ − θp2)),

θs
dz
dτ

= w+
1 (τ − θp1)− w−1 (τ)− w+

2 (τ) + w−2 (τ − θp2),

w−2 (τ)− w+
2 (τ − θp2) = −kϕ(τ),

θa
dϕ

dτ
= k

θw2

θp2
[w−2 (τ) + w+

2 (τ − θp2)]ϕ− νg.

(4.10)

The differential and difference system (4.10) should be expressed in a form allowing the con-
struction by steps of its solution. Our main concern is the two boundary conditions corre-
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sponding to those of the surge tank, namely

θw1

θp1
(w−1 (τ) + w+

1 (τ − θp1)) = z(τ) +
λs

θs
(w+

1 (τ − θp1)− w−1 (τ)

− w+
2 (τ) + w−2 (τ − θp2)),

θw2

θp2
(w+

2 (τ) + w−2 (τ − θp2)) = z(τ) +
λs

θs
(w+

1 (τ − θp1)− w−1 (τ)

− w+
2 (τ) + w−2 (τ − θp2)).

(4.11)

Denoting for the simplicity of the writing δi := θpi/θwi, λ′s := λs/θs, we obtain, after a straight-
forward manipulation including the inversion of a 2× 2 matrix, the following system of cou-
pled delay differential and difference equations

θs
dz
dτ

=
1

1 + (δ1 + δ2)λ′s
[−(δ1 + δ2)z(τ) + 2w+

1 (τ − θp1) + 2w−2 (τ − θp2)],

δ2θa
dϕ

dτ
= k(2w+

2 (τ − θp2)− kϕ)ϕ− νg,

w+
1 (τ) = δ1 − w−1 (τ − θp1); w−2 (τ) = w+

2 (τ − θp2)− kϕ(τ),

w−1 (τ) =
1

1 + (δ1 + δ2)λ′s
[δ1z(τ)− (1 + (δ2 − δ1)λ

′
s)w

+
1 (τ − θp1)

+ 2δ1λ′sw
−
2 (τ − θp2)],

w+
2 (τ) =

1
1 + (δ1 + δ2)λ′s

[δ2z(τ) + 2δ2λ′sw
+
1 (τ − θp1)

− (1 + (δ1 − δ2)λ
′
s)w

−
2 (τ − θp2)]

(4.12)

Observe that the equation of ϕ is a Riccati equation and this might ignite finite time escape.
Now, the solution of (4.12) can be constructed by steps provided initial conditions are given
on (−θpi,0) for w±i (τ), i = 1,2. If ϕ(0),z(0) are given, as well as w±i (τ) on (−θpi,0), then
(ϕ(τ),z(τ)) can be obtained on (0,θpi). Next, using the initial data and (ϕ(τ),z(τ) on (0,θpi),
w±i (τ) can be obtained on (0,θpi) from the difference equations. The process is then iterated
on the following interval. The resulting solution appears to be continuous and piecewise
differentiable – the state variables z and ϕ – while w±i have the smoothness of their initial
conditions and, in general, have finite discontinuities (“jumps”) in τ = m1θp1 + m2θp2, where
mi are integers. It is also quite clear that the solution can be constructed also backwards.

All this construction is conditioned by the knowledge of the initial conditions w±io(τ),
−θpi ≤ τ < 0, i = 1,2. These initial conditions can be obtained starting from the initial condi-
tions of (4.3): starting from the initial conditions of (4.1) namely (qo

i (ξi), ho
i (ξi)) given on (0,1),

we use (4.3) to obtain r±io (ξi) on (0,1).
Consider those points (ξi,τ) which are such that the characteristic τ+

i (σ;ξi,τ) cannot be
extended “to the left” up to ξi = 0 but only to the point where τ + θpi(σ− ξi) = 0 i.e. up to
σ = ξi − τ/θpi. It follows that

r+i (ξi − τ/θpi,0) = r+i (1,τ + θpi(1− ξi)) = w+
i (τ − θpiξi).

Since 0 ≤ ξi − τ/θpi ≤ 1, it follows that w+
io(θ) = r+io (−θ/θpi) with −θpi ≤ θ ≤ 0. In the same

way, using those characteristic lines τ−i (σ;ξi,τ) which cannot be extended to σ = 1 but only
to the point where τ − θpi(σ− ξi) = 0, i.e. to σ = ξi + τ/θpi, the following initial condition is
obtained

r−i (ξi + τ/θpi,0) = r−i (0,τ + θpiξi) = w−i (τ + θpi(ξi − 1)),
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hence w−io(θ) = r−io (1 + θ/θpi) with −θpi ≤ θ ≤ 0.
Consider now the converse: let {z(0), ϕ(0),w±io(θ),−θpi ≤ θ ≤ 0} be a set of initial condi-

tions for (4.12). The procedure by steps allows construction of the corresponding solution for
(4.12). Define

r+i (ξi,τ) = w+
i (τ − θpiξi) , r−i (ξi,τ) = w−i (τ + θpi(ξi − 1)),

hi(ξi,τ) =
1
δi
[w+

i (τ − θpiξi) + w−i (τ + θpi(ξi − 1))],

qi(ξi,τ) = w+
i (τ − θpiξi)− w−i (τ + θpi(ξi − 1)).

(4.13)

Then, if w±io(θ) are sufficiently smooth, the set of functions {z(τ), ϕ(τ); hi(ξi,τ),qi(ξi,τ)} is
a (possibly discontinuous) classical solution of (4.1) with the initial conditions {z(0), ϕ(0);
hi(ξi,0),qi(ξi,0)}. Summarizing, the following result has been obtained and proven.

Theorem 4.1. Consider the boundary value problem defined by (4.1) with fθ(τ)≡ 0 and a set of initial
conditions {z(0), ϕ(0); ho

i (ξi),qo
i (ξi),0≤ ξi ≤ 1, i = 1,2} with {ho

i ,qo
i } sufficiently smooth to define a

classical solution for (4.1). Let r±i (ξi,τ) – defined by (4.3) – be the corresponding Riemann invariants
of this solution. Let y±i (τ) defined by (4.8) and w±i (τ) := y±i (τ + θpi). Then {z(τ), ϕ(τ);w±i (τ)}
is a solution of (4.12) with the initial conditions {z(0), ϕ(0);w±io(τ),−θpi ≤ τ ≤ 0} where w±io(τ) are
obtained as defined above.

Conversely, let {z(τ), ϕ(τ);w±i (τ)} be a solution of (4.12) defined by the initial conditions {z(0),
ϕ(0);w±io(τ),−θpi ≤ τ ≤ 0} with w±io(τ) sufficiently smooth e.g. of class C1. Then the set of functions
{z(τ), ϕ(τ); hi(ξi,τ),qi(ξi,τ)} with {hi(ξi,τ),qi(ξi,τ)} defined by (4.13) is a (possibly discontin-
uous) solution of (4.1) with fθ(τ) ≡ 0 and the initial conditions following by taking τ = 0 in the
aforementioned set of functions.

4.2 Steady state for the turbine shutdown

A. Consider fθ(τ) ≡ 0 in (4.1) and let the time derivatives be zero: this will give the steady
state at shutdown after water hammer (if the turbine is not unloaded and this steady state
is stable). Its equations are given by (4.2) with f̄θ = 0. Consider now (4.1) and, after taking
fθ(τ) ≡ 0, we introduce the deviations of the state variables with respect to the steady state

χi(ξi,τ) = hi(ξi,τ)− 1, vi(ξi,τ) = qi(ξi,τ)− q̄ = qi(ξi,τ)− νg;

ζ(τ) ≡ z(τ), s(τ) = ϕ(τ)− ϕ̄ = ϕ(τ)− νg/k.
(4.14)

Re-write now (4.1) with respect to the deviations

θwi∂τvi + ∂ξi χi = 0,
θ2

pi

θwi
∂τχi + ∂ξi vi = 0; i = 1,2,

χ1(0,τ) = 0 , χ1(1,τ) = z(τ) + λs
dz
dτ

= χ2(0,τ),

θs
dz
dτ

= v1(1,τ)−v2(0,τ); v2(1,τ) = ks(τ),

θa
ds
dτ

= v2(1,τ)(1 + χ2(1,τ)) + νgχ2(1,τ).

(4.15)

Except the last equation (of the hydraulic turbine), equations (4.15) are linear. If the standard
dependence flow – piezometric head is considered (k = 0), system (4.15) becomes fully linear
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since the boundary condition at ξ2 = 1 becomes v2(1,τ) = 0 and the equation for s is decou-
pled being thus independent. Due to linearity, the steady state is 0 but the basic steady state
with respect to which the deviations (4.14) has no importance.

B. Suppose we continue with k 6= 0 but take into account that the turbine is unloaded
simultaneously with shutdown ( fθ(τ) ≡ 0, νg = 0). In this case the steady state of (4.1) is
defined by

z̄ = 0, h̄1 = 1 , h̄2 = 1; q̄1 = q̄2 = q̄; q̄ = kϕ̄, q̄ = νg = 0 (4.16)

(see also (4.2)). Also the deviations are given by (4.14) with νg = 0, ϕ̄ = 0. The system in devi-
ations will be (4.15) but with v2(1,τ) = 0 and without the equation for s which is decoupled
and, therefore, not involved in the stability analysis under water hammer.

In what follows we shall consider only the case k = 0 i.e. of the decoupled turbine under
water hammer. This option is motivated by the fact that the expression of q2(1,τ) in (2.3) has
to be connected to an adequate expression for the active torque of the turbine – see [3]. In
fact the expression in (2.3) i.e. q2(1,τ)h2(1,τ) is used with the boundary condition with k = 0.
Moreover, the aforementioned expression for the torque in the case k 6= 0 is determined in
steady state and its use during transients might be questionable.

4.3 The energy identity for stability analysis

We start from the energy identity as deduced following e.g. [12]

1
2
· d

dτ

∫ 1

0

(
θwivi(ξi,τ)2 +

θ2
pi

θwi
χi(ξi,τ)2

)
dξi + vi(ξi,τ)χi(ξi,τ)|10 ≡ 0. (4.17)

The energy identity suggests the following Lyapunov functional, written along the solu-
tions of (4.15) with k = 0

V(z(τ),vi(·,τ),χi(·,τ)) =
1
2

{
θsz(τ)2 +

2

∑
1

θwi

∫ 1

0

[
vi(ξi,τ)2 + δ2

i χi(ξi,τ)2]dξi

}
. (4.18)

We differentiate (4.18) with respect to (4.15), taking into account the boundary conditions.
After a straightforward manipulation we obtain

W(v1(·,τ),v2(·,τ)) = −
λs

θs
(v1(1,τ)−v2(0,τ))2 = −λ′s

(
dz
dτ

)2

≤ 0. (4.19)

It is clear that (4.18) and (4.19) imply Lyapunov stability of the zero solution of (4.15) in the
sense of the metrics induced by the Lyapunov function (4.18):

V(z,vi(·,τ),χi(·,τ)) ≤ V(z,vo
i (·),χo

i (·)). (4.20)

It remains now to discuss asymptotic stability. Since W is only non-positive definite, ap-
plication of the invariance principle Barbashin–Krasovskii–LaSalle is required. This principle
is known to be valid for neutral functional differential equations [18]; therefore we make
use of Theorem 4.1 and consider the system of functional differential equations (4.12) – but
associated to the system in deviations (4.15) with k = 0

θs
dz
dτ

=
1

1 + (δ1 + δ2)λ′s
[−(δ1 + δ2)z(τ)− 2η−1 (τ − 2θp1) + 2η+

2 (τ − 2θp2)],

η−1 (τ) =
1

1 + (δ1 + δ2)λ′s
[δ1z(τ) + (1 + (δ2 − δ1)λ

′
s)η
−
1 (τ − 2θp1) + 2δ1λ′sη

+
2 (τ − 2θp2)],

η+
2 (τ) =

1
1 + (δ1 + δ2)λ′s

[δ2z(τ)− 2δ2λ′sη
−
1 (τ − 2θp1)− (1 + (δ1 − δ2)λ

′
s)η

+
2 (τ − 2θp2)]

(4.21)
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(for stability analysis, where large τ are concerned, one can consider τ > 2max{θp1,θp2} and
the variables η+

1 , η−2 can be substituted from their equations in the remaining ones).
Consider now the representation formulae (4.13) written for the system in deviations

χi(ξi,τ) =
1
δi
[η+

i (τ − θpiξi) + η−i (τ + θpi(ξi − 1))],

vi(ξi,τ) = η+
i (τ − θpiξi)− η−i (τ + θpi(ξi − 1))]

(4.22)

to re-write V andW

χ1(ξ1,τ) =
1
δ1
[η−1 (τ + θp1(ξ1 − 1))− η−1 (τ − θp1(ξ1 + 1))],

v1(ξ1,τ) = −η−1 (τ + θp1(ξ1 − 1))− η−1 (τ − θp1(ξ1 + 1)),

χ2(ξ2,τ) =
1
δ2
[η+

2 (τ − θp2ξ2) + η+
2 (τ + θp2(ξ2 − 2))],

v2(ξ2,τ) = η+
2 (τ − θp2ξ2)− η+

2 (τ + θp2(ξ2 − 2)).

(4.23)

Therefore

V(z(τ),η−1 (·,τ),η+
2 (·,τ))

=
1
2

{
θsz(τ)2 + θw1

∫ 0

−2θp1

η−1 (τ + λ)2dλ + θw2

∫ 0

−2θp2

η+
2 (τ + λ)2dλ

}
,

W(η−1 (·,τ),η+
2 (·,τ)),

= −λ′s[−η−1 (τ)− η−1 (τ − 2θp1)− η+
2 (τ) + η+

2 (τ − 2θp2)]
2 = −λ′s

(
dz
dτ

)2

≤ 0.

(4.24)

Since W ≤ 0 we shall try to apply the invariance Barbashin–Krasovskii–LaSalle principle
hence we seek first for the largest invariant set with respect to the solutions of (4.21), contained
in the set whereW = 0. Since dz/dτ = 0 we deduce from (4.21)

z(τ) =
2

δ1 + δ2
[−η−1 (τ − 2θp1) + η+

2 (τ − 2θp2)]

and substitute z(τ) in the remaining difference equations; a simple manipulation will show
that on the set whereW = 0 the system is restricted to

η−1 (τ) =
δ2 − δ1

δ1 + δ2
η−1 (τ − 2θp1) +

2δ1

δ1 + δ2
η+

2 (τ − 2θp2),

η+
2 (τ) = − 2δ2

δ1 + δ2
η−1 (τ − 2θp1)−

δ1 − δ2

δ1 + δ2
η+

2 (τ − 2θp2).
(4.25)

The invariant solutions with respect to τ are the constant solutions. The non-zero determinant∣∣∣∣∣∣∣
1− δ2−δ1

δ1+δ2
− 2δ1

δ1+δ2

2δ2
δ1+δ2

1 + δ1−δ2
δ1+δ2

∣∣∣∣∣∣∣ =
4δ1

(δ1 + δ2)
6= 0

shows that the only invariant set located in the set where W = 0 is the origin {0;0,0}. Appli-
cation of the Barbashin–Krasovskii–LaSalle invariance principle [18], Theorem 9.8.2 will give
asymptotic stability.
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There exists however a restriction to the application of the Barbashin–Krasovskii–LaSalle
invariance theorem – the stability if not even the strong stability of the difference subsystem of (4.21).
We shall consider this problem as applied to the stability of (4.21) and, via Theorem 4.1, to
(4.15) – both with k = 0. We make first the following notations

ρ1 =
1 + (δ2 − δ1)λ

′
s

1 + (δ1 + δ2)λ′s
, ρ2 =

1 + (δ1 − δ2)λ′s
1 + (δ1 + δ2)λ′s

(4.26)

to give (4.21) the following form

θs
dz
dτ

=
ρ1 + ρ2

2
[−(δ1 + δ2)z− 2η−1 (τ − 2θp1) + 2η+

2 (τ − 2θp2)],

η−1 (τ) =
ρ1 + ρ2

2
δ1z(τ) + ρ1η−1 (τ − 2θp1) + (1− ρ1)η

+
2 (τ − 2θp2),

η+
2 (τ) =

ρ1 + ρ2

2
δ2z(τ)− (1− ρ2)η

−
1 (τ − 2θp1)− ρ2η+

2 (τ − 2θp2).

(4.27)

The restriction in applying Theorem 9.8.2 of [18], page 293 thus refers to (asymptotic) stability
of a difference system having the form

y(t) =
p

∑
1

Aky(t− rk), t ≥ 0. (4.28)

In order to make the development which follows more clear, we shall recall in brief
certain development of [18], Section 9.3, the part tackling difference equations and opera-
tors – pp. 274–276. With the notations of op. cit., we consider the homogeneous and non-
homogeneous difference equations

Dyt = 0 , t ≥ 0; Dyt = h(t), t ≥ 0, (4.29)

where h ∈ C([0,∞);Rn) and the difference operator D : C(−r,0;Rn) 7→ Rn is continuous and
atomic at 0 being thus defined as

Dφ = φ(0)−
∫ 0

−r
d[µ(θ)]φ(θ). (4.30)

In (4.30) the kernel µ : R 7→ Rn×n is measurable, normalized such that µ(θ) ≡ 0 for θ ≥ 0 and
µ(θ)≡ µ(−r) for θ ≤−r; the kernel is continuous from the left and of bounded variation. The
following assumption is supposed to hold for the kernel µ.

Assumption 4.2 (Assumption (J) of [18], page 271). The entries µij of µ have an atom before they
become constant i.e. there is a tij such that µij(t)≡ µij(tij + 0) for t≥ tij and µij(tij− 0) 6= µij(tij + 0).

This assumption is particularly true for (4.28) where µ(θ) is reduced to a stepwise function.
Let ∆0(λ) defined below be the characteristic function of (4.30)

∆0(λ) = det
(

I −
∫ 0

−r
eλθd[µ(θ)]

)
(4.31)

which in the case of (4.28) reads

∆0(λ) = det

(
I −

p

∑
1

Ake−λrk

)
(4.32)

Let aD := sup{<e(λ) | ∆0(λ) = 0}. We state firstly
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Definition 4.3 (Definition 9.3.1 of [18], page 275). Suppose D is linear, continuous and atomic
at 0 – see (4.30). The operator D is said to be stable if the zero solution of the homogeneous
equation of (4.29) with the initial condition ψ∈ C(−r,0;Rn) subject to Dψ = 0 is asymptotically
stable

The following result [18], p. 275, concerns the aforementioned stability property.

Theorem 4.4 (Theorem 9.3.5 of [18], p. 275). The following statements are equivalent

(i) D is (asymptotically) stable in the sense of Definition 4.3.

(ii) aD < 0.

(iii) There exists constants α > 0 and γ(α) > 0 such that for any h ∈ C([0,∞);Rn) any solution of
the non-homogeneous equation of (4.29) satisfies

|y(ψ, h)(t)| ≤ γ(α)[|ψ|e−αt + sup
0≤s≤t

|h(s)|].

(iv) If D is given by (4.31) with lims→0 Var[−s,0]µ = 0 and µ is also subject to Assumption 4.2 –
Assumption (J), then there exists a δ > 0 such that all roots of the characteristic equation

∆0(λ) := det
(

I −
∫ 0

−r
eλθd[µ(θ)]

)
= 0

satisfy <e(λ) ≤ −δ < 0.

Observe that (iii) shows that (asymptotic) stability of D in the sense of Definition 4.3 is
equivalent to exponential stability (the principle of K. P. Persidskii). Therefore stability of
(4.28) means in fact exponential stability. Moreover, (iv) shows – along the same line – that
aD < 0 ensures that the roots of the characteristic equation (4.32) have their real parts well
delimited from 0. In fact Theorem 4.1 states equivalence of (apparently) weak properties with other,
stronger ones.

Turning to (4.29), its (asymptotic, exponential) stability is equivalent to the location of the
roots of the characteristic equation ∆0(λ) = 0 with ∆0(λ) given by (4.32) in the open left half
plane C−. But for difference operators there exists another property called strong stability. This
property is introduced also in [18], Section 9.6, for difference operators occurring in (4.28) i.e.
defined by

D(r, A)φ = φ(0)−
p

∑
1

Akφ(−rk). (4.33)

Observe that the difference operator (4.33) is a special case of (4.30) with µ containing only
the stepwise component with a finite number of steps.

Let r = col(r1, . . . ,rp) be the vector of the delays rk > 0, ∀k.

Definition 4.5 (Definitions 9.6.1 and 9.6.2 of [18], p. 285). The operator D(r, A) is said to be
stable locally in the delays if there is an open neighborhood I(r) ⊂ R

p
+ of r such that D(v, A)

is stable in the sense of Definition 4.3 for each v ∈ I(r).
The operator D(r, A) is said to be stable globally in the delays (strongly stable) if it is stable

for each r ∈R
p
+.

For strong stability the following result is true.
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Theorem 4.6 (Theorem 9.6.1 of [18], p. 286). The following statements are equivalent.

(i) For some r ∈R
p
+, r = col(r1, . . . ,rp) with rk > 0 rationally independent, D(r, A) is stable in the

sense of Definition 4.3.

(ii) If γ(B) is the spectral radius of a matrix B, then γ0(A) < 1 where

γ0(A) := sup

{
γ

(
p

∑
1

Akeıθk

) ∣∣∣∣ θk ∈ [0,2π), k = 1,2, . . . , p

}
(4.34)

(iii) D(r, A) is stable locally in the delays in the sense of Definition 4.5.

(iv) D(r, A) is stable globally in the delays (strongly stable) in the sense of Definition 4.5.

We are now in position to consider the stability properties of the difference subsystem of
(4.27) namely the linear difference subsystem

η−1 (τ) = ρ1η−1 (τ − 2θp1) + (1− ρ1)η
+
2 (τ − 2θp2),

η+
2 (τ) = −(1− ρ2)η

−
1 (τ − 2θp1)− ρ2η+

2 (τ − 2θp2).
(4.35)

Therefore we shall have

A1 =

 ρ1 0

−(1− ρ2) 0

 ; A2 =

0 (1− ρ1)

0 −ρ2

. (4.36)

The characteristic equation of (4.35) results in(
1− ρ1e−2λθp1

)(
1 + ρ2e−2λθp2

)
+ (1− ρ1)(1− ρ2)e−2λ(θp1+θp2) = 0 (4.37)

the two delays being, generally speaking, rationally independent; this equation ought to have
its roots in a left half plane <e(λ) ≤ −α0 < 0. Denoting

e2λθp2 =: s , ν = θp1/θp2, (4.38)

the aforementioned condition reduces to the condition for the equation

(sν − ρ1)(s + ρ2) + (1− ρ1)(1− ρ2) = 0 (4.39)

to have its roots with |s| < 1 (inside the unit disk of C).
Let firstly s = reıϕ, r > 1. We deduce

|rνeıνϕ − ρ1|2 · |reıϕ + ρ2|2 =
(
r2ν + ρ2

1 − 2rνρ1 cosνϕ
)(

r2 + ρ2
2 + 2ρ2 cos ϕ

)
> (rν − ρ1)

2 (r− ρ2)
2.

Further

(rν − ρ1)(r− ρ2) > (1− ρ1)(1− ρ2)

(rν − ρ1)(r + ρ2) > (1− ρ1)(1− ρ2) + 2ρ2(1− ρ1) > (1− ρ1)(1− ρ2).

It follows that (4.39) cannot have roots with |s| > 1.
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Let now ν = p/q ∈ Q – an irreducible ratio i.e. assume the delays to be rationally depen-
dent. Equation (4.39) becomes by taking again s := reıϕ

(rp/qeıpϕ/q − ρ1)(reıϕ + ρ2) + (1− ρ1)(1− ρ2) = 0. (4.40)

Denote (reıϕ)1/q =: z. Consequently equation (4.40) reads

(zp − ρ1)(zq + ρ2) + (1− ρ1)(1− ρ2) = 0. (4.41)

Observe that if z := ρeıθ then ϕ = qθ and since ϕ ∈ [0,2π) it follows that θ ∈ [0,2π/q). Also
if r ≤ 1 then ρ ≤ 1.

Let ρ = 1. Equation (4.41) becomes

(eıpθ − ρ1)(eıqθ + ρ2) + (1− ρ1)(1− ρ2) = 0; θ ∈ [0,2π/q). (4.42)

This equation is equivalent to

(1− 2ρ1 cos pθ + ρ2
1)(1 + 2ρ2 cosqθ + ρ2

2) = (1− ρ1)
2(1− ρ2)

2,

sin pθ

cos pθ − ρ1
+

sinqθ

cosqθ + ρ2
= 0.

(4.43)

(The modulus and phase equations.) The first (modulus) equation is re-written as[
1 +

2ρ1

(1− ρ1)2 (1− cos pθ)

]
·
[

1 +
2ρ2

(1− ρ2)2 (1 + cosqθ)

]
= 1 (4.44)

and holds for the unique combination

cos pθ = 1 (pθ = 2mπ), cosqθ = −1 (qθ = (2n + 1)π); m,n ∈N. (4.45)

From (4.45) it follows that θ = 2mπ/p = (2n + 1)π/q. The first conclusion is that p/q =

(2m)(2n + 1)−1. Therefore the modulus equation of (4.43) has a solution iff p/q is such that
p is even and q is odd. Now, since 0 ≤ θ ≤ 2π/q, it follows that m ≤ p/q and 2n + 1 ≤ 2
i.e. n = 0. Therefore θ = π/q is the only possible solution of (4.43). Observe that for this value –
corresponding to ϕ = π – the phase equation in (4.43) is automatically fulfilled. An elementary
computation shows that this root is simple. The other roots have their modulus less than 1
and their number is finite and among them there is one whose modulus is maximal hence
ρk ≤ ρ0 < 1 for all roots inside the unit disk.

Otherwise i.e. iff both p and q are odd (4.43) has no solution that is (4.41) has no roots with
modulus 1; therefore in this case all roots of (4.41) satisfy ρk ≤ ρ0 < 1. The aforementioned
properties are thus valid for equation (4.40) hence for (4.39) in the case of ν ∈Q.

Consider now the case of irrational ν that is of rationally independent delays in (4.35). This
case can be tackled via Theorem 4.4 dealing with strong stability of (4.35). Since there are two
delays the computation of the spectral radius reduces to its computation for A1 + A2eıθ where
θ ∈ [0,2π). The matrix being of dimension 2× 2, it has two eigenvalues which both have to be
inside the unit disk for all θ ∈ [0,2π). The characteristic equation of A1 + A2eıθ with Ai given
by (4.36) results as

(z− ρ1)(z + ρ2eıθ) + (1− ρ1)(1− ρ2)eıθ = 0. (4.46)

Location of the roots of (4.46) – a second degree equation with complex coefficients – inside the
unit disk can be checked with the Schur–Cohn criterion. However, since (4.46) is very much
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alike to (4.41), we can take the same approach. Let z = reıϕ, r > 1, ϕ ∈ [0,2π). We shall have
after a straightforward computation

|z− ρ1|2 · |z + ρ2eıθ |2 = |reıϕ − ρ1|2 · |reıϕ + ρ2eıθ |2

= (r2 − 2rρ1 cos ϕ + ρ1)
2(r2 + 2rρ2 cos ϕcosθ + ρ2)

2

= [(r− ρ1)
2 + 2ρ1r(1− cos ϕ)][(r− ρ2)

2 + 2ρ2r(1− cos ϕ)cosθ]

> (r− ρ1)
2(r− ρ2)

2 > (1− ρ1)
2(1− ρ2)

2.

Therefore equation (4.46) has no roots of modulus larger than 1. Let now r = 1. We have to
check the equality

(eıϕ − ρ1)(eıϕ + ρ2eıθ) + (1− ρ1)(1− ρ2)eıθ = 0. (4.47)

We can proceed as in the case of (4.42) but here the problem is simpler. Let ϕ = 0, θ = π:
obviously (4.47) is fulfilled. Therefore z = 1 is one of the two roots of (4.46) for θ = π, the
other one being (ρ1 + ρ2 − 1) ∈ (−1,1). This result is sufficient to obtain γ0(A) = 1 and,
therefore, that statement (ii) of Theorem 4.4 is not fulfilled. Since (ii)⇔ (i), we have also
non(i) ⇔ non(ii). It follows that that there will be no (asymptotic) stability of the difference
system (4.35) for irrational ν.

We are now in position to summarize the results concerning (asymptotic) stability of the
difference system (4.35). This system is stable in the sense of Lyapunov: the result was obtained
using the Lyapunov functional (4.24) whose derivative, also given in (4.24) is non-positive
definite; stability should be viewed in the sense of the Lyapunov functional itself.

For the sake of completeness, it should be mentioned that the difference system (4.35) is
obtained from (4.21) for z(τ) ≡ 0. In this case the derivative functional of (4.24) is subject to
W(η−1 (·,τ),η+

1 (·,τ))≡ 0, system (4.35) resulting conservative – in the metrics of the Lyapunov
functional V of (4.24), also restricted to z(τ)≡ 0. Therefore system (4.35) is stable in the sense
of the metrics of V .

If this aspect is viewed from the point of view of the characteristic equation (4.39), an
elementary computation of the derivative of its right hand side will show that for any real ν

the possible roots of modulus 1 will be simple. We reiterated here that system (4.35) as well
as system (4.21) are Lyapunov stable in the sense of the metrics induced by the Lyapunov
functional (4.24). Based on Theorem 4.1 and on the representation formulae (4.13), Lyapunov
stability is ensured for system (4.15) – in the sense of the metrics defined by the Lyapunov
functional (4.18).

Return now to the problem of asymptotic stability. We showed in the previous develop-
ment, based on Theorems 4.4 and 4.6 that the asymptotic stability of system (4.35) is true only
in a single case of rationally dependent delays – when their ratio ν = p/q ∈Q in the particular
case when both p and q are odd numbers. Only in this case the invariance principle Barbashin–
Krasovskii–LaSalle (Theorem 9.8.2 of [18], page 293) can be applied to system (4.27) to obtain
its asymptotic stability and, via Theorem 4.1 and the representation formulae (4.13), of system
(4.15).

Summarizing, Lyapunov stability is ensured for (4.21) hence for (4.15) but the asymptotic
stability is fragile: it holds for a countable set of rational ratios of propagation time constants
– those rational ν having both odd numerator and denominator. The fragility appears from
the fact that the set of irrationals is dense and a small uncertainty in the delays will modify ν

from rational to irrational.
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5 Some conclusions

The examined stability analysis concerns a model arising from hydraulic engineering, largely
accepted among engineers, as it might be seen from the cited references. As it appeared from
the stability analysis of the water hammer, the only stabilizing device of this phenomenon
is the surge tank. Since the engineering philosophy states that a stabilizing device should
be stable itself (display inherent stability), the paper contains a standard stability analysis of
the surge tank. Its result is the dimension of the equivalent cross-section area of the surge
tank which must be larger than the so called Thoma cross-section area. The analysis was made
using a suitable Lyapunov function giving an asymptotic stability result combined with an
estimate of the attraction domain. The aforementioned analysis is valid for the physically
accepted equilibrium. Other steady states may be foreseen, corresponding to rather abnormal
situations (from the engineering point of view). The analysis might point out instabilities,
limit cycles, hidden attractors.

On the other hand, the model for the water hammer itself is described by a nonstandard
(i.e. with derivative boundary conditions) boundary value problem for hyperbolic 1D equa-
tions. We applied here a well established method, coming from the paper of A. D. Myshkis [1],
to associate a system of functional differential equations (in most cases, of neutral type) to a
nonstandard initial boundary value problem for hyperbolic partial differential equations. A
one to one correspondence between the solutions of the two mathematical objects being es-
tablished e.g. [28], all results obtained for one mathematical object are thus projected back on
the other one.

Consider here stability obtained via “weak” (in the sense of N. G. Četaev) Lyapunov func-
tion(al)s i.e. having the derivative function(al) only non-positive (the best known are the
energy type function(al)s). In this case the main instrument for the asymptotic stability is the
Barbashin–Krasovskii–LaSalle invariance principle. For neutral functional differential equa-
tions this principle is established as a theorem for equations with stable difference operator
(Theorem 9.8.2 of [18]). However this stability is robust (non-fragile) with respect to delay un-
certainties only if the difference operator is strongly stable. As an example, for a single delay
case – p = 1 in (4.28) – the strong stability follows from the location of the eigenvalues of A1

inside the unit disk of C; moreover, in this case stability and strong stability are the same
thing.

In our opinion, this assumption, occurring for the first time in the paper [9], turned to be
capital for stability studies. This was also due to the fact that many applications leading to
neutral functional differential equations displayed conditions for the fulfilment of the (strong)
stability assumptions of the difference operator.

In the last years there were however exposed applications (mainly from Mechanics and
Mechanical Engineering) with matrix A1 – again the case p = 1 in (4.28) – having its eigenval-
ues on the unit circle i.e. in a critical case (a list of such applications is available in [28]; other
applications, dealing with synchronization of mechanical oscillators, can be found in [29]);
these cases were not yet seriously tackled.

The case described in this paper looks different: displaying two delays, it displays also
a fragile asymptotic stability – valid for rationally dependent delays, but only in one case of
two possible. The fragility of the asymptotic stability with respect to the delays is confirmed
by practical measurement (in-site), displaying some oscillatory modes. Such aspects arising
from practice should stimulate revival of some “old” studies which have been obscured by
the Cruz-Hale assumptions: the book [11] and its reference list are a good starting point to
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meet this challenge.
There exists however another challenge, arising from the fact that stability of the differ-

ence operator is a premise to apply the Barbashin–Krasovskii–LaSalle invariance principle.
As pointed out in [31], the assumption of stability for the difference operator is necessary to
obtain pre-compactness of the positive orbits whenever the solution is bounded (Chapter VI,
p. 341 and next). The cited reference gives an alternative in its Chapter V (Section 4). Inter-
esting enough, the case considered in Chapter V is a boundary value problem for hyperbolic
partial differential equations. With the aforementioned one to one correspondence between
the solutions of the boundary value problem for hyperbolic partial differential equations and
those of the associated system of neutral functional differential equations, the things become
clearer. Our point of view is that all this is a question of choosing the state space for neu-
tral functional differential equations (other than C) – see [17]. In any case there is plenty of
motivation to follow this line of research.
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Appendix

We shall give in this Appendix (reproduced after [10]) the principal notations of the paper –
in fact the notations which are usual in the field of hydroelectric engineering and can be met
in field’s references, in particular in those of the present paper.

The notations of the state variables are as follows

• Vi(x, t), Qi(x, t), Hi(x, t), i = 1,2 – water flow velocity, water flow and piezometric head
at (x, t) ∈ {(x, t) | 0 ≤ x ≤ Li, t ∈ R}, x being the coordinates along the conduits (i = 1
accounts for the tunnel and i = 2 for the penstock);

• H0 – piezometric head of the lake;

• Z(t) – water level in the surge tank;

• Ω(t) – turbine rotating speed; Ωc – the synchronous speed.

Also the notations for system’s parameters are as follows

• Fi, Di, Li (i = 1,2) – the cross section areas, the hydraulic diameters and the lengths of
the conduits, respectively;

• Fs, Fθ – equivalent cross section areas of the surge tank and regulated flow area of the
turbine wicket gates, respectively;

• J, ηθ – moment of inertia and efficiency of the hydraulic turbine, respectively;
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• γ, g – specific weight of the water and gravity acceleration, respectively;

• Ng = Ωc Mg – the mechanical power supplied to the hydrogenerator, where Mg is the
torque;

• λs – coefficient of losses of the throttling of the surge tank;

• λi, ai (i = 1,2) – coefficients of the Darcy–Weisbach losses and the propagation speeds of
the water hammer along the conduits respectively;

• αq – a flow coefficient;

• k – a corrective coefficient for the flow through the wicket gates of the turbine.

We list further the following time constants of the conduits

• Twi – the starting time constant: Twi = (LiQ̄)(Fi H0g)−1 (i = 1,2);

• Ti – the fill up time constant: Ti = (LiFi)/Q̄ (i = 1,2);

• Tpi – the wave propagation time: Tpi = Li/ai (i = 1,2),

and also

• Ts – the fill up time constant of the surge tank: Ts = FsH0/Q̄;

• Ta – the starting time constant of the turbine:

Ta =
JΩ2

c

ηθ
γ
2g Q̄H0

.

The following rated state variables and parameters are listed below

• qi – rated water flow along the conduit i defined by qi = Qi/Q̄, i = 1,2;

• hi – rated piezometric head along the conduit i defined by hi = Hi/H0, i = 1,2;

• z – rated piezometric head at the surge tank defined by z = Z/H0;

• ϕ – rated rotating speed of the hydraulic turbine, defined by ϕ = Ω/Ωc;

• νg – rated load mechanical power of the hydraulic turbine, defined by

νg =
Ng

ηθ
γ
2g Q̄H0

.

We list finally the rated (to T1) time constants as follows

• θwi – the rated starting time constant θwi = Twi/T1 (i = 1,2);

• θi – the rated fill up time constant θi = Ti/T1 (i = 1,2,θ1 = 1);

• θpi – the rated wave propagation time θpi = Tpi/T1 (i = 1,2);

• θs – the rated fill up time constant of the surge tank θs = Ts/T1;

• θa – the rated starting time constant of the turbine θa = Ta/T1



30 V. Răsvan
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[16] A. Halanay, V. Răsvan, Applications of Liapunov methods in stability, Kluwer Academic
Publishers, Dordrecht–Boston–London, 1993. https://doi.org/10.1007/978-94-011-
1600-8; MR1232862

[17] J. K. Hale, Dynamical systems and stability, J. Math. Anal. Appl. 26(1969), 39–69. https:
//doi.org/10.1016/0022-247X(69)90175-9; MR244582

[18] J. K. Hale, S. M. Verduyn Lunel, Introduction to functional differential equations, Applied
Mathematical Sciences, Vol. 99, Springer, New York, 1993. https://doi.org/10.1007/
978-1-4612-4342-7; MR1243878

[19] Ch. Jaeger, Fluid transients in hydroelectric engineering practice, Blackie, Glasgow-London,
1997.

[20] N. Kishor, J. Fraile-Ardanuy, Modeling and dynamic behaviour of hydropower plants, Insti-
tute of Engineering and Technology, London, 2017.

[21] N. Kishor, R. P. Sainia, S. P. Singh, A review on hydropower plant models and control,
Renew. Sustain. Energy Rev. 11(2007), 776–796. https://doi.org/10.1016/j.rser.2005.
06.003

[22] G. A. Leonov, N. V. Kuznetsov, Hidden attractors in dynamical systems. From hid-
den oscillations in Hilbert–Kolmogorov, Aizerman and Kalman problems to hidden
chaotic attractor in Chua circuits, Internat. J. Bifur. Chaos Appl. Sci. Engrg. 23(2013), No. 1,
113300002–1–69. https://doi.org/10.1142/S0218127413300024; MR3038624

[23] I. G. Malkin, Stability of motion (in Russian), “Nauka” Publ. House, Moscow, 1966.
MR0206419

[24] G. A. Munoz-Hernandez, S. P. Mansoor, D. I. Jones, Modeling and control of hydropower
plants, Springer, London–Dordrecht–Heidelberg–New York, 2013. https://doi.org/10.
1007/978-1-4471-2291-3

[25] M. Popescu, Current problems in the field of surge tanks hydraulics (in Romanian), Hydraulics
Studies, Vol. XXI, Research Institute for Hydraulics Publications, Bucharest, 1969.

[26] M. Popescu, New methods for the hydraulic computation of the surge tanks (in Romanian),
Hydraulics Studies, Vol. XXIII, Research Institute for Hydraulics Publications, Bucharest,
1970.

[27] M. Popescu, Hydroelectric plants and pumping stations (in Romanian), Editura Universitară,
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