
Electronic Journal of Qualitative Theory of Differential Equations
2021, No. 36, 1–28; https://doi.org/10.14232/ejqtde.2021.1.36 www.math.u-szeged.hu/ejqtde/

Asymptotic phase for flows with exponentially stable
partially hyperbolic invariant manifolds

Alina Luchko and Igor ParasyukB

Faculty of Mechanics and Mathematics, Taras Shevchenko National University of Kyiv,
64/13, Volodymyrska Street, City of Kyiv, 01601, Ukraine

Received 25 August 2020, appeared 16 April 2021

Communicated by Sergei Trofimchuk

Abstract. We consider an autonomous system admitting an invariant manifold M.
The following questions are discussed: (i) what are the conditions ensuring exponential
stability of the invariant manifold? (ii) does every motion attracting byM tend to some
motion onM (i.e. have an asymptotic phase)? (iii) what is the geometrical structure of
the set formed by orbits approaching a given orbit? We get an answer to (i) in terms of
Lyapunov functions omitting the assumption that the normal bundle ofM is trivial. An
affirmative answer to (ii) is obtained for invariant manifoldMwith partially hyperbolic
structure of tangent bundle. In this case, the existence of asymptotic phase is obtained
under new conditions involving contraction rates of the linearized flow in normal and
tangential toM directions. To answer the question (iii), we show that a neighborhood of
M has a structure of invariant foliation each leaf of which corresponds to motions with
common asymptotic phase. In contrast to theory of cascades, our technique exploits the
classical Lyapunov–Perron method of integral equations.
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1 Introduction

It is well known that, under quite general conditions, motions of dissipative dynamical system
evolve towards attracting invariant sets. One may reasonably expect that the behavior of sys-
tem on attracting set adequately displays main asymptotic properties of system motions in the
whole phase space. It is important to note that in many cases the dimension of attracting set
such as, e.g., fixed point, limit cycle, invariant torus, strange or chaotic attractor, is essentially
lower than the dimension of the total phase space. This circumstance can help us to simplify
the qualitative analysis of the system under consideration.

Nevertheless we should keep in mind that there are cases where no motion starting outside
the attracting invariant set exhibits the same long time behavior as a motion on the set. As an
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example, consider the polynomial planar system

ẋ = x(1− x2 − y2)3 − y(1 + x2 + y2),

ẏ = x(1 + x2 + y2) + y(1− x2 − y2)3

which in polar coordinates
(

ϕ
∣∣mod2π, r

)
takes the form

ϕ̇ = 1 + r2,

ṙ = r
(
1− r2) 3.

The limit cycle of the system given by r = 1 attracts all the orbits except the equilibrium
(0, 0). Let ϕ(t; ϕ0, r0) be the ϕ-coordinate of the motion starting at point (r0 cos ϕ0, r0 sin ϕ0).
Obviously, ϕ(t; ϕ∗, 1) = 2t + ϕ∗, but if r0 6∈ {0, 1}, then it is not hard to show that

lim
t→∞
|ϕ(t; ϕ0, r0)− ϕ(t; ϕ∗, 1)| = ∞ ∀ {ϕ0, ϕ∗} ⊂ [0, 2π),

meaning that there is no motion starting outside the cycle and asymptotic to a motion on
the cycle (for another examples with non-polynomial planar systems we refer the reader to
[11, 14]).

Let
{

χt(·) : M 7→M
}

t∈R
(resp.

{
χt(·) : M 7→M

}
t∈Z

) be a flow (resp. a cascade) on a met-
ric space M with metric $(·, ·), and let there exists a χt-invariant set A ⊂ M. It is said that a
motion t 7→ χt(x) attracted by A has an asymptotic phase if there exists z ∈ A such that

$
(
χt(x), χt(z)

)
→ 0, t→ ∞.

The following problem arises: what are the conditions ensuring the existence of asymptotic
phase? The answer to this problem is rather important, especially in the case where A is an
attractor with a basin B. In fact, the existence of asymptotic phase for every x ∈ B guarantees
that the flow restricted to attractorA faithfully describes the long-time behavior of the motions
starting in B.

The above problem was studied in a series of papers. The most complete examination
concerns the case where the attracting set is a closed orbit [7, 11, 12, 14, 19, 31]. For more
general situation, it is known that if A is an isolated compact invariant hyperbolic set of a
cascade, then every motion which is asymptotic to such a set has an asymptotic phase [21,26].
N. Fenichel [16] established the existence and uniqueness of asymptotic phase for a cascade
possessing exponentially stable overflowing invariant manifold with, so-called, expanding
structure. A. M. Samojlenko [28] and W. A. Coppel [13] studied the problem for the case of
exponentially stable invariant torus. B. Aulbach [4] proved the existence of asymptotic phase
for motions approaching a normally hyperbolic invariant manifold under assumption that the
latter carries a parallel flow. In [8], A. A. Bogolyubov and Yu. A. Il’in established the existence
of asymptotic phase for non-exponentially stable invariant torus under some quite restrictive
hypotheses concerning the corresponding system (however the authors do not use the notion
of asymptotic phase explicitly).

As was pointed out in [4, 10], standard conditions ensuring the existence of asymptotic
phases for motions approaching an invariant set A, involve the requirement that the expo-
nential rate of contraction in the normal to A direction is greater than that along A (see,
e.g., [6, 16, 28]). Analogous conditions usually appear in the perturbation theory of invariant
manifolds (see, e.g. [15, 17, 23, 27, 29] and references therein).
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One of the main goals of the present paper is to show that the aforementioned requirement
can be weakened in the presence of more accurate information about the character of the
flow within the invariant manifold. We consider an autonomous system in Rn admitting an
invariant manifold M satisfying the following condition of partial hyperbolicity in the broad
sense [9, 20]: the tangent co-cycle generated by the associated linearized system (system in
variations) splits the tangent bundle TM into a Whitney sum of two invariant sub-bundles
Vs and V? such that the maximal Lyapunov exponent corresponding to Vs does not exceed
some negative number −ν, while the minimal Lyapunov exponent corresponding to V? is
not less then −σ ∈ (−ν, 0). (In an important particular case, where the restriction of the
flow onM is an Anosov type dynamical system, the tangent bundle splits into Whitney sum
TM = Vs ⊕ Vc ⊕ Vu of invariant sub-bundles: stable Vs, center Vc, and unstable Vu. Then
V? = Vc ⊕Vu and one can consider that σ = 0.)

It should be stressed that a priori we do not require that M is a partially hyperbolic set
as a subset of the whole space Rn, in particular, the Whitney sum of Vs and normal bundle
of M need not be invariant. Nevertheless, we prove that if the decay rate of solutions of
linearized system in normal toM direction is characterized by a Lyapunov exponent −γ < 0,
then the inequality λ := min {ν, γ} > σ guarantees both the partial hyperbolicity of M and
the existence of asymptotic phase for all motions starting in a neighborhood ofM. Thus, we
need not require any additional inequalities involving ν and γ, meaning that our result cover
the case ν > γ which, to our knowledge, was excluded in preceding papers concerning the
asymptotic phase.

If there holds the inequality ν ≥ γ, then in contrast to [16], we cannot be sure that the
asymptotic phase is unique. The reason lies in the geometrical structure of a neighborhood of
M. Namely, let W (z) be the stable manifold for a point z ∈ M [26, p. 88] (i.e. W (z) is the
set of points x ∈ Rn such that

∥∥χt(x)− χt(z)
∥∥ = O

(
e−λt), t → ∞). In our case, we cannot

exclude that W (z1) = W (z2) for different points z1 6= z2. As a consequence, when proving
that every motion starting in a neighborhood of the invariant manifoldM has an asymptotic
phase, we are not able to apply the theorem on invariance of domain as in [16] . Our proof is
based on the Brouwer fixed point theorem.

In contrast to the technique developed for cascades, e.g., in [16,21–23,26], our main results
concerning theory of asymptotic phase are obtained by exploiting the classical Lyapunov–
Perron method of integral equations. With this in mind, and targeting on the rather general
readers audience we intentionally provide independent proofs of some facts on the invariant
manifolds theory already known to specialists in the field. Hope that this will not cause
serious objection from experts on the issue.

The present paper is organized as follows. In Section 2, we consider an autonomous non-
linear system possessing invariant manifoldM and in terms of Lyapunov functions establish
conditions ensuring thatM is exponentially stable. In Section 3, we formulate the main con-
ditions concerning the co-cycle

{
Xt} generated by system in variations. These include the

aforementioned partial hyperbolicity condition of
{

Xt} on TM and decay rate condition for{
Xt} in normal to M direction. Next we show that there do exists a Xt-invariant splitting

of TRn along M into a direct Whitney sum W ⊕ V∗ of tangent sub-bundle V? ⊂ TM and
a complementary exponentially stable sub-bundle W. Thus, actually, under the conditions
imposed,M turns out to be a partially hyperbolic subset of Rn in the sense of [20, Definition
2.1, p. 8]. Due to this circumstance, for any orbit O(z) ⊂ M, there is a local stable invariant
manifold through O(z) tangent to W along this orbit. Each motion starting at this invariant
manifold exponentially approaches a motion on O(z) as t → ∞ (see Section 4). In Section 5,
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we prove the main theorem which states that the union of all local stable invariant manifolds
form an open neighborhood ofM. The global geometrical aspects of the exposed theory and
some generalizations are discussed in Sections 6 and 7. Finally, in Section 8, we apply the
main theorem to a system defined on cotangent bundle of a compact homogeneous space
SL(2; R)/Γ.

2 Exponential stability of invariant manifold

Let v be a C2-vector field in a domain D of the space Rn endowed with the standard scalar
product 〈·, ·〉 and the associated norm ‖·‖ :=

√
〈·, ·〉. Assume that the vector field v is com-

plete, i.e.the corresponding autonomous system

ẋ = v(x) (2.1)

generates the flow
{

χt(·) : D 7→ D
}

t∈R
, and let this system possesses an m-dimensional com-

pact χt-invariant C2-sub-manifold M ι
↪→ D, where ι(·) : M 7→ Rn stands for an isometric

inclusion map.
Introduce some notations. Denote by NzM the orthogonal complement of the tangent

space TzM at z ∈ M. For the sake of simplifying notations, it will be convenient for us to
identify TzRn with Rnand to treat both TzM and NzM as linear sub-spaces of Rn. Thus, for
any given z ∈ M, we have TzRn = TzM⊕ NzM, and the vector bundle äz∈M TzRn splits
into Whitney sum of the tangent and normal sub-bundles

ä
z∈M

TzRn = TM⊕ NM, TM := ä
z∈M

TzM, NM := ä
z∈M

NzM.

Let π : TM⊕ NM 7→ M stands for the natural vector bundle projection. As is well known,
there exists sufficiently small r > 0 such that the set NMr = {ξ ∈ NM : ‖ξ‖ < r} can be
identified with a tubular neighborhood ofM. Namely, the mapping NMr 3 ξ 7→ z + ξ ∈ Rn,
where z = π (ξ), define a natural embedding NMr ↪→ Rn. Let the vector bundle mappings
PN : TM⊕ NM 7→ NM and PT : TM⊕ NM 7→ TM stand for the orthogonal projections
onto NM and TM respectively.

There naturally arise problems concerning the behavior of the flow in a neighborhood of
M, in particular the stability problem of M. The first step in solving the latter is to study
the so-called normal co-cycle generated by the system in variations w.r.t. a given motion
t 7→ χt(x) of a point x ∈ D

ẏ = v′
(
χt(x)

)
y. (2.2)

As is well known, the group property of the flow, χt+τ(·) = χt ◦ χτ(·) for all t, τ ∈ R, implies
the co-cycle property of the the corresponding evolution operator

Xt(x) :=
∂χt(x)

∂x
,

namely

Xt+τ(x) = Xt (χτ(x)) Xτ(x), X−τ (χτ(x)) = [Xτ(x)]−1 ∀t, τ ∈ R, ∀x ∈ D, (2.3)

and the χt-invariance ofM implies the Xt-equivariance of fibers of vector bundle TM⊕NM
and its sub-bundle TM, meaning that for each z ∈ M and t ∈ R there hold

Xt (z) (TM⊕ NM) |z = (TM⊕ NM) |χt(z),

Xt (z) TzM = Tχt(z)M.
(2.4)
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In other words, the linear co-cycle
{

Xt}
t∈R

over the flow
{

χt(·) :M 7→M
}

t∈R
defines a

one-parameter family of automorphisms both of TM⊕ NM and TM. As a result, we obtain

XtPT = PTXtPT, PNXt = PNXt (PN + PT) = PNXtPN . (2.5)

Note that the fibers of NM need not be Xt-equivariant. At the same time, the one-parameter
family of mappings (the normal co-cycle)

Xt
N(z) := PNXt(z) : NzM 7→ Nχt(z)M, t ∈ R,

possesses the required property:

Xt+s
N (z) = PN(χ

t+s(z))Xt+s(z) = PN
(
χt ◦ χs(z)

)
Xt (χs(z)) Xs(z)

= PN
(
χt ◦ χs(z)

)
Xt (χs(z)) PN(χ

s(z))Xs(z) = Xt
N(χ

s(z))Xs
N(z).

One can expect that the invariant manifold M will be stable provided that
∥∥Xt

N

∥∥ tends to
zero as t → ∞ sufficiently fast. Following [25, 28, 29], to approve the correctness of such
a hypothesis, we shall exploit the apparatus of Lyapunov functions. Proposition 2.1 given
below is a direct generalization of results [25] obtained for the case where M is a torus with
trivial normal bundle.

Proposition 2.1. The following statements are equivalent:

(i) the integral
∫ ∞

0 ‖X
s
N(z)‖

2 ds is uniformly convergent w.r.t. z;

(ii) there exist positive constants γ and c0 such that∥∥Xt
N(z)

∥∥ ≤ c0e−γt ∀t ≥ 0; (2.6)

(iii) there exists a continuous field of positive definite symmetric operators

{S(z) : NzM 7→ NzM}z∈M

such that

d
dt

∣∣∣
t=0

〈
S(χt(z))Xt

N(z)ξ, Xt
N(z)ξ

〉
= −‖ξ‖2 ∀z ∈ M, ∀ξ ∈ NzM. (2.7)

Proof. To show that (i)⇒(ii) and (i)⇒(iii), define the continuous field of positive definite sym-
metric operators on fibers of NM by

〈S(z)ξ, ξ〉 :=
∫ ∞

0
‖Xs

N(z)ξ‖
2 ds ∀z ∈ M, ∀ξ ∈ NzM. (2.8)

Due to the compactness ofM there are positive constants a and A such that

a ‖ξ‖2 ≤ 〈S(z)ξ, ξ〉 ≤ A ‖ξ‖2 ∀z ∈ M, ∀ξ ∈ NzM. (2.9)

Since 〈
S(χt(z))Xt

N(z)ξ, Xt
N(z)ξ

〉
=
∫ ∞

0

∥∥Xs
N(χ

t(z))Xt
N(z)ξ

∥∥2 ds

=
∫ ∞

0

∥∥Xt+s
N (z)ξ

∥∥2 ds =
∫ ∞

t
‖Xs

N(z)ξ‖
2 ds,
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then

d
dt
〈
S(χt(z))Xt

N(z)ξ, Xt
N(z)ξ

〉
= −

∥∥Xt
N(z)ξ

∥∥2 ≤ − 1
A
〈
S(χt(z))Xt

N(z)ξ, Xt
N(z)ξ

〉
. (2.10)

Hence, 〈
S(χt(z))Xt

N(z)ξ, Xt
N(z)ξ

〉
≤ e−t/A 〈S(z)ξ, ξ〉 ∀t ≥ 0,

and thus, ∥∥Xt
N(z)ξ

∥∥2 ≤ A
a

e−t/A ‖ξ‖2 ∀t ≥ 0.

It is obvious, that (2.10) implies (2.7), and (ii)⇒(i).
It remains to show that (iii)⇒(ii). If (2.7) is satisfied, then

d
dt
〈
S(χt(z))Xt

N(z)ξ, Xt
N(z)ξ

〉
=

d
ds

∣∣∣
s=0

〈
S(χt+s(z))Xt+s

N (z)ξ, Xt+s
N (z)ξ

〉
=

d
ds

∣∣∣
s=0

〈
S(χs ◦ χt(z))Xs

N
(
χt(z)

)
Xt

N(z)ξ, Xs
N
(
χt(z)

)
Xt

N(z)ξ
〉
= −

∥∥Xt
N(z)ξ

∥∥2 .

This ensures inequality (2.10), which implies (2.6) with c0 = A/a and γ = 1/A.

As in the case whereM is a torus with trivial normal bundle, the additional requirement
of continuous differentiability of S (·) together with (2.7) ensures exponential stability ofM.

Proposition 2.2. Let there exist a continuously differentiable field of positive definite symmetric oper-
ators

{S(z) : NzM 7→ NzM}z∈M

satisfying (2.7). Then the invariant manifoldM is exponentially stable.

Proof. Let x ∈ NMr. Then there is a unique representation x = z(x) + ξ(x) where z(x) ∈ M,
ξ(x) ∈ NzM. Define the function V(x) := 〈S(z(x))ξ(x), ξ(x)〉. To calculate the derivative
V̇v(x) of this function along the vector v(x), consider a finite open cover

⋃I
i=1 Ui of M with

the following properties: the restriction of normal bundle to every Ui is trivial, and there exist
compact subsets Ki ⊂ Ui, i = 1, . . . , I, such that

⋃I
i=1Ki =M.

Let U stands for one of the sets U1, . . . ,UI and K ∈ {K1, . . . ,KI} be the corresponding
compact subset, thus K ⊂ U . Then there exist C1-mappings νk(·) : U 7→ NM, k = 1, . . . , n−m,
such that for any z ∈ U the vectors ν1(z), . . . , νn−m(z) form an orthonormal basis of NzM.
Compose the matrix N(z) of the vectors ν1(z), . . . , νn−m(z) as columns and denote by N>(z)
the transposed matrix. Then PN(z) := N(z)N>(z) and PT(z) := Id− PN(z) are matrices of
projections PN(z) and PT(z) respectively. Now by means of the diffeomorphism

U × Bn−m
r (0) 3 (z, p) 7→ z + N(z)p ∈ NMr (2.11)

where p := (p1, . . . , pn−m), Bn−m
r (0) := {p : ‖p‖ < r} and r is sufficiently small, we obtain a

system on U × Bn−m
r induced by system (2.1). Namely, we have(

Id + [N(z)p]′z
)

ż + N (z) ṗ = v (z + N(z)p) ,

and taking into account that v(z) ⊥ νi(z), i = 1, . . . , n−m, the induced system on U × Bn−m
r

takes the form
ż = v (z) + v1(z, p), ṗ = [A(z) + A1(z, p)] p, (2.12)
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where

A(z) := N> (z)
[
J (z)N(z)− Ṅv(z)(z)

]
, (2.13)

v1(z, p) :=
(

Id + [N(z)p]′z
)−1

PT(z)v (z + N(z)p)− v(z),

A1(z, p)p := N> (z)
(

v(z + N(z)p)− v(z)− J(z)N(z)p− [N(z)p]′z v1(z, p)
)

.

Here J (z) is the Jacobi matrix of the mapping x 7→ v(x) at the point x = z, and Ṅv(z)(z) :=
d
dt

∣∣
s=0N

(
χt(z)

)
. It is not hard to see that there exists a constant C > 0 such that

‖v1(z, p)‖ ≤ C ‖p‖ , ‖A1(z, p)‖ ≤ C ‖p‖ ∀z ∈ K, ∀p ∈ Bn−m
r (0). (2.14)

Obviously, sinceM is compact, one can choose a common constant C for all K1, . . . ,KI .
Note that locally the diffeomorphism (2.11) conjugates the system on NM generating the

normal co-cycle
{

Xt
N
}

with the system

ż = v (z) , ṗ = A(z)p.

Hence, for ξ = N(z)p, we obtain

d
dt

∣∣∣
t=0

〈
S(χt(z))Xt

N(z)ξ, Xt
N(z)ξ

〉
= (〈S(z)N(z)p, N(z)p〉)′p A(z)p + (〈S(z)N(z)p, N(z)p〉)′z v(z) = −‖ξ‖2 ,

and thus

V̇v(x) = −‖ξ‖2 + (〈S(z)N(z)p, N(z)p〉)′p A1(z, p)p + (〈S(z)N(z)p, N(z)p〉)′z v1(z, p).

Since ‖ξ‖ = ‖p‖ and there are positive constants A and a such that S(z) satisfies (2.9), then
on account of (2.14) there holds the inequality

V̇v(x) ≤ −1
2
‖ξ‖2 ≤ − 1

2A
V(x) ∀x ∈ NMr

provided that r is sufficiently small. By means of the last inequality one can show in a standard
way that there exists δ ∈ (0, r) such that

∥∥χt(x)− π
(
χt(x)

)∥∥ tends to zero with exponential
rate as t→ ∞ provided that x ∈ NMδ.

3 Invariant splitting of vector bundle along invariant manifold

Let us agree on the following. Hereinafter, if ξ ∈ TM⊕ NM and z = π (ξ), then Xtξ :=
Xt (z) ξ, and XtXτξ := Xt (χτ(z)) Xτ(z)ξ for all t, τ ∈ R.

Assume that the following conditions are fulfilled:

H1 The tangent bundle TM splits into a continuous Whitney sum TM = Vs ⊕ V? of Xt-
invariant vector sub-bundles Vs = äz∈M Vs

z , V? = äz∈M V?
z (i.e. fibers of vector bun-

dles Vsand V?are Xt-equivariant), and there exist constants c0 ≥ 1, ν > 0, σ ∈ [0, ν) such
that ∥∥Xtξ

∥∥ ≤ c0e−νt ‖ξ‖ ∀t ≥ 0, ∀ξ ∈ Vs, (3.1)∥∥Xtξ
∥∥ ≤ c0e−σt ‖ξ‖ ∀t ≤ 0, ∀ξ ∈ V?. (3.2)
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H2 There exists γ > σ such that∥∥PNXtPN
∥∥ ≤ c0e−γt ∀t ≥ 0.

It should be noted that the last inequality actually matches (2.6) and on account of (2.5) implies∥∥PNXt∥∥ ≤ c0e−γt ∀t ≥ 0. (3.3)

Besides, (3.2) together with (2.3) implies∥∥Xtξ
∥∥ ≥ c−1

0 e−σt ‖ξ‖ ∀t ≥ 0, ∀ξ ∈ V?. (3.4)

Note also that the sub-bundle V? contains 1-D Xt-invariant sub-bundle Vc := {θv}θ∈R

generated by the vector field v. Each solution of (2.2) with initial value in Vc is bounded.
An important particular case is when M is hyperbolic, i.e. there is Xt-invariant splitting
V? = Vc ⊕Vu such that ∥∥Xtξ

∥∥ ≤ c0eνt ‖ξ‖ ∀t ≤ 0, ∀ξ ∈ Vu.

In this case we consider that σ = 0.
Define the natural projections

Ps : TM 7→ Vs, P? : TM 7→ V?.

Since the splitting Vs ⊕V? is Xt-invariant, then

XtPs,?PT = Ps,?XtPT ∀t ∈ R. (3.5)

On account of (2.3) and (3.5), we get

Xt−τ (χτ(z)) = Xt(z)X−τ (χτ(z)) =
[
Xt(z)

]
[Xτ(z)]−1 (3.6)

and thus,

2XtPs,? [Xτ]−1 PT =
[
Xt] [Xτ]−1 Ps,?PT = Xt−τPs,?PT. (3.7)

Now H1 yields that there exists a positive constant c1 such that∥∥∥XtPs [Xτ]−1 PT

∥∥∥ ≤ c1e−ν(t−τ), 0 ≤ τ ≤ t,∥∥∥XtP? [Xτ]−1 PT

∥∥∥ ≤ c1e−σ(t−τ), 0 ≤ t < τ
(3.8)

In what follows, for any ξ ∈ TM⊕ NM, we will use the notations

ξT := PTξ, ξN := PNξ, ξs,? := Ps,?PTξ.

Proposition 3.1. There exists a continuous Xt-invariant splitting of TM⊕NM into a Whitney sum
W ⊕V? such that PNW = NM, and there is a positive constant c such that∥∥Xtξ

∥∥ ≤ ce−λt ‖ξ‖ ∀t ≥ 0, ∀ξ ∈W (3.9)

where λ := min {ν, γ}.
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Proof. Let us construct a sub-bundle of vectors ξ ∈ TM⊕ NM, such that
∥∥Xtξ

∥∥ has a Lya-
punov exponent not exceeding −λ. Since

Xtξ = PTXtξ + PNXtξ,

then, on account of (3.3), it remains to deal with PTXtξ. Derive an equation for PTXtξ. Since

PTXtξ = Xtξ − PNXtξ = Xtξ − PN PNXtξ

and the mapM 3 z 7→ PN (z) is continuously differentiable, then

d
dt

PTXtξ = v′Xtξ − d
dt
(

PN PNXtξ
)

=⇒

d
dt

PTXtξ = v′PTXtξ + v′PNXtξ −
(

P′Nv
)

PNXtξ − PN
d
dt
(

PNXtξ
)

.

In view of (2.5), we get

PT
d
dt

PTXtξ = PTv′PTXtξ + PT
(
v′ − P′Nv

)
PNXtξN .

Recall that, for a given vector field R 3 t 7→ η (t) ∈ Tz(t)M along a curve z (·) : R 7→ M and
for any t ∈ R, the vector PT η̇ (t) is nothing else but the covariant derivative ∇żη (t) at point
z (t). Hence, for every ξ such that π (ξ) = z, the vector field η (t; ξ) := PTXtξ along the curve
t 7→ χt (z) is a unique solution of the initial problem

∇żη = PTv′
(
χt (z)

)
η + PTQ (t) ξN , η (0) = ξT, (3.10)

where the vector bundle homomorphism Q(t) is defined by

Q (t) ξ =
[
v′
(
χt (z)

)
− P′N

(
χt (z)

)
v
(
χt (z)

)]
PNXt (z) ξ ∀ξ ∈ TzM⊕ NzM. (3.11)

It turns out that the set of solutions of problem (3.10), which we are interested in, is given by

η (t; ξ) = Xtξs +
∫ ∞

0
Γ (t, τ) PTQ (τ) ξNdτ (3.12)

where ξs ∈ Vs is taken at will and

Γ (t, τ) :=

{
XtPs [Xτ]−1 , 0 ≤ τ ≤ t

−XtP? [Xτ]−1 , 0 ≤ t < τ.

In fact, taking into account (3.8), one can choose a constant c2 > 0 such that∥∥∥XtPs [Xτ]−1 PTQ (τ)
∥∥∥ ≤ c2e−νt+(ν−γ)τ, 0 ≤ τ ≤ t,∥∥∥XtP? [Xτ]−1 PTQ (τ)
∥∥∥ ≤ c2e−σt+(σ−γ)τ, 0 ≤ t < τ.

Hence, there exists a positive constant c3 > 0 such that

‖η (t; ξ)‖ ≤
∥∥Xtξs

∥∥+ ∫ ∞

0
‖Γ (t, τ) PTQ (τ) PN‖dτ ‖ξ‖ ≤ c3e−λt ‖ξ‖ , t ≥ 0.

By means of direct calculations, one can easily verify that η (·; ξ) is a unique solution of the
initial problem for linear inhomogeneous system

ẏ = v′
(
χt (z)

)
y + PTQ (t) ξN , y (0) = ξT ∈ TxM, (3.13)
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where
ξT = ξs + ΞξN , Ξξ := −

∫ ∞

0
P? [Xs]−1 PTQ (s) PNξds. (3.14)

Since PTη (t; ξ) ≡ η (t; ξ), then η (·; ξ) satisfies both (3.13) and (3.10).
Hence, for arbitrary ξs, ξN , we have found ξ = ξs + ΞξN + ξN such that

Xtξ = PTXtξ + PNXtξN = η (t; ξ) + PNXtξN

and thus, ∥∥Xtξ
∥∥ ≤ (c3 + c0) e−λt ‖ξ‖ ∀t ≥ 0.

Now it is naturally to define the projection

Π := PsPT + Ξ + PN ,

and the corresponding sub-bundle

W := Π (TM⊕ NM) .

The uniform convergence of integral (3.14) ensures that the splitting W ⊕ V∗ is continuous.
One can easily verify that Π has the projection property Π2 = Π. Besides, PNW = PN NM =

NM.
It remains to verify that the splitting W ⊕ V? is Xt-invariant. Note that if ξ 6∈ W, than on

account of (3.4) the Lyapunov exponent of
∥∥Xtξ

∥∥ exceeds −λ. Since,∥∥XtXτξ
∥∥ =

∥∥Xt+τξ
∥∥ ≤ (c3 + c0) e−λ(t+τ) ‖ξ‖

for any ξ ∈ W, τ ∈ R and t ≥ −τ, then the Lyapunov exponent of
∥∥XtXτξ

∥∥ does not exceed
−λ. Hence, Xτξ ∈ W for all τ ∈ R, provided that ξ ∈ W. Thus XtW ⊆ W, and since Xt is
non-degenerate, then XtW = W. As a consequence, ΠXtξ = XtΠξ for any ξ ∈ W, but since
both W and V∗ are Xt-invariant, than the above equality holds true for any ξ ∈ TM⊕ NM.
This yields that Id−Π commutes with Xt as well:

(Id−Π) Xtξ = Xtξ −ΠXtξ = Xt (ξ −Πξ) = Xt (Id−Π) ξ ∀ξ ∈ TM⊕ NM.

Corollary 3.2. There is a constant K > 0 such that the following inequalities hold true:∥∥∥XtΠ [Xτ]−1
∥∥∥ ≤ Ke−λ(t−τ), 0 ≤ τ ≤ t,∥∥∥Xt (Id−Π) [Xτ]−1
∥∥∥ ≤ Ke−σ(t−τ), 0 ≤ t < τ.

4 Existence of local exponentially stable set for a given orbit

After introducing the new variable y by

x = χt(z) + y,

system (2.1) takes the form

ẏ = v′
(
χt(z)

)
y + w(t, z, y) (4.1)
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where
w(t, z, y) := v

(
χt(z) + y

)
− v

(
χt(z)

)
− v′

(
χt(z)

)
y,

and z ∈ M is considered as a parameter. From now on throughout this section, we do not
show explicitly the variable z among arguments of mappings whenever it does not cause a
confusion.

In order to apply the Lyapunov–Perron method of integral equations, introduce the Green
function

G(t, τ) :=

{
XtΠ [Xτ]−1 , 0 ≤ τ ≤ t,

Xt (Π- Id) [Xτ]−1 , 0 ≤ t < τ

and use the following standard statement.

Proposition 4.1. A mapping y(·) : R+ 7→ Rn with upper Lyapunov exponent not exceeding −λ is a
solution of (4.1) if and only if there is ζ ∈ W ∩ π−1 (z) such that y (·) = y (·, ζ) satisfies the integral
equation

y(t, ζ) = Xtζ +
∫ ∞

0
G(t, τ)w(τ, y(τ, ζ))dτ =: G[y](t, ζ), (4.2)

as well as the condition Πy(0, ζ) = ζ.

Proof. Note that Corollary 3.2 together with inequality λ > σ yields∫ ∞

0
e−2λτ ‖G (t, τ)‖dτ ≤ Ke−λt

[∫ t

0
e−λτdτ + e(λ−σ)t

∫ ∞

t
e(σ−λ)τe−λτdτ

]
≤ Ke−λt

∫ ∞

0
e−λτdτ ≤ K

λ
e−λt, (4.3)

and since v is C2-vector field, then ‖w(t, z, y)‖ = O
(
‖y‖2) as ‖y‖ → 0. If now y(·) : R+ 7→ Rn

is a solution of (4.1) with upper Lyapunov exponent not exceeding −λ, then by means of
direct calculations it is not hard to verify that

ỹ(t) :=
∫ ∞

0
G(t, τ)w(τ, y(τ))dτ = O

(
e−λt), t→ ∞,

is a solution of the linear non-homogeneous system

ẏ = v′
(
χt(z)

)
y + w(t, z, y (t)).

The last one has the solution t 7→ y (t) = O
(
e−λt), t → ∞, as well. Hence, there exists

ζ ∈W ∩ π−1 (z) such that y (t)− ỹ (t) = Xtζ. From Πỹ (0) = 0 it follows that Πy (0) = ζ.
Vice versa, by means of direct calculations one can easily verify that any solution t 7→

y (t, ζ) = O
(
e−λt) , t→ ∞, of (4.2) is a solution of (4.1) such that Πy (0, ζ) = ζ.

By means of the mapping Id+Ξ (see (3.14)), we define an isomorphic image of NMr as

Ur := (Id+Ξ) (NMr) ≡
⋃

ξ∈NMr

{ξ + Ξξ} .

Note that PNUr = NMr, and if we introduce the set

Wr := {ζ ∈W : ‖ζ‖ < r} ,
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then Ur = {ζ ∈Wr : PsPTζ = 0} .
Let C (R+ ×Wr 7→Rn; ‖·‖λ) stands for a Banach space of mappings endowed with the

norm
‖·‖λ := sup

(t,ζ)∈R+×Wr

eλt ‖·‖ .

For a constant C > 0, define the closed subset

Yr,C :=
{

y(·, ·) ∈ C (R+ ×Wr 7→Rn; ‖·‖λ) :
∥∥y (t, ζ)− Xtζ

∥∥ ≤ Ce−λt ‖ζ‖2
}

.

Proposition 4.2. There exist positive numbers r and C such that:

(i) equation (4.1) has a unique solution y∗(·, ·) ∈ Yr,C;

(ii) the mapping y∗(·, ·) has a continuous derivative along every fiber W(z) := W ∩ π−1 (z),
z ∈ M.

Proof. One can prove assertion (i) in a standard way by means of the Banach contraction
principle. For the sake of completeness, we present here some essential details.

Firstly, impose conditions on r, C ensuring inclusion G[Yr,C] ⊂ Yr,C. Since v is C2-vector
field, then there is a constant Cw > 0 such that

‖w(t, y, z)‖ ≤ Cw

2
‖y‖2 ,

∥∥∥w′y(t, y, z)
∥∥∥ ≤ Cw ‖y‖ ,

∥∥∥w′′yy(t, y, z)
∥∥∥ ≤ Cw (4.4)

for all (t, z) ∈ R×M, ‖y‖ ≤ 1. Now, on account of (4.3), for any y(·, ·) ∈ Yr,C, we obtain

ΠG[y](0, ζ) = Πζ = ζ,

∥∥G[y](t, ζ)− Xtζ
∥∥ ≤ KCw

2λ
(c + Cr)2 e−λt ‖ζ‖2 ≤ Ce−λt ‖ζ‖2

provided that

cr + Cr2 < 1,
KCw

2λ
(c + Cr)2 ≤ C.

If we set C := 2KCwc2/λ then it is sufficient to require that r is small enough to satisfy the
inequalities

2cr < 1, Cr ≤ c. (4.5)

Now let us find conditions under which G[·] is a contraction mapping in Yr,C. Since

‖w(t, y1)− w(t, y2)‖ ≤
∥∥∥∥∫ 1

0

[
v′
(
χt(z) + θy1 + (1− θ)y2

)
− v′

(
χt(z)

)]
dθ

∥∥∥∥ ‖y1 − y2‖

≤ Cw

2
(‖y1‖+ ‖y2‖) ‖y1 − y2‖ ∀y1, y2 : ‖y1‖ , ‖y2‖ ≤ 1,

then for every y1 (·, ·) , y2 (·, ·) ∈ Yr,C we obtain

‖G[y1](t, ζ)− G[y2](t, ζ)‖λ ≤
KCw

λ

(
cr + Cr2) ‖y1 (·, ·)− y2 (·, ·)‖λ . (4.6)

The inequality
KCw

λ

(
cr + Cr2) ≤ 1

2
, (4.7)
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ensures that G[·] is a contraction in Yr,C and then, by the Banach contraction principle, equa-
tion (4.2) has a unique solution y∗(·, ·) ∈ Yr,C. Taking into account (4.5) and definition of
C, to satisfy (4.7) it is sufficient to replace the second inequality in (4.5) with 2Cr ≤ c. This
completes the proof of assertion (i).

To prove (ii), firstly observe that every point z0 ∈ M has a neighborhoodN (z0) ⊂M such
that π−1 (N (z0))∩Wr is homeomorphic to N (z0)×Bk

r (0) where k = dim W and Bk
r (0) ⊂ Rk

is a ball of radius r centered at the origin. So, we regard y∗(·, ·) as a mapping with domain
N (z0)×Bk

r (0). Now for ρ ∈ (0, r), δ ∈ (0, r− ρ) and unit vector e ∈ Rk, consider a family of
mappings

{
us (·, ·; e) : R+ ×N (z0)×Bk

ρ (0) 7→ Rn}
s∈[−δ,δ]\{0} defined by

us (t, ζ; e) :=
1
s
[y∗ (t, ζ + se)− y∗ (t, ζ)]

(recall that we agreed not to show explicitly the dependence on z). We aim to establish the
existence of

∂ey∗ (t, ζ) := lim
s→0

us (t, ζ; e)

and show that ∂ey∗ (·, ζ) is a solution of the linear integral equation

u (t, ζ; e) = Xte +
∫ ∞

0
G (t, τ)w′y (τ, y∗ (τ, ζ)) u (τ, ζ; e)dτ. (4.8)

Similarly to the previous reasoning, introduce the Banach space

B := C
(

R+ ×N (z0)×Bk
ρ (0) 7→Rn; ‖·‖λ

)
endowed with the norm

‖·‖λ := sup
{

eλt ‖·‖ : (t, z, ζ) ∈ R+ ×N (z0)×Bk
ρ (0)

}
.

On account of (4.4), (4.3) and (4.7), one can easily obtain the estimate∫ ∞

0

∥∥∥G (t, τ)w′y (τ, y∗ (τ, ζ))
∥∥∥ e−λτdτ ≤ e−λt KCw

λ

(
c ‖ζ‖+ C ‖ζ‖2

)
≤ 1

2
e−λt (4.9)

which allows us to apply the Banach contraction principle and prove that (4.8) has a unique
solution u∗ (·, ·; e) ∈ B satisfying

‖u∗ (·, ·; e)‖λ ≤ 2c.

Besides, by means of (4.6) and (4.7) we obtain

‖us (·, ·; e)‖λ ≤ c +
1
2
‖us (·, ·; e)‖λ =⇒ ‖us (·, ·; e)‖λ ≤ 2c.

Next, we have

‖us (t, ζ; e)− u∗ (t, ζ; e)‖ ≤
∫ ∞

0

∥∥∥G (t, τ)w′y (τ, y∗ (τ, ζ))
∥∥∥ ‖us (τ, ζ; e)− u0 (τ, ζ; e)‖dτ

+
∫ ∞

0
‖G (t, τ) H (τ, ζ, s; e)‖ ‖us (τ, ζ; e)‖dτ

where

H (τ, ζ, s; e) :=
∫ 1

0

[
w′y (θy∗ (τ, ζ + se) + (1− θ)y∗ (τ, ζ))− w′y (τ, y∗ (τ, ζ))

]
dθ.



14 A. Luchko and I. Parasyuk

Since
‖H (τ, ζ, s; e)‖ ≤ Cw

2
‖y∗ (τ, ζ + se)− y∗ (τ, ζ)‖

and (4.9) yields

sup
t≥0

eλt
∫ ∞

0

∥∥∥G (t, τ)w′y (τ, y∗ (τ, ζ))
∥∥∥ ‖us (τ, ζ; e)− u0 (τ, ζ; e)‖dτ

≤ 1
2

sup
t≥0

eλt ‖us (τ, ζ; e)− u0 (τ, ζ; e)‖ ,

then, on account of (4.3), we obtain

lim
s→0

sup
t≥0

eλt ‖us (t, ζ; e)− u0 (t, ζ; e)‖

≤ cCw lim
s→0

sup
t≥0

∥∥∥∥eλt
∫ ∞

0
e−2λτ ‖G (t, τ)‖

[
eλτ ‖y∗ (τ, ζ + se)− y∗ (τ, ζ)‖

]
dτ

∥∥∥∥
≤ cCwK lim

s→0

∫ ∞

0
e−λτ

[
eλτ ‖y∗ (τ, ζ + se)− y∗ (τ, ζ)‖

]
dτ

≤ cCwK lim
T→∞

lim
s→0

[∫ T

0
‖y∗ (τ, ζ + se)− y∗ (τ, ζ)‖dτ +

4e−λT

λ
‖y∗ (·, ·)‖λ

]
= 0.

This completes the proof of assertion (ii).

Corollary 4.3. For all (t, ζ) ∈ R+ ×Wr and every unite vector e ∈Wr ∩ π−1 (z), where z := π (ζ),
the following inequalities hold:

‖∂ey∗ (t, ζ)‖ ≤ 2ce−λt,
∥∥∂ey∗ (t, ζ)− Xte

∥∥ ≤ e−λt 2cKCw

λ
‖ζ‖ .

Proposition 4.4. Let C, Cw and r be the constants specified according to Proposition 4.2. If y (·) :
R+ 7→ Rn is a solution of (4.1) such that supt∈R+

eλt ‖y (t)‖ ≤ min {λ/ (KCw) , 1} and ζ :=
Πy (0) ∈Wr, then ∥∥y (t)− Xtζ

∥∥ ≤ Ce−λt ‖ζ‖2 ∀t ≥ 0,

and thus, y (t) ≡ y∗ (t, ζ).

Proof. By Proposition 4.1 y (·) satisfies integral equation (4.4) with ζ = Πy (0). Then on
account of (4.3) and (4.4) we have

sup
t∈R+

eλt ‖y (t)‖ ≤ c ‖ζ‖+ KCw

2λ
min {λ/ (KCw) , 1} sup

t∈R+

eλt ‖y (t)‖ ,

and thus
sup
t∈R+

eλt ‖y (t)‖ ≤ 2c ‖ζ‖ ≤ 2cr < 1.

This inequality, in its turn, implies

∥∥y (t)− Xtζ
∥∥ ≤ 2KCwc2

λ
e−λt ‖ζ‖2 = C ‖ζ‖2 ∀t ≥ 0.

To end the proof it remains only to refer to assertion (i) from Proposition 4.2 which ensures
the uniqueness of y∗(·, ·).
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Define the sets

Wr(z) := Wr ∩ π−1 (z) , Wr (z) := z + y∗ (0, Wr(z))

Ur(z) := Ur ∩ π−1 (z) , Ur(z) := z + y∗ (0, Ur(z)) .

Corollary 4.3 yields the following

Proposition 4.5. There is a sufficiently small positive r such that the sets Wr (z) and Ur (z) are
differentiable manifolds diffeomorphic to Wr(z) and PNUr(z) respectively. Besides, TzWr(z) = Wr(z),
TzUr(z) = Ur(z).

Let z0 ∈ M be a given point and O (z0) :=
⋃

τ∈R {χτ (z0)} stands for its orbit.

Definition 4.6. We say that the set Wr (O (z0)) =
⋃

z∈O(z0)Wr (z) is a local λ-stable set of the
orbit O (z0).

Theorem 4.7. Let system (2.1) satisfy conditions H1, H2. Then there exist positive constants r, C, T
and ρ ∈ (0, r] such that for every z0 ∈ M, the setWr (O (z0)) has the following properties:

(a) for every x ∈ Wr (O (z0)), there exist z ∈ O (z0) and ζ ∈Wr(z) such that∥∥χt (x)− χt (z)− Xtζ
∥∥ ≤ Ce−λt ‖ζ‖2 ∀t ≥ 0,

and thus, the motion t 7→ χt (x) has an asymptotic phase;

(b) there hold the inclusions

χt (Wρ (z)
)
⊂ Wr

(
χt (z)

)
∀t ≥ 0, and χt (Wr (z)) ⊂ Wr

(
χt (z)

)
∀t ≥ T;

(c) if in addition the vector field v has no singular points on M, then for every z ∈ O (z0), there
is a sufficiently small arc Oδ(z) :=

⋃
|τ|<δ {χτ (z)}, 0 < δ � 1, such that that Wr (z1) ∩

Wr (z2) = ∅ for any z1, z2 ∈ Oδ(z), and the setWr (O (z0)) is an immersed into Rn topological
manifold.

Proof. Let r and C be specified via Proposition 4.2, and let x ∈ Wr (z) for some z ∈ O (z0).
Then there is ζ ∈ Wr(z) such that x = z + y∗ (0, ζ) is an initial value for the solution t 7→
χt(z) + y∗ (t, ζ) of system (2.1). Hence, χt (x) ≡ χt(z) + y∗ (t, ζ), and now (a) is a direct
consequence of Proposition 4.2.

Now we proceed to (b). Let ρ ∈ (0, r] and x ∈ Wρ(z). Then there is ζ ∈ Wρ (z) such that
x = z + y∗ (0, ζ), Πy∗(0, ζ) = ζ and

χs (x)=χs (z) + y∗ (s, ζ) = χs (z) + Πy∗ (s, ζ) + (Id−Π) y∗ (s, ζ) .

Put ζs := Πy∗ (s, ζ). By the definition of Π, we have ζs ∈W (χs (z)), and by means of estimates
from the proof of Proposition 4.2 we obtain,

‖ζs‖ =
∥∥∥∥Xsζ +

∫ s

0
XsΠ [Xτ]−1 w (τ, y∗ (τ, ζ))dτ

∥∥∥∥ ≤ e−λs (cρ + Cρ2) .

Hence, if ρ ∈ (0, ρ0), where ρ0 is small enough to satisfy cρ0 + Cρ2
0 ≤ r, then ζs ∈ Wr (χs (z))

for all s ≥ 0. And if ρ = r, then ζs ∈ Wr (χs (z)) for all s ≥ T, provided that T is large enough
to satisfy e−λT (cr + Cr2) ≤ r. Besides, property (a) implies∥∥χt ◦ χs (x)− χt ◦ χs (z)

∥∥ ≤ ∥∥χt+s (x)− χt+s (z)− Xt+sζ
∥∥+ ∥∥Xt+sζ

∥∥
≤ e−λ(t+s)

(
C ‖ζ‖2 + c ‖ζ‖

)
.



16 A. Luchko and I. Parasyuk

Hence, if ρ ∈ (0, ρ0) , whereρ0 is small enough to satisfy additional condition cρ0 + Cρ2
0 ≤

λ/KCw , then ∥∥χt ◦ χs (x)− χt ◦ χs (z)
∥∥ ≤ e−λt λ

KCω
∀t ≥ 0, ∀s ≥ 0;

and if ρ = r then

∥∥χt ◦ χs (x)− χt ◦ χs (z)
∥∥ ≤ e−λt λ

KCω
∀t ≥ 0, ∀s ≥ T,

provided that T is large enough to ensure e−λT(cr + Cr2) ≤ λ/ (KCω). Now the mapping
t 7→ χt ◦ χs (x)− χt ◦ χs (z), as a solution of (4.1), satisfies conditions of Proposition 4.4 where
z and ζ should be replaced with χs(z) and ζs respectively. Hence,

χt ◦ χs (x)− χt ◦ χs (z) = y∗ (t, ζs) ,

and thus, χs (x) = χs (z) + y∗ (0, ζs). As a consequence,

χs (x) ∈
{
Wr (χs (z)) ∀s ≥ 0 if x ∈ Wρ (z) and ρ ∈ (0, ρ0);

Wr (χs (z)) ∀s ≥ T if x ∈ Wr (z) .

Finally, let us prove (c) by reasoning ad absurdum. Suppose that for every z ∈ O (z0) there
is no δ > 0 such that Wr (z1) ∩Wr (z2) = ∅ for any pair of different points z1, z2 ∈ Oδ (z).
Then there exist sequences {t1,k}k∈N

, {t2,k}k∈N
such that ti,k → 0, k→ ∞, i ∈ {1, 2}, t1,k > t2,k,

as well as the sequence {
xk ∈ Wr

(
χt1,k (z)

)
∩Wr

(
χt2,k (z)

)}
k∈N

.

Now, for any k ∈N, we obtain∥∥χt+t1,k (z)− χt+t2,k (z)
∥∥ ≤ ∥∥χt (xk)− χt ◦ χt1,k (z)

∥∥+ ∥∥χt (xk)− χt ◦ χt2,k (z)
∥∥→ 0, t→ ∞,

and thus,
lim
t→∞

∥∥∥χTk ◦ χt (z)− χt (z)
∥∥∥ = 0 (4.10)

where Tk = t1,k − t2,k 6= 0. SinceM is compact, then ω-limit set of O (z) contains at least one
point, e.g. z∗ ∈ M, and (4.10) implies that z∗ is Tk -periodic for all k ∈ N. But, as is easily
seen, from Tk → 0 it follows that v (z∗) = 0, and we arrive at contradiction.

Now we see that the continuous mapping O (z0) 3 z 7→ Wr (z) is locally one-to-one.
Since each Wr (z) is diffeomorphic to an open d-dimensional ball of Euclidean space (Propo-
sition (4.5)), andWr (O (z0)) is given by the equation

x = χt (z0) + y∗ (0, ζ) , ζ ∈Wr
(
χt (z0)

)
, t ∈ R,

thenWr (O (z0)) is an immersed (d + 1)-dimensional topological manifold.

Remark 4.8. On contrary to [16], Theorem 4.7 do not guarantee that Wr (z1) ∩Wr (z2) = ∅
for any pair of different points z1, z2 ∈ M.

Corollary 4.9. If there exist z1, z2 ∈ O(z0) such that Wr(z1) ∩Wr(z2) 6= ∅, then ω-limit set of
O(z0) contains at least one closed orbit.
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5 Existence of asymptotic phase

Now we are in position to prove the following theorem on the existence of asymptotic phase.

Theorem 5.1. Let system (2.1) satisfy conditions H1, H2. Then there exists ε > 0 such that a motion
t 7→χt (x) has the asymptotic phase, provided that O (x) ∩ NMε 6= ∅.

Proof. Let x0 be a point in the tubular neighborhood NMε ⊂ NMr, where r is specified in
Theorem 4.7. Then x0 = z0 + ξ0, where z0 ∈ M, ξ0 ∈ Nz0M, ‖ξ0‖ < ε. We have to show that
if ε ∈ (0, r) is sufficiently small, then there exists z (x0) ∈ M such that x0 ∈ Ur (z (x0)) (see
Proposition 4.5 concerning Ur (z)). Since Ur (z (x0)) ⊂ Wr (z (x0)), then by Theorem 4.7 the
above inclusion implies ∥∥χt (x0)− χt (z (x0))

∥∥→ 0, t→ ∞,

meaning that the motion t 7→ χt(x0) has the asymptotic phase.
Let us prove the existence of z(x0). Note that if r is sufficiently small, then there are local

coordinates in NMr

(q1, . . . , qm, p1, . . . , pn−m) = (q, p), m := dimM,

with the following properties: (i) the coordinates of z0 are (0, 0); (ii) the manifoldM is given
by a local equation x = z(q), where z(·) is a C1-mapping defined in a neighborhood of q = 0;
(iii) the columns of the matrix T(0), where T(q) :=

[ ∂zi(q)
∂qj

]n, m
i=1,j=1, are pairwise orthogonal unit

vectors; (iv) if (q, p) are local coordinates of a point x ∈ NMr, then

x = z (q) + N(q)p,

in particular x0 = z (0) + N(0)p0, where N(q) is n× (n−m)-matrix whose columns are unit
vectors pairwise mutually orthogonal, and orthogonal toM at z(q) as well, thus N>(q)T(q) =
0*; (v) both mappings q 7→ N(q) and q 7→ T(q) are continuous in a neighborhood of 0.

Having analyzed the mapping y∗(0, ·), one can make a conclusion that the manifold Ur(z)
is given by the equation

x = z(q) + N (q) p + T (q) [L (q) + M (q, p)] p,

where L(q) and M (q, p) are m× (n−m)-matrices with continuous elements, and ‖M(q, p)‖ →
0 as ‖p‖ → 0. Now for a given p0 such that ‖p0‖ < ε� 1, we have to solve the equation

z(q) + N (q) p + T (q) [L (q) + M (q, p)] p = z(0) + N(0)p0.

Since z(q)− z(0) = [T(0) + T1(q)]q, where ‖T1(q)‖ = o (1), ‖q‖ → 0, then the above equation
can be represented in the form

T(0) [q + L(0)p] + N(0)p = F (q, p) + N(0)p0

where
F (q, p) := [T (0)L(0)− T (q)L(q) + N(0)−N(q)−M(q, p)] p− T1(q)q.

*Here we use the notation N(q) instead of N(z(q)) where N(z) is the matrix defined in Section 2.
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Note, that ‖F(q, p)‖ = o (‖q‖+ ‖p‖), ‖q‖ + ‖p‖ → 0. After the change of variables q =

u− L(0)p, on account that the matrix [T(0); N(0)] is orthogonal, we arrive at the equation(
u
p

)
= H (u, p) +

(
0
p0

)
, (5.1)

where H (u, p) = [T(0); N(0)]>F (q, p)
∣∣
q=u−L(0)p. It is obvious that ‖H(u, p)‖ = o (‖u‖+ ‖p‖),

‖u‖+ ‖p‖ → 0. Now we are in position to apply the Brouwer fixed point theorem. Namely, let
Dε :=

{
(u, p)> : ‖u‖2 + ‖p‖2 ≤ ε2}. If 0 < ε� 1 and ‖p0‖ ≤ ε, then max(u,p)∈D2ε

‖H (u, p)‖ ≤
ε. Hence,

D2ε 3
(

u
p

)
7→ H (u, p) +

(
0
p0

)
∈ D2ε,

and by the Brouwer fixed point theorem equation (5.1) has at least one solution.

6 Global λ-stable sets of orbits on M

In this section we analyze the geometrical structure of sets formed by motions approaching a
given orbit with exponential rate and having asymptotic phases.

Definition 6.1. For a given z ∈ M the set

W (z) :=
{

x ∈ D :
∥∥χt (x)− χt (z)

∥∥ = O
(

e−λt
)

, t→ 0
}

is said to be (a global) λ-stable set of the point z. For a given z0 ∈ M, the set W (O(z0)) :=⋃
z∈O(z0)W (z) is said to be (a global) λ-stable set of the orbit O(z0).

Theorem 6.2. Let system (2.1) satisfy conditions H1, H2, and let r and T be specified according to
Theorem 4.7. Then for every z0 ∈ M the λ-stable set for the orbit O(z0) has the following properties:

(a) the λ-stable set of any z ∈ O(z0) is an immersed into Rn differentiable manifold admitting the
representationW (z) =

⋃
k∈Z+

χ−kT (Wr
(
χkT (z)

))
;

(b) the foliation of W (O(z0)) by the family of manifolds {W (z)}z∈O(z0)
is χt-invariant, meaning

that
χt (W(z)) =W

(
χt(z)

)
∀t ∈ R;

(c) if the vector field v does not have singular points on M, then for every z ∈ O(z0) there is a
sufficiently small arc Oδ(z), 0 < δ � 1, such that W (z1) ∩W (z2) = ∅ for any z1, z2 ∈
Oδ(z), andW (O(z0)) is an immersed into Rn topological manifold.

Proof. Let z ∈ O(z0) and x ∈ W (z). By the definition ofW(z),

R = R (x, z) := sup
t≥0

eλt ∥∥χt (x)− χt (z)
∥∥ < ∞.

For a k ∈ Z+, define

xk := χkT (x) , zk := χkT (z) , ζk := Π(xk − zk), yk (t) := χt (xk)− χt (zk) .
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Then

‖ζk‖ ≤ sup
z∈O(z0)

‖Π‖ e−kTR ≤ max
z∈M
‖Π‖ e−kTR,

‖yk (t)‖ =
∥∥∥χt+kT (x)− χt+kT

∥∥∥ ≤ Re−λ(t+kT) ∀t ≥ 0,

and by Proposition 4.1 we have

ζk ∈Wr(zk), yk (t) = y∗ (t, ζk) ,

provided that k is sufficiently large. Hence,

xk = zk + y∗ (0, ζk) ∈ Wr (zk) =⇒ x ∈ χ−kTWr

(
χkT(z)

)
,

and the last inclusion implies the required representation forW (z).
By Theorem 4.7, for any z ∈ O(z0), the setWr (z) is a differentiable manifold andWr (z) ⊂

χ−TWr
(
χT(z)

)
. Hence,

χ−kTWr

(
χkT(z)

)
⊂ χ−kT ◦ χ−TWr

(
χT ◦ χkT(z)

)
= χ−(k+1)TWr

(
χ(k+1)T(z)

)
,

and thus,

Wr (z) ⊂ · · · χ−kTWr

(
χkT(z)

)
⊂ χ−(k+1)TWr

(
χ(k+1)T(z)

)
⊂ · · ·=W (z) .

Now it is obvious thatW (z) is a differentiable manifold. The proof of (a) is complete.
We proceed to assertion (b). Let x ∈ W (z) and t ∈ R. Then there are i, k ∈ Z+ such that

x ∈ χ−kTWr
(
χkT (z)

)
and iT + t ≥ T. Now we obtain

χt(x) ∈ χt−kT
(
Wr

(
χkT (z)

))
= χ−(k+i)T ◦ χiT+t

(
Wr

(
χkT (z)

))
⊂ χ−(k+i)T

(
Wr

(
χ(k+i)T ◦ χt (z)

))
⊂ W

(
χt(z)

)
.

Hence, χt (W (z)) ⊂ W
(
χt (z)

)
for all t ∈ R. But then W

(
χ−t(z)

)
⊂ χ−t (W (z)) for all

−t ∈ R. This completes the proof of (b).
The proof of assertion (c) is the same as in Theorem 4.7.

Corollary 6.3. A λ-stable set of O(z0) is generated by λ-stable set of z0, i.e.

W (O(z0)) =
⋃
t∈R

χt (W(z0)) .

7 Asymptotic phase for motions attracting by semi-invariant do-
mains

Let us consider a more general case where the system under consideration satisfies conditions
like H1, H2 not on the whole invariant manifold, but on some forward χt-semi-invariant
domainM+ ⊂M. Namely,
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H1+ The tangent bundle TM+ splits into a continuous Whitney sum TM+ = Vs ⊕ V? of
forward Xt-semi-invariant vector sub-bundles Vs = äz∈M+ Vs

z , V? = äz∈M+ V?
z , and

there exist constants c0 ≥ 1, ν > 0, σ ∈ [0, ν) such that∥∥Xtξ
∥∥ ≤ c0e−νt ‖ξ‖ ∀t ≥ 0, ∀ξ ∈ Vs, (7.1)∥∥Xtξ
∥∥ ≥ c−1

0 e−σt ‖ξ‖ ∀t ≥ 0, ∀ξ ∈ V?. (7.2)

H2+ The natural projections

Ps : TM+ 7→ Vs, P? : TM+ 7→ V?

are uniformly bounded.

H3+ There exists γ > σ such that∥∥PNXtPNξ
∥∥ ≤ c0e−γt ‖ξ‖ ∀t ≥ 0, ∀ξ ∈ TM+.

It turns out that conditions H1+,H2+ imply a counterpart of inequalities (3.8), namely, there
exists a constant c+1 such that∥∥∥XtPs [Xτ]−1 PT

∣∣
Tχτ(M+)

∥∥∥ ≤ c+1 e−ν(t−τ), 0 ≤ τ ≤ t,∥∥∥XtP? [Xτ]−1 PT
∣∣
Tχτ(M+)

∥∥∥ ≤ c+1 e−σ(t−τ), 0 ≤ t < τ.

E.g., derive the last inequality. Let 0 ≤ t < τ. For any ζ ∈ V?
∣∣
χτ(M+)

define ξ = X−tζ. Then

(3.2) implies
∥∥X−tζ

∥∥ ≤ c0eσt ‖ζ‖ . Hence,∥∥Xt−τζ
∥∥ ≤ c0e−σ(t−τ) ‖ζ‖ ∀ζ ∈ V?

∣∣
χτ−t(M+)

, 0 ≤ t ≤ τ.

But V?
∣∣
χτ(M+)

⊂ V?
∣∣
χτ−t(M+)

, and thus, for any η ∈ Tχτ (M+), we obtain∥∥∥XtP?[Xτ]−1η
∥∥∥ =

∥∥XtX−τP?η
∥∥ =

∥∥Xt−τP∗η
∥∥ ≤ c0e−σ(t−τ) ‖P∗η‖

≤ c+1 e−σ(t−τ) ‖η‖ , 0 ≤ t ≤ τ.

Now in our case, one can perform all steps analogous to those of Sections 3, 4. We first
observe that the projections Ps and P? are uniformly bounded inM+ and satisfy counterparts
of inequalities (3.8) with constant c+1 instead of c1. Everywhere in what follows the mapping
[Xτ(z)]−1 will act on Tχτ(z)M+ with τ ≥ 0, z ∈ M+. In view of this fact and since

PTQ(τ)ξ ∈ Tχτ(z)M+ ∀z ∈ M+, ξ ∈ TzM+, τ ≥ 0,

then, for all t ≥ 0, η(t; ξ) is correctly defined via (3.12) and satisfies the inequality

‖η(t; ξ)‖ ≤ c3e−λt ‖ξ‖

with an appropriately redefined constant c3 > 0. Then, in the same way as in the proof of
Proposition 3.1, we define the mapping Ξ via (3.14), the projection Π and the corresponding
sub-bundle

W+ := Π
(
TM+ ⊕ NM+

)
.
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Note that Π is uniformly bounded in M+. To prove that W+ is forward semi-invariant, it
is sufficient to take into account that the Lyapunov exponent of

∥∥XtXτ
∥∥ does not exceed −λ

for any ξ ∈ W+ and t, τ ∈ R+ (but, in general case, not for all τ ∈ R and t ≥ −τ as in
Proposition 3.1). Now, as in Corollary 3.2, we obtain the estimates for

∥∥XtΠ[Xτ]−1
∥∥ and∥∥Xt (Id−Π) [Xτ]−1

∥∥ with appropriately redefined constant K.
Next, in Section 4, up to Proposition 4.2 we need to replaceM, W,Mr withM+, W+,M+

r
respectively. As a consequence, Wr, Ur will be replaced by W+

r , U+
r . The proofs of counterparts

to Propositions 4.1–4.4 need no changes, except that starting from Proposition 4.2 the constants
C and r should be found via the relevant inequalities, e.g. (4.5), (4.7), involving redefined
constant K. As a result, for any z ∈ M+, we are able to define the sets

W+
r (z) := z + y∗

(
0, W+

r (z)
)

, U+
r (z) := z + y∗

(
0, U+

r (z)
)

,

where
W+

r (z) := W+
r ∩ π−1(z), U+

r (z) := U+
r ∩ π−1(z).

Since M+ is forward semi-invariant, then for any z0 ∈ M+, it is natural to define the
phase curve

O+(z0) := O(z0) ∩M+

which includes all points of orbit O(z0) containing inM+. And sinceM+ is open, then there
exists ε(z0) > 0 such that ⋃

−ε(z0)<t<∞

{
χt(z0)

}
⊂ O+(z0) ⊂M+.

Finally, we define the local λ-stable set of the phase curve O+ (z0) as

Wr
(
O+ (z0)

)
:=

⋃
z∈O+(z0)

W+
r (z) .

Now the assertions (a), (b), (c) of Theorem 4.7 as well as their proofs remain correct for every
z0 ∈ M+ after we replace M,O (z0) , W,W with M+,O+ (z0) , W+,W+ respectively. As a
consequence, we obtain the following counterpart of Theorem 5.1.

Theorem 7.1. Let system (2.1) satisfy conditions H1+ – H3+ in a forward χt-semi-invariant domain
M+ ⊂ M. Then there exists ε > 0 such that a motion t 7→χt (x) has an asymptotic phase, provided
that O (x) ∩ NM+

ε 6= ∅, where NM+
ε is a portion of the tubular neighborhood NMε overM+.

Now let us apply Theorem 7.1 to each forward semi-invariant domain χ−k (M+). Then we
obtain a sequence of positive numbers {εk} and the corresponding sequence of sets

{
NM+

εk

}
.

Next define χt-invariant domains inM and Rn respectively

M′ :=
⋃

k∈N

χ−k (M+
)

, D′ =
⋃
t≥0

χ−t

( ⋃
k∈N

NM+
εk

)
.

Finally we arrive at the following result

Theorem 7.2. Let system (2.1) satisfy conditions H1+–H3+ in a forward χt-semi-invariant domain
M+ ⊂M. Then for any x ∈ D′ the motion t 7→ χt (x) has an asymptotic phase inM′.
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8 A system on cotangent bundle of a compact homogeneous space
SL(2; R)/Γ

Consider a (right) homogeneous space Q =: G/Γ := {q = GΓ : G ∈ G} where G := SL(2; R)

and Γ is a discrete subgroup of G such that Q is compact. As is well known, homogeneous
spaces of such a kind are naturally associated with compact Riemannian surfaces of constant
negative curvature, and the geodesic flows on such surfaces are classical examples of Anosov
dynamical systems [1, 2, 5, 30]. We aims to apply the results of previous sections to a specific
system defined on cotangent bundle T∗Q. To obtain such a system, we first construct an
appropriate right-invariant system on cotangent bundle T∗G and then factorize it by the right
action of the lattice Γ.

Recall that the group G generates a Poissonian action on T∗G (see [3]). Namely, let Λ be
the Liouville 1-form (“pdq”-form) on T∗G. The exact 2-form ω2 := dΛ defines a standard
symplectic structure on T∗G. For any A ∈ g := sl(2, R), denote by AG := d

dt

∣∣
t=0eAtG the

right-invariant vector field generating the left action of one-parameter subgroup
{

eAt} on G.
There is a natural lift of this action to T∗G as the flow of Hamiltonian system with right
invariant Hamiltonian function

ha(x) = Λ (Aπ (x)) , x ∈ T∗G,

where π : T∗G 7→ G is the natural projection. For any A, B ∈ g, the Poisson bracket of
Hamiltonians hA(·), hB(·) satisfies

{hA, hB} (x) := ω (Aπ(x), Aπ(x)) = h[A,B](x), x ∈ T∗G,

meaning that G-action on T∗G is Poissonian. Let m(·) : T∗G 7→ g∗ be the corresponding
momentum map, thus m(x)A := hA(x). Choose a standard base in g represented, respectively,
by the matrices

A1 :=
(

0 1
−1 0

)
, A2 :=

(
1 0
0 −1

)
, A3 :=

(
0 1
1 0

)
,

and define the corresponding components of co-vector m(x) by setting

mk(x) := m(x)Ak, k ∈ {1, 2, 3} .

Since
[A1, A2] = −2A3, [A1, A3] = 2A2, [A2, A3] = 2A1,

then
{m1, m2} = −2m3, {m1, m3} = 2m2, {m2, m3} = 2m1 (8.1)

The diffeomorphism
T∗G 3 x 7→ (m(x), π(x)) ∈ g∗ ×G

induces a Poissonian structure on g∗ × G such that the brackets
{

mi, mj
}

satisfy (8.1), the
bracket of any pair of functions fi(·), f j(·) : G 7→ R equals zero, and

{G, mk} = AkG, (8.2)

meaning that G-component of Hamiltonian vector field with Hamiltonian function mk is the
right-invariant vector field AkG.
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Now introduce a Hamiltonian of the form

H(m) :=
1
2

3

∑
k=1

λkm2
k

where λ1, λ2, λ3, are given positive numbers. The corresponding Hamiltonian system on g∗ ×
G reads

ṁ = {m, H(m)} , (8.3)

Ġ =
3

∑
k=1

λkmk AkG. (8.4)

Here

{m, H(m)} :=

{m1, H(m)}
{m2, H(m)}
{m3, H(m)}

 ≡
 2 (λ3 − λ2)m2m3

2 (λ1 + λ3)m1m3

−2 (λ1 + λ2)m1m2

 .

Note that H(m) in a standard way defines a right-invariant metrics 〈·, ·〉 on G, and thus, one
can consider system (8.3)–(8.4) as the Hamiltonian form of Lagrangian system for geodesics
on G.

It is easily seen that, except H(m), system (8.3) has an additional first integral (the Casimir
function for the Poisson bracket on g∗)

J(m) = m2
1 −m2

2 −m2
3.

If we consider sub-system (8.3) in g∗, then for any constants c1 and c2 satisfying

min {c1 − λ1c2, c1 + λ2c2, c1 + λ3c2} > 0

the set H−1(c1) ∩ J−1(c2) is a union of two closed phase curves. Let C be one of such curves,
and c0

1, c0
2 be the corresponding values of the constants. There is a tubular neighborhood W

of C that is diffeomorphic to a direct product D× S1 where D ⊂ R2 is a disc centered at the
origin and S1 = R/Z. The setW is foliated by closed phase curves of system (8.3). By means
of an appropriate diffeomorphism µ (·) : S1 × D 7→ W one can introduce an action-angular-
type coordinates (y1, y2, θ| mod 1) in D × S1 in such a way that the following relations are
satisfied

y1 = H(m)− c0
1, y2 = J(m)− c0

2,

H ◦ µ(θ, y) = y1 + c0
1, J ◦ µ(θ, y) = y2 + c0

2,

{θ, y1} = ω(c0 + y), {θ, y2} = 0.

Here ω(c) > 0 is a frequency of periodic motion over the closed phase curve given by the
equation m = µ (θ, c), and thus, being a component of H−1(c1) ∩ J−1(c2).

Now, instead of (8.3), consider a system

ṁ = {m, H(m)}+ F (m) (8.5)

with a perturbation term F (m) under the impact of which the cycle C becomes asymptotically
stable. For example, if we set

F (m) :=− ε
[
(H(m)− c0

1) ‖∇J(m)‖2 − (J(m)− c0
2) 〈∇H(m),∇J(m)〉

]
∇H(m)

− ε
[
(J(m)− c0

2) ‖∇H(m)‖2 − (H(m)− c0
1) 〈∇H(m),∇J(m)〉

]
∇J(m) (8.6)
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where ε is a (small) positive parameter, then the derivative of the Lyapunov function

U(m) :=
(

H(m)− c0
1
) 2 +

(
J(m)− c0

2
) 2

by virtue of system (8.5) is

U̇(m) = −εU(m)
[
‖∇H(m)‖2 ‖∇J(m)‖2 − 〈∇H(m),∇J(m)〉2

]
.

Hence, both U(·) and U̇(·) vanish along C. Furthermore, since

min
m∈C

{
‖∇H(m)‖2 ‖∇J(m)‖2 − 〈∇H(m),∇J(m)〉2

}
> 0,

then there is κ > 0 such that the inequality

U̇(m) ≤ −εκU(m) (8.7)

is satisfied inW , provided that this tubular neighborhood is sufficiently small. This inequality
ensures the exponential stability of C as a limit cycle of perturbed system (8.5). In fact, note
that in the coordinates (y, θ) system (8.5) can be presented in the form

ẏ = P(θ)y + O(‖y‖2), θ̇ = ω
(
c0)+ 〈∇ω

(
c0)+ b(θ), y

〉
+ O(‖y‖2) (8.8)

with a 1-periodic (2× 2)-matrix P(·) and 2-vector b(·), and on account of (8.7) the derivative
of the function U ◦ µ

(
θ, c0 + y

)
= ‖y‖2 by virtue of this system does not exceed −εκ ‖y‖2.

Furthermore, the derivative of ‖y‖2 by virtue of linearized system

ẏ = P(θ)y, θ̇ = ω
(
c0) (8.9)

is 2 〈P(θ)y, y〉, and thus, does not exceed −εκ ‖y‖2 /2, provided W is small enough. (Note
that that the last system generates the normal co-cycle associated with the flow on C.) The
obtained inequalities imply that y- components of solutions starting inW of both systems (8.8)
and (8.9) vanish with exponential rate as t→ ∞.

To find stable limit cycles of system (8.5) in the case where F is a small vector field of
general kind one can apply the well developed perturbation theory of periodic solutions (see
e.g. [18]).

Now, after we have established that C is exponentially stable limit cycle of system (8.5),
we proceed to analyze the structure of the flow generated by system (8.5) – (8.4) (or, what is
the same, of system (8.3) – (8.4)) on its invariant manifold C ×G. Since the motion of a point
m0 = µ(θ) := µ

(
c0, θ

)
on C is given by t 7→ µ (ωt + θ), ω := ω

(
c0), we arrive at the linear

system with 1
ω -periodic coefficients

Ġ = A(ωt + θ)G (8.10)

where

A(θ) :=

[
3

∑
k=1

λkµk (θ) Ak

]
(8.11)

Let G t(θ) stands for a fundamental matrix of (8.10) such that G0(θ) = Id. Thus, the motion of
arbitrary point (µ(θ), G) ∈ C ×G in virtue of system (8.3)–(8.4) is governed by the mapping

t 7→
(
µ(ωt + θ),G t(θ)G

)
.
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Then for any a ∈ R and B ∈ sl(2; R), the motion of tangent vector (aµ′(θ), BG) under the
action of the corresponding tangent co-cycle is governed by the mapping

t 7→
(

aµ′(ωt + θ), a
[
G t(θ)

]′
θ

G + G t(θ)BG
)

. (8.12)

The co-cycle property of G t(θ) yields

G t+s(θ) = G t(ωs + θ)Gs(θ) =⇒ G t(θ) = G t+θ/ω(0)
[
Gθ/ω(0)

]−1
, (8.13)

∂

∂s

∣∣∣
s=0
G t+s(θ) =

∂

∂s

∣∣∣
s=0
G t(ωs + θ)Gs(θ) =⇒ ∂

∂t
G t(θ) = ω

[
G t(θ)

]′
θ
+ G t(θ)A(θ). (8.14)

Now we see that the tangent bundle of C ×G splits into two invariant sub-bundles: the first
one is spanned by the vector field of the flow (ωµ′(θ), A(θ)G) (on account of (8.12), (8.14) this
fact is also the consequence of (8.12) and (8.14) for a = ω, B = A(θ)), and the second one is
naturally identified with the tangent bundle TG by the correspondence (µ(θ), G) 7→ (0, TGG).
Thus, it remains to analyze properties of the tangent co-cycle action on TGG.

In what follows, we will focus on the hyperbolic case where the monodromy matrix M :=
G1/ω(0) has real eigenvalues (the Floquet multipliers) ρ1 = ρ and ρ2 = ρ−1, |ρ| > 1. Numerical
experiments show that this case actually takes place for an appropriate range of parameters
λ1, λ2, λ3 and c0, c1. E.g., in particular case where λ1 = 3/2; λ2 = 3; λ3 = 3/2, m1(0) ≡ 4/5,
m2(0) = 1, m3(0) = 0, and thus, c0

1 = 3.96, c0
2 = −0.36, we obtain

M ≈
(
−6.84081991830724 2.57720475804614
−2.57720426780894 0.82475266189202

)
, ρ ≈ −5.84498051556855.

By the Floquet theorem, there exists a mapping Φ(·) : R 7→ SL(2; R) such that

Φ(θ + 1) = sign ρΦ(θ), G t(0) = Φ(ωt)eLt

where L := ω ln (sign ρM) ∈ sl(2; R). Now (8.13) implies

G t(θ)BG = Φ(ωt + θ)eLtΦ−1(θ)BG

= Φ(ωt + θ)
[
eLtΦ−1(θ)BΦ (θ) e−Lt

]
eLtΦ−1(θ)G.

We see that the properties of the tangent co-cycle action on TGG are completely determined
by the adjoint action of the one-parameter sub-group

{
eLt} on g, and thus, by the spectrum

of the corresponding operator adL : g 7→ g, adL A := LA− AL. It is not hard to calculate

σ (adL) =
{

0, 2
√
−det L,−2

√
−det L

}
=
{

0, ln ρ2,− ln ρ2} .

Now consider a system on T∗Q obtained by factorization of system (8.5)–(8.4)

ṁ = {m, H(m)}+ F (m) , q̇ = Q(m, q), (8.15)

where q ∈ Q, and Q(m, q) = d
dt

∣∣
t=0exp

(
∑3

k=1 λkmk Ak
)
q. The above reasoning implies that

this system has 4-D compact exponentially stable invariant manifoldM = C ×Q. The tangent
bundle TM admits invariant splitting into a Whitney sum Vs⊕Vc⊕Vu of three sub-bundles:
1-D stable Vs, 1-D unstable Vu, and 2-D center Vc (every co-cycle orbit on Vc is bounded).
To show that any motion starting close toM has an asymptotic phase we are going to apply
Theorem 5.1. It should be noted that the mentioned theorem concerns systems situated in
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Euclidean spaces. Hence, we have to embed system (8.15) into an auxiliary system possessing
the same exponentially stable invariant manifold M and defined in a domain of Euclidean
space.

Since Q is parallelizable, then it is a π-manifold [24], and thus, Q can be embedded in a
Euclidean space Rd of a sufficiently high dimension d with trivial normal bundle NQ ∼ Q×
Rd−3. Hence, for sufficiently small δ > 0, there exists a diffeomorphism ψ(·) of Q×Bd−3

δ (0)**

onto a tubular neighborhood of Q in Rd such that ψ
(
{q} × Bd−3

δ (0)
)
⊂ NqQ for any q ∈ Q.

Finally, to obtain the required auxiliary system we embed the system

ṁ = {m, H(m)}+ F (m) , q̇ = Q(m, q), y = −y

into R3 ×Rd by means of the diffeomorphism id (·)× ψ(·) :R3 ×Q×Bd−3
δ (0) 7→ R3 ×Rd.

9 Conclusion

In order to simplify our exposition we restrict ourselves to the case where the invariant man-
ifold is situated in Euclidean space. Actually, this is not a serious restriction. If we deal with
a system defined on a manifold M and M is an attracting invariant submanifold, than we
can apply the same trick as in Section 8. Namely, we have to embed the manifold M into Eu-
clidean space of sufficiently high dimension d and to extend the initial system to an auxiliary
d-dimensional system such that its domain is a neighborhood of M in Rd and its motions are
attracted byM.

It would be interesting to consider the case where the attracting invariant manifold admits
a partition into subsets with different types of partial hyperbolicity. Just this case can happen
when, for an appropriate perturbation F(·), the attracting manifold of system (8.5) is some
level set of the Hamiltonian. We expect that in such a situation, to tackle the problem on the
existence of asymptotic phase, the results of Section 7 might be useful.
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[29] A. M. Samoĭlenko, Elements of the mathematical theory of multi-frequency oscillations,
Mathematics and its Applications (Soviet Series), Vol. 71, Kluwer Academic Publishers
Group, Dordrecht, 1991. https://doi.org/10.1007/978-94-011-3520-7; MR1172117;
Zbl 0732.34043

[30] A. N. Starkov, Dynamical systems on homogeneous spaces, Translations of Mathematical
Monographs, Vol. 190, American Mathematical Society, Providence, RI, 2000. https://
doi.org/10.1090/mmono/190; MR1746847; Zbl 1143.37300

[31] I. L. Zinchenko, The asymptotic phase of a limit cycle, Differ. Uravn. 42(2006), No. 12,
1712–1713. https://doi.org/10.1134/S0012266106120135; MR2347286; Zbl 1181.34039

https://www.ams.org/mathscinet-getitem?mr=1206903
https://zbmath.org/?q=an:0115.0740
https://www.ams.org/mathscinet-getitem?mr=0171038
https://zbmath.org/?q=an:0125.32102
https://doi.org/10.1016/S1874-575X(06)80026-3
https://doi.org/10.1016/S1874-575X(06)80026-3
https://www.ams.org/mathscinet-getitem?mr=2186241
https://zbmath.org/?q=an:1130.37355
https://doi.org/10.1007/BF01404552
https://www.ams.org/mathscinet-getitem?mr=0262627
https://zbmath.org/?q=an:0191.21701
https://www.ams.org/mathscinet-getitem?mr=0271991
https://zbmath.org/?q=an:0215.53001
https://www.ams.org/mathscinet-getitem?mr=0501173
https://zbmath.org/?q=an:0355.58009
https://www.ams.org/mathscinet-getitem?mr=1190010
https://zbmath.org/?q=an:0767.57001
https://www.ams.org/mathscinet-getitem?mr=1085029
https://zbmath.org/?q=an:0776.34041
https://doi.org/10.1007/978-1-4757-3210-8
https://doi.org/10.1007/978-1-4757-3210-8
https://www.ams.org/mathscinet-getitem?mr=1885537
https://zbmath.org/?q=an:0997.37001
https://www.ams.org/mathscinet-getitem?mr=0299910
https://zbmath.org/?q=an:0224.34043
https://www.ams.org/mathscinet-getitem?mr=0385247
https://zbmath.org/?q=an:0335.34031
https://doi.org/10.1007/978-94-011-3520-7
https://www.ams.org/mathscinet-getitem?mr=1172117
https://zbmath.org/?q=an:0732.34043
https://doi.org/10.1090/mmono/190
https://doi.org/10.1090/mmono/190
https://www.ams.org/mathscinet-getitem?mr=1746847
https://zbmath.org/?q=an:1143.37300
https://doi.org/10.1134/S0012266106120135
https://www.ams.org/mathscinet-getitem?mr=2347286
https://zbmath.org/?q=an:1181.34039

	Introduction
	Exponential stability of invariant manifold
	Invariant splitting of vector bundle along invariant manifold
	Existence of local exponentially stable set for a given orbit
	Existence of asymptotic phase
	Global λ-stable sets of orbits on M
	Asymptotic phase for motions attracting by semi-invariant domains
	A system on cotangent bundle of a compact homogeneous space SL(2;R)/Γ
	Conclusion

