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Abstract. In this paper we introduce a new concept of antiprincipal solutions at infinity
for symplectic systems on time scales. This concept complements the earlier notion
of principal solutions at infinity for these systems by the second author and Šepitka
(2016). We derive main properties of antiprincipal solutions at infinity, including their
existence for all ranks in a given range and a construction from a certain minimal
antiprincipal solution at infinity. We apply our new theory of antiprincipal solutions at
infinity in the study of principal solutions, and in particular in the Reid construction of
the minimal principal solution at infinity. In this work we do not assume any normality
condition on the system, and we unify and extend to arbitrary time scales the theory
of antiprincipal solutions at infinity of linear Hamiltonian differential systems and the
theory of dominant solutions at infinity of symplectic difference systems.
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1 Introduction

In this paper we focus on symplectic dynamic system

x∆ = A(t)x + B(t)u; u∆ = C(t)x +D(t)u, t ∈ [a, ∞)T, (S)

where T is a time scale, that is, T is a nonempty closed subset of R. We assume that T is
unbounded from above and bounded from below with a := min T and [a, ∞)T := [a, ∞) ∩T.
The coefficients A(t), B(t), C(t), D(t) of system (S) are real piecewise rd-continuous n × n
matrices on [a, ∞)T such that the 2n× 2n matrices

S(t) :=
(
A(t) B(t)
C(t) D(t)

)
, J :=

(
0 I
−I 0

)
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satisfy the identity

ST(t)J + J S(t) + µ(t) ST(t)J S(t) = 0, t ∈ [a, ∞)T,

where µ(t) is the graininess function of T. Solutions of (S) are piecewise rd-continuously
∆-differentiable functions, i.e., they are continuous on [a, ∞)T and their ∆-derivative is piece-
wise rd-continuous on [a, ∞)T. Basic theory of dynamic equations on time scales, includ-
ing the theory of symplectic dynamic systems, are covered for example in the monographs
[6, 7]. Advanced topics about symplectic systems on time scales, such as the theory of Ric-
cati matrix dynamic equations, quadratic functionals, oscillation theorems, Rayleigh princi-
ple and their applications e.g. in the optimal control theory can be found in the references
[1, 11, 13, 15–17, 28–30]. Our particular interest is connected with the theory of principal and
antiprincipal solutions of (S) at infinity, which was initiated by Došlý in [9] for system (S)
satisfying a certain eventual normality or controllability assumption. In 2016 the second au-
thor and Šepitka provided in [22] a generalization of the concept of the principal solution at
infinity to a possibly abnormal (or uncontrollable) system (S), see also [18–21].

In the present paper we continue in this investigation by introducing the corresponding
theory of antiprincipal solutions of (S) at infinity in the absence of the eventual normality or
controllability assumption (Definition 4.1). Note that these solutions are also called nonprinci-
pal solutions at infinity in the context of the reference [9], or dominant solutions at infinity in
the context of the references [2,10,24,25]. We present three sets of results about the antiprinci-
pal solutions of (S) at infinity. The first set of results is devoted to their basic properties, such
as the invariance with respect to the considered interval (Theorem 4.3), a characterization in
terms of the limit of the associated S-matrix (Theorem 4.4), and the invariance with respect to
a certain relation between conjoined bases (Theorems 4.6 and 4.7). The second set of results
is devoted to the existence of antiprincipal solutions of (S) at infinity (Theorem 5.3), which
requires to derive as main tools an important characterization of minimal conjoined bases
of (S) on a given interval (Theorem 5.1) and a characterization of the T-matrices associated
with conjoined bases of (S) (Theorem 5.2). The third set of results is devoted to applications
of antiprincipal solutions of (S) at infinity, in particular in the connection with the so-called
minimal antiprincipal solutions of (S) at infinity (Theorems 6.3, 6.4, and 6.6) and maximal
antiprincipal solutions of (S) at infinity (Theorems 6.5 and 6.6). These are, respectively, the
antiprincipal solutions of (S) at infinity with the smallest and the largest possible rank (see
Section 4).

The main condition on system (S) is the assumption of its nonoscillation, i.e., every con-
joined basis (X, U) of (S) is assumed to be nonoscillatory. This means that for every (X, U)

there exists a point α ∈ [a, ∞)T such that (X, U) has no focal points in the real interval (α, ∞),
which is according to [14, Definition 4.1] formulated as

Ker X(s) ⊆ Ker X(t) for all t, s ∈ [α, ∞)T with t ≤ s, (1.1)

X(t) [Xσ(t)]† B(t) ≥ 0 for all t ∈ [α, ∞)T. (1.2)

Condition (1.1) means that the kernel of X(t) is nonincreasing on the time scale interval
[α, ∞)T. Hence, the point α can be chosen large enough, so that the set Ker X(t) is constant on
[α, ∞)T. Noninvertible matrix functions, such as X(t) above or S(t) defined in (3.1) below, then
naturally occur in our theory. For this reason we utilize the Moore–Penrose pseudoinverse
matrices as the principal tool for their investigation (see Remark 2.1).

The theory of antiprincipal solutions at infinity for linear Hamiltonian differential systems
and the theory of dominant solutions at infinity for symplectic difference systems were devel-
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oped in [20, 23] and [10, 24], respectively. The present work is not a mere unification of those,
however. Working on arbitrary time scales we also provide a clarification of incomplete or
missing arguments in several results compared with the corresponding original continuous
time or discrete time statements (see the proofs of Proposition 3.18 and Theorems 3.4, 5.1,
and 6.5). This paper together with [22] can be regarded as a starting point for a unified Stur-
mian theory for Hamiltonian and symplectic dynamic systems on time scales, whose first
steps were taken in [5, 9] about twenty years ago. Recent progress in the continuous and dis-
crete Sturmian theory, where antiprincipal solutions (or dominant solutions) at infinity play
a fundamental role, is documented in the papers [25–27]. We strongly believe that future
development in this unified Sturmian theory will benefit from the results obtained in the
presented work (see also Section 7).

The paper is organized as follows. In Section 2 we briefly recall some results from matrix
analysis, which we directly use later in this paper. In Section 3 we provide basic results about
symplectic systems on time scales, which form the base for the definition of an antiprincipal
solution of (S) at infinity. In Section 4 we introduce the notion of an antiprincipal solution
at infinity for system (S) and include its main properties, which are connected to the relation
being contained for conjoined bases of (S). In Section 5 we derive the existence of antiprincipal
solutions at infinity for a nonoscillatory system (S), including the existence of antiprincipal
solutions at infinity with arbitrary given rank and pointing out the essential role played by
the minimal antiprincipal solutions of (S) at infinity. In Section 6 we focus on applications
of the presented theory of antiprincipal solutions at infinity, in particular in the theory of
principal solutions of (S) and in the Reid construction of the minimal principal solution of (S)
at infinity. Finally, in Section 7 we comment about the results of this paper in the context of
some open problems.

2 Notation and matrix analysis

In this section we introduce basic notation and recall some properties of the Moore–Penrose
pseudoinverse matrices, which we will use later. For a real matrix M we denote by Im M,
Ker M, rank M, MT, M−1, M† the image, kernel, rank (i.e., the dimension of the image),
transpose, inverse (if M is a square invertible matrix), and the Moore–Penrose pseudoinverse
of M (see its definition below), respectively. For a symmetric matrix M ∈ Rn×n we write
M ≥ 0 or M > 0 if M is positive semidefinite or positive definite, respectively. If M1 and
M2 are two real symmetric n × n matrices, then we write M1 ≤ M2 when M2 − M1 ≥ 0,
respectively we write M1 < M2 when M2−M1 > 0. The identity matrix will be denoted by I.

Furthermore, let V and W be linear subspaces in Rn. We denote by V ⊕W the direct sum
of the subspaces V and W, and by V⊥ the orthogonal complement of the subspace V in Rn.
By PV we denote the orthogonal projector onto the subspace V. Then the n× n matrix PV is
symmetric, idempotent, and positive semidefinite.

In our approach it is essential to use the properties of the Moore–Penrose pseudoinverse.
First we recall its definition via the following four properties, which will often be used in our
calculations. Let M be a real m× n matrix. A real n×m matrix M† satisfying the equalities

MM† M = M, M† MM† = M†, M† M = (M† M)T, MM† = (MM†)T (2.1)

is called the Moore–Penrose pseudoinverse of the matrix M. We will use the following
properties of the Moore–Penrose pseudoinverse, which can be found e.g. in [3, 4, 8] and [14,
Lemma 2.1]. These properties play an essential role in our theory.
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Remark 2.1. For any matrix M ∈ Rm×n there exists a unique matrix M† ∈ Rn×m satisfying
the identities in (2.1). Moreover, the following properties hold.

(i) (M†)T = (MT)†, (M†)† = M, and Im M† = Im MT, Ker M† = Ker MT.

(ii) The matrix MM† is the orthogonal projector onto Im M, and the matrix M† M is the
orthogonal projector onto Im MT.

(iii) Let {Mj}∞
j=1 be a sequence of m × n matrices such that Mj → M for j → ∞. Then

the limit of M†
j for j → ∞ exists if and only if there exists an index j0 ∈ N such that

rank Mj = rank M for all j ≥ j0. In this case limj→∞ M†
j = M†.

(iv) Let M(t) be an m× n matrix function defined on the interval [a, ∞)T such that M(t) →
M for t → ∞. Then the limit of M†(t) for t → ∞ exists if and only if there exists
a point t0 ∈ [a, ∞)T such that rank M(t) = rank M for all t ∈ [t0, ∞)T. In this case
limt→∞ M†(t) = M†.

(v) Let M1 and M2 be symmetric and positive semidefinite matrices such that M1 ≤ M2.
Then inequality M†

2 ≤ M†
1 holds if and only if Im M1 = Im M2, or equivalently if and

only if rank M1 = rank M2.

(vi) If M is symmetric positive and semidefinite, then also M† is symmetric and positive
semidefinite. That is, if M ≥ 0, then also M† ≥ 0.

(vii) For any matrices M and N with suitable dimensions, the pseudoinverse of their product
is given by

(MN)† = (PIm MT N)† (MPIm N)
† = (M† MN)† (MNN†)†. (2.2)

(viii) Let M(t) be an m× n piecewise rd-continuously ∆-differentiable matrix function defined
on [a, ∞)T such that the kernel of M(t) is constant on [a, ∞)T. Then the matrix function
M†(t) is also piecewise rd-continuously ∆-differentiable on [a, ∞)T and

[M†(t)]∆ M(t) = −[M†(t)]σ M∆(t) = −[Mσ(t)]† M∆(t), t ∈ [a, ∞)T. (2.3)

The following proposition covers a special property of orthogonal projectors, which we
will use later, see the proof of Theorem 5.2 and [19, Theorem 9.2] for details.

Proposition 2.2. Let P∗, P, P̃ ∈ Rn×n be arbitrary orthogonal projectors satisfying

Im P∗ ⊆ Im P, Im P∗ ⊆ Im P̃, rank P = rank P̃.

Then there exists an invertible matrix E ∈ Rn×n such that EP∗ = P∗ and Im EP = Im P̃.

According to Remark 2.1(ii), the Moore–Penrose pseudoinverse can be conveniently used
for the construction of the orthogonal projectors onto the image of XT(t) or onto the image
of X(t) of a matrix function X : [a, ∞)T → Rn×n. In particular, the following two orthogonal
projectors play important role in our theory. Define

P(t) := PIm XT(t) = X†(t) X(t), R(t) := PIm X(t) = X(t) X†(t), t ∈ [a, ∞)T. (2.4)

Note that from the defining properties of Moore–Penrose pseudoinverse in (2.1) we get

P(t) X†(t) = X†(t), X†(t) R(t) = X†(t), t ∈ [a, ∞)T. (2.5)
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Remark 2.3. We will often work with matrix functions X : [a, ∞)T → Rn×n with constant
kernel on some interval [α, ∞)T. In this case the associated orthogonal projector P(t) de-
fined in (2.4) is constant on [α, ∞)T, since Rn = [Ker X(t)]⊥ ⊕ Ker X(t), where the subspace
[Ker X(t)]⊥ = Im XT(t) is constant on [α, ∞)T. In this case we denote by P the corresponding
constant orthogonal projector in (2.4), i.e., we define

P := P(t) for t ∈ [α, ∞)T, where Ker X(t) is constant. (2.6)

3 Results on symplectic systems on time scales

In this section we collect basic information about symplectic systems on time scales and their
conjoined bases. We split this section into three subsections, separating the introductory part
and two slightly more advanced (yet still preparatory) parts.

3.1 Basic preparatory results

In this subsection we recall the facts, which need to be understood for the definition of an an-
tiprincipal solution at infinity. The results in this subsection are not new, most of them can
be found in [22], where they were presented in a slightly different logical order and, in some
cases, with incomplete arguments. In particular, we present full details about the monotonicity
of the S-matrices for conjoined bases of (S), which yield a correct definition of the associated
T-matrix. The latter matrix is the cornerstone of our investigation of antiprincipal solutions of
(S) at infinity.

A solution (X, U) of (S) is a conjoined basis, if XT(t)U(t) is a symmetric matrix and
rank(XT(t), UT(t))T = n at some and hence at any t ∈ [α, ∞)T. For any two solutions (X, U)

and (X̄, Ū) of (S) their Wronskian matrix N := XT(t) Ū(t)−UT(t) X̄(t) is constant on [a, ∞)T.
Two conjoined bases (X, U) and (X̄, Ū) are called normalized, if their constant Wronskian ma-
trix N satisfies N = I. A conjoined basis (X, U) of (S) is called nonoscillatory, if there exists
α ∈ [a, ∞)T such that (X, U) has no focal points in the real interval (α, ∞), i.e., if conditions
(1.1) and (1.2) hold. We say that the system (S) is nonoscillatory if every conjoined basis of (S)
is nonoscillatory.

Let (X, U) be a conjoined basis of system (S). For simplicity we say that (X, U) has constant
kernel on an interval [α, ∞)T if the matrix X(t) has constant kernel on this interval. Similarly,
we say that (X, U) has rank r on [α, ∞)T, if the matrix X(t) has rank r on this interval. Note
that if the system (S) is nonoscillatory, then the kernel (and hence also the rank) of any of
its conjoined bases is eventually constant. If (X, U) is a conjoined basis of (S) with constant
kernel on some interval [α, ∞)T, then it is convenient to work with the so-called S-matrix
corresponding to (X, U) on [α, ∞)T. It is defined by

S(t) :=
∫ t

α
[Xσ(s)]† B(s) [X†(s)]T ∆s, t ∈ [α, ∞)T. (3.1)

Note that the definition of the matrix S(t) is correct, since according to Remark 2.1(viii) the
matrix function X† is piecewise rd-continuously ∆-differentiable on [α, ∞)T, so that X† is
continuous on [α, ∞)T and (Xσ)† = (X†)σ is rd-continuous on [α, ∞)T. This implies that the
function (Xσ)† B (X†)T is piecewise rd-continuous (hence ∆-integrable) on [α, ∞)T. Moreover,
according to [14, Lemma 3.1] the matrix

X(t) [Xσ(t)]† B(t) is symmetric on [α, ∞)T. (3.2)
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Proposition 3.1. Let (X, U) be a conjoined basis of the system (S) with constant kernel on [α, ∞)T.
Then the corresponding S-matrix given by (3.1) is symmetric.

Proof. Directly from the definition of S(t) and using the fact that P(t) is constant and hence
P(t) = P = Pσ(t) on [α, ∞)T, we get for t ∈ [α, ∞)T

S(t) =
∫ t

α
[Xσ(s)]† B(s) [X†(s)]T ∆s

(2.5)
=
∫ t

α
Pσ(s) [Xσ(s)]† B(s) [X†(s)]T ∆s

=
∫ t

α
P(s) [Xσ(s)]† B(s) [X†(s)]T ∆s

(2.4)
=
∫ t

α
X†(s) X(s) [Xσ(s)]† B(s) [X†(s)]T ∆s. (3.3)

The latter expression together with (3.2) proves the result.

Next we present a statement about the relation between Im S(t) and Im P.

Lemma 3.2. Let (X, U) be a conjoined basis of the system (S) with constant kernel on [α, ∞)T and let
the matrices P and S(t) be defined by (2.6) and (3.1). Then

Im S(t) ⊆ Im P for all t ∈ [α, ∞)T. (3.4)

Proof. Fix t ∈ [α, ∞)T and let u ∈ Im S(t). Then there exists v ∈ Rn such that S(t) v = u. From
(3.3) we get S(t) = PS(t). Then u = PS(t) v and hence u ∈ Im P.

Remark 3.3. Let (X, U) be a conjoined basis of (S) with constant kernel on [α, ∞)T. If we use
the symmetry of S(t) on [α, ∞)T and Remark 2.1(v), then the inclusion of the sets in (3.4) from
the previous lemma can be equivalently written as

PS(t) = S(t) = S(t) P or PS†(t) = S†(t) = S†(t) P, t ∈ [α, ∞)T. (3.5)

The next theorem is fundamental for the definition of an antiprincipal solution of (S) at
infinity and we display its proof with full details. In the theorem the so-called T-matrix
corresponding to the conjoined basis (X, U) is introduced.

Theorem 3.4. Let (X, U) be a conjoined basis of (S) with constant kernel on [α, ∞)T and no focal
points in (α, ∞) and let the matrix S(t) given by (3.1). Then the limit of S†(t) as t → ∞ exists.
Moreover, the matrix T defined by

T := lim
t→∞

S†(t) (3.6)

is symmetric, positive semidefinite, i.e., T ≥ 0, and there exists β ∈ [α, ∞)T such that

rank T ≤ rank S(t) ≤ rank X(t) for all t ∈ [β, ∞)T. (3.7)

Proof. First we show that the limit of S†(t) exists. According to Proposition 3.1, the matrix
S(t) is symmetric. The constant kernel of the conjoined basis (X, U) on [α, ∞)T guarantees
that P(t) = P is constant on [α, ∞)T. Since the conjoined basis (X, U) has no focal points in
(α, ∞), we get for t ∈ [α, ∞)T

S∆(t) = [Xσ(t)]† B(t) [XT(t)]†
(3.3)
= X†(t) X(t) [Xσ(t)]† B(t) [XT(t)]†

(1.2)
≥ 0.

This means that matrix S(t) is nondecreasing on [α, ∞)T, i.e.,

S(t1) ≤ S(t2) for all t1, t2 ∈ [α, ∞)T such that t1 < t2. (3.8)
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Since S(α) = 0, we get
S(t) ≥ 0, t ∈ [α, ∞)T. (3.9)

This implies that Im S(t) is eventually constant, i.e., there exists β ∈ [α, ∞)T such that

Im S(t1) = Im S(t2) for all t1, t2 ∈ [β, ∞)T. (3.10)

Now we use Remark 2.1(v), where we put M1 := S(t1) and M2 := S(t2) for t1, t2 ∈ [β, ∞)T.
The symmetry of S(t) on [α, ∞)T and conditions (3.8), (3.9) and (3.10) on [β, ∞)T imply that

S†(t2) ≤ S†(t1) for all t1, t2 ∈ [β, ∞)T such that t1 < t2, (3.11)

i.e., the matrix S†(t) is nonincreasing on [β, ∞)T. By (3.9) and Remark 2.1(vi) we then get

S†(t) ≥ 0 for all t ∈ [β, ∞)T. (3.12)

This implies that the limit of S†(t) for t → ∞ exists and the matrix T in (3.6) is correctly
defined. Finally, matrix T is symmetric and positive semidefinite as the limit of matrices with
the same properties. Condition (3.7) then follows from inclusion (3.4) and from the inclusion
Im T ⊆ Im S†(t) = Im S(t) on [β, ∞)T derived from (3.11) together with (3.12).

Remark 3.5. The proof of the Theorem 3.4 reveals some properties of the S-matrix correspond-
ing to a conjoined basis (X, U) of (S) with constant kernel on [α, ∞)T and no focal points in
(α, ∞). Namely,

(i) the matrix S(t) is nondecreasing on [α, ∞)T,

(ii) the set Im S(t) is nondecreasing on [α, ∞)T and eventually constant, i.e., there exists
β ∈ [α, ∞)T such that Im S(t) is constant on [β, ∞)T,

(iii) the set Ker S(t) = [Im S(t)]⊥ is nonincreasing on [α, ∞)T and eventually constant.

In the next part we define the order of abnormality of system (S) in the same way as
in [14, 22]. For any α ∈ [a, ∞)T denote by Λ[α, ∞)T the linear space of n-vector functions
u : [α, ∞)T → Rn such that B(t) u(t) = 0 and u∆ = D(t) u(t) on [α, ∞)T. The number
d[α, ∞)T := dim Λ[α, ∞)T is called the order of abnormality of system (S) on the interval [α, ∞)T.
The limit

d∞ := lim
t→∞

d[t, ∞)T (3.13)

is then called the maximal order of abnormality of the system (S). Note that this definition is
correct since limit in (3.13) exists and equals to max{d[t, ∞)T, t ∈ [α, ∞)T}. This can be seen
from the fact that a solution (x ≡ 0, u) of (S) on [α, ∞)T is also the solution of (S) on [β, ∞)T

for any β ∈ (α, ∞)T. Then Λ[α, ∞)T ⊆ Λ[β, ∞)T for α, β ∈ [a, ∞)T with α < β and hence,
the function d[t, ∞)T as a function of t is nondecreasing on [a, ∞)T. Then the integer values
d[t, ∞)T and d∞ satisfy

0 ≤ d[t, ∞)T ≤ d∞ ≤ n, t ∈ [a, ∞)T. (3.14)

In a similar way we define the order of abnormality d[α, t]T of system (S) on the interval [α, t]T.
Then, obviously, the relation d[α, ∞)T = limt→∞ d[α, t]T holds.

In addition, denote by Λ0[α, ∞)T the subspace of Rn of the initial values u(α) of the ele-
ments u ∈ Λ[α, ∞)T. Then dim Λ0[α, ∞)T = dim Λ[α, ∞)T = d[t, ∞)T. This auxiliary subspace
will be used e.g. in Proposition 3.18 when dealing with minimal conjoined bases of (S).
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3.2 Additional preparatory results

In this subsection we recall several results, which we will use in order to derive the properties
of antiprincipal solutions of (S) at infinity. We consider a conjoined basis (X, U) with constant
kernel on [α, ∞)T and no focal points in (α, ∞). We also consider the associated matrix S(t)
defined in (3.1), for which Im S(t) is constant on some interval [β, ∞)T with β ∈ [α, ∞)T, see
Remark 3.5. The following additional properties of the matrices S(t) and T are proven in
[22, Theorem 3.2].

Proposition 3.6. Let (X, U) be a conjoined basis of (S) with constant kernel on [α, ∞)T and let
matrices P, R(t), S(t) be defined in (2.6), (2.4), and (3.1). Then

(i) Im [U(t)(I − P)] = Ker R(t) and hence R(t)U(t) = R(t)U(t)P on [α, ∞)T,

(ii) Rσ(t)B(t) = B(t) and B(t) R(t) = B(t) on [α, ∞)T.

If in addition (X, U) has no focal points in (α, ∞) and if T is defined in (3.6), then

(iii) PT = T = TP and PT† = T† = T†P.

On the intervals [β, ∞)T, where the subspace Im S(t) is constant, we can define the associ-
ated constant orthogonal projector

PS∞ := PS(t), t ∈ [β, ∞)T, PS(t) := PIm S(t) = S(t) S†(t) = S†(t) S(t). (3.15)

From (3.5) we can see that the following inclusions

Im S(t) ⊆ Im PS∞ ⊆ Im P, t ∈ [β, ∞)T, (3.16)

hold. By using the symmetry of S(t), the inclusions in (3.16) can be written as

PS∞ S(t) = S(t) = S(t) PS∞, t ∈ [β, ∞)T, PPS∞ = PS∞ = PS∞P. (3.17)

Finally, using the definition of Moore–Penrose pseudoinverse in (2.1) and observing the limit

T = lim
t→∞

S†(t) = lim
t→∞

S†(t) S(t) S†(t) = PS∞

(
lim
t→∞

S†(t)
)
= PS∞ T,

we obtain the equalities

PS∞ T = T = TPS∞, i.e., Im T ⊆ Im PS∞. (3.18)

By the principal solution of (S) at the point α ∈ [a, ∞)T, denoted by (X̂[α], Û[α]), we mean
the conjoined basis of (S) satisfying the initial conditions X̂[α](α) = 0 and Û[α](α) = I. The
following important result provides an information about any conjoined basis of (S) through
the properties of the principal solution (X̂[α], Û[α]). It is proven as a part of [22, Proposition 3.9].

Lemma 3.7. Let (X, U) be a conjoined basis of (S) with constant kernel on [α, ∞)T and no focal
points in (α, ∞). Let the matrices P, R(t), S(t), PS∞ be defined by (2.6), (2.4), (3.1), (3.15). Then the
principal solution (X̂[α], Û[α]) satisfies for all t ∈ [α, ∞)T the following properties:

X̂[α](t) = X(t) S(t) XT(α), (3.19)

rank S(t) = rank X̂[α](t) = n− d[α, t]T, (3.20)

rank PS∞ = n− d[α, ∞)T, (3.21)

Λ0[α, ∞)T = Im [X†T(α) (I − PS∞)]⊕ Im [U(α) (I − P)], (3.22)

n− d[α, ∞)T ≤ rank X(t) ≤ n. (3.23)
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Remark 3.8. From Theorem 3.4 and (3.20) it follows that 0 ≤ rank T ≤ n− d∞ for the T-matrix
associated with an arbitrary conjoined basis (X, U) of (S) with constant kernel on [α, ∞)T and
no focal points in (α, ∞).

The next two results contain additional properties of the matrices S(t) and T, which are
proven in [22, Propositions 5.5 and 5.6] and, with a slightly different formulation, in [22,
Remark 5.7] (see also the proof of [10, Proposition 6.105] in the discrete case).

Proposition 3.9. Let (X, U) be a conjoined basis of (S) with constant kernel on [α, ∞)T and no focal
points in (α, ∞). Let S(t) and T be defined in (3.1) and (3.6). If d[α, ∞)T = d∞, then there exists
β ∈ [α, ∞)T such that

S†(t) ≥ T ≥ 0 and rank [S†(t)− T] = n− d∞ on [β, ∞)T. (3.24)

Proposition 3.10. Let (X, U) be a conjoined basis of (S) with constant kernel on [α, ∞)T and no focal
points in (α, ∞), where the point α ∈ [a, ∞)T is that d[α, ∞)T = d∞. Then

Im [PS∞ − S(β) S†(t)] = Im PS∞ = Im [PS∞ − S(β) S†(t)]T, β, t ∈ [α, ∞)T, t ≥ β, (3.25)

Im [PS∞ − S(t) T] = Im PS∞ = Im [PS∞ − S(t) T]T, t ∈ [α, ∞)T. (3.26)

The following relation is a useful tool for the construction of conjoined bases of (S) with
certain desired properties from a conjoined basis of (S), which the same properties already
has. This relation is studied in [22, Section 4] in more details. For this purpose we also recall
the concept of equivalent solutions (X1, U1) and (X2, U2) of (S) on some interval [α, ∞)T, which
is defined by the property X1(t) = X2(t) on [α, ∞)T.

Definition 3.11. Let (X, U) be a conjoined basis of (S) with constant kernel on [α, ∞)T and no
focal points in (α, ∞) and let the matrices P and PS∞ be defined by (2.6) and (3.15). Consider
an orthogonal projector P∗ satisfying

Im PS∞ ⊆ Im P∗ ⊆ Im P. (3.27)

We say that a conjoined basis (X∗, U∗) of (S) is contained in (X, U) on [α, ∞)T with respect to
P∗, or that (X, U) contains (X∗, U∗) on [α, ∞)T with respect to P∗, if the solutions (X∗, U∗) and
(XP∗, UP∗) are equivalent, that is, if X∗(t) = X(t) P∗ on [α, ∞)T.

It should be stressed that the relation in Definition 3.11 is between a conjoined basis (X, U)

of (S) with constant kernel on [α, ∞)T and no focal points in (α, ∞) and an arbitrary conjoined
basis (X∗, U∗). This means that if we say that a conjoined basis (X, U) contains a conjoined
basis (X∗, U∗) on [α, ∞)T, then we automatically suppose that (X, U) has constant kernel on
[α, ∞)T and no focal points in (α, ∞). The following proposition is proven in [22, Propo-
sition 4.2] and it shows that the conjoined basis (X∗, U∗) from Definition 3.11 inherits the
properties of (X, U) on the interval [α, ∞)T.

Proposition 3.12. Let (X, U) be a conjoined basis of (S) with constant kernel on [α, ∞)T and no focal
points in (α, ∞) and assume that a conjoined basis (X∗, U∗) of (S) is contained in (X, U) on [α, ∞)T

with respect to an orthogonal projector P∗ satisfying (3.27).

(i) Then (X∗, U∗) has also constant kernel on [α, ∞)T and no focal points in (α, ∞). Moreover, the
matrix P∗ is then the associated orthogonal projector defined in (2.6) for (X∗, U∗), i.e., P∗ =

PIm XT
∗ (t) = X†

∗(t) X∗(t) on [α, ∞)T.
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(ii) If S(t) and S∗(t) are the S-matrices corresponding to the conjoined bases (X, U) and (X∗, U∗)
on [α, ∞)T, then S(t) = S∗(t) on [α, ∞)T.

The next proposition from [22, Theorem 5.1] guarantees the existence of a conjoined basis
of (S) with constant kernel on [α, ∞)T and no focal points in (α, ∞), which has any given rank
between the numbers n− d∞ and n. We will use it later in the construction of antiprincipal
solutions of (S) with a desired rank. Note that the conjoined bases with the given rank r are
constructed by the relation being contained in Definition 3.11.

Proposition 3.13. Assume that there exists a conjoined basis of (S) with constant kernel on [α, ∞)T

and no focal points in (α, ∞). Then for any integer r between n− d∞ and n there exists a conjoined
basis (X, U) of (S), which has constant kernel on [α, ∞)T and no focal points in (α, ∞) too, such that
rank X(t) = r on [α, ∞)T.

For the investigation of all solutions (or conjoined bases) of (S) it is important to choose
a suitable fundamental matrix of system (S). When one conjoined basis (X, U) of (S) is given,
it turns out that it is possible to complete it to a fundamental matrix of (S) by a specific
conjoined basis (X̄, Ū). Some of the properties of this conjoined basis (X̄, Ū) were presented
in [22, Proposition 3.3 and Remarks 3.4 and 3.5]. We include some additional properties based
on the discrete time results in [25, Proposition 3.5] or in [10, Proposition 6.67].

Proposition 3.14. Let (X, U) be a conjoined basis of (S) with constant kernel on [α, ∞)T, let the
matrices P and S(t) defined by (2.6) and (3.1). Then there exists a conjoined basis (X̄, Ū) of (S) such
that (X, U) and (X̄, Ū) satisfy

(i) the Wronskian N := XT(t) Ū(t)−UT(t) X̄(t) ≡ I on [a, ∞)T, and

(ii) X†(α) X̄(α) = 0.

Moreover, such a conjoined basis (X̄, Ū) then satisfies

(iii) X†(t) X̄(t) P = S(t) for all t ∈ [α, ∞)T,

(iv) X̄(t) P = X(t) S(t) and Ū(t) P = U(t) S(t) + X†T(t) + U(t) (I − P) X̄T(t) X†T(t) for all
t ∈ [α, ∞)T (in particular X̄(α) P = 0), and the solution (X̄P, ŪP) of (S) is uniquely determined
by (X, U),

(v) Ker X̄(t) = Im [P− PS(t)] = Im P ∩Ker S(t) for all t ∈ [α, ∞)T,

(vi) the function X̄(t) is uniquely determined by (X, U),

(vii) P̄(t) = I − P + PS(t) for all t ∈ [α, ∞)T, where P̄(t) := X̄†(t) X̄(t),

(viii) S†(t) = X̄†(t) X(t) PS(t) = X̄†(t) X(t) P̄(t) for all t ∈ [α, ∞)T,

(ix) Im X̄(α) = Im [I − R(α)] and Im X̄T(α) = Im(I − P),

(x) the matrix X(α)− X̄(α) is invertible with [X(α)− X̄(α)]−1 = X†(α)− X̄†(α),

(xi) X̄†(α) = −(I − P)UT(α).

If in addition the conjoined basis (X, U) has no focal points in (α, ∞), then

(xii) X(t) X̄T(t) ≥ 0 for all t ∈ [α, ∞)T.
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Proof. The properties (i)–(iii) and (vi) are shown in [22, Proposition 3.3], property (iv) is shown
in [22, Remark 3.5]. The remaining properties (v) and (vii)–(xii) can be proven analogously to
the discrete case, see the proof of [22, Proposition 6.67].

The following result from [22, Proposition 3.6] shows important properties of two con-
joined bases of (S), which are mutually representable in terms of symplectic fundamental
matrices involving the conjoined bases from Proposition 3.14.

Proposition 3.15. Let (X1, U1) and (X2, U2) be conjoined bases of (S) with constant kernel on [α, ∞)T

and no focal points in (α, ∞) and let P1 and P2 be the constant orthogonal projectors defined in (2.6)
through the functions X1 and X2, respectively. Let the conjoined basis (X2, U2) be expressed in terms
of (X1, U1) via the matrices M1 and N1, and let the conjoined basis (X1, U1) be expressed in terms of
(X2, U2) via the matrices M2 and N2, i.e.,(

X2(t)
U2(t)

)
=

(
X1(t) X̄1(t)
U1(t) Ū1(t)

)(
M1

N1

)
,
(

X1(t)
U1(t)

)
=

(
X2(t) X̄2(t)
U2(t) Ū2(t)

)(
M2

N2

)

on [α, ∞)T, where (X̄1, Ū1) and (X̄2, Ū2) are the conjoined bases of (S) satisfying the properties in
Proposition 3.14 with respect to (X1, U1) and (X2, U2), respectively. If the equality Im X1(α) =

Im X2(α) is satisfied, then

(i) the matrices MT
1 N1 and MT

2 N2 are symmetric and N2 = −NT
1 ,

(ii) the matrices M1 and M2 are invertible and M2 = M−1
1 ,

(iii) the inclusions Im N1 ⊆ Im P1 and Im N2 ⊆ P2 hold.

Moreover, the matrices M1 and N1 do not depend on the choice of (X̄1, Ū1), and the matrices M2 and
N2 do not depend on the choice of (X̄2, Ū2).

The following properties are from [22, Remark 3.7] and they complement the results in
Proposition 3.15 about the representation matrices Mi and Ni (for i ∈ {1, 2}).

Remark 3.16. With the notation in Proposition 3.15, let us define the matrices

L1 := X†
1(α) X2(α), L2 := X†

2(α) X1(α).

Then following properties hold for i ∈ {1, 2}:

LiL3−i = Pi, L3−i = L†
i , Li = Pi Mi, Ni = Pi Ni, (3.28)

Pi is the projector onto Im Li, LT
i Ni = MT

i PiNi = MT
i Ni is symmetric, (3.29)

X3−i(t) = Xi(t) [Li + Si(t) Ni], Mi + Si(t) Ni is invertible, t ∈ [α, ∞)T, (3.30)

[Li + Si(t) Ni]
† = L3−i + S3−i(t) N3−i, Im [Li + Si(t) Ni] = Im Pi, t ∈ [α, ∞)T, (3.31)

S3−i(t) = [Li + Si(t) Ni]
†Si(t) L†T

i , t ∈ [α, ∞)T, (3.32)

where the matrix Si(t) is defined in (3.1) via the matrix Xi(t).
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3.3 Minimal conjoined bases and their properties

In this subsection we focus on minimal conjoined bases of (S). A conjoined basis (X, U)

with constant kernel on [α, ∞)T and no focal points in (α, ∞) is called minimal on [α, ∞)T, if
rank X(t) = n − d[α, ∞)T holds for all t ∈ [α, ∞)T. These special conjoined bases have the
smallest possible rank according to estimate (3.23). They are used in order to derive many
properties of other conjoined bases of (S). Note that if (X, U) is a minimal conjoined basis of
(S) on the interval [α, ∞)T, then necessarily the abnormality of (S) on [α, ∞)T is maximal, i.e.,
d[α, ∞)T = d∞ holds. This follows from (3.14) and from estimate (3.23), since the rank of X(t)
is constant on [α, ∞)T.

The following property will be used in the proof of Theorem 5.1 and it reveals a connec-
tion between orthogonal projectors P and PS∞ for a minimal conjoined basis (X, U) of (S).
The stated equality P = PS∞ actually characterizes the property of (X, U) being a minimal
conjoined basis of (S) on [α, ∞)T, as mentioned (without the proof) in [22, Remark 5.3.]. In
order to highlight its importance we state it separately and provide the details of its proof.

Lemma 3.17. Let (X, U) be a conjoined basis of (S) on [α, ∞)T with constant kernel on [α, ∞)T and
no focal points in (α, ∞), let the matrices P and PS∞ defined by (2.6) and (3.15), and assume that
d[α, ∞)T = d∞. Then (X, U) is a minimal conjoined basis of (S) on [α, ∞)T if and only if

P = PS∞. (3.33)

Proof. Let (X, U) be a minimal conjoined basis of (S) on [α, ∞)T, so that (X, U) has constant
kernel on [α, ∞)T and no focal points in (α, ∞). From Lemma 3.2 it follows that

Im S(t) ⊆ Im P = Im XT(t), t ∈ [α, ∞)T, (3.34)

and from Remark 3.5 we know that Im S(t) is nondecreasing on [α, ∞)T. Moreover, from
equation (3.21) in Lemma 3.7 we get rank PS∞ = n− d∞ = limt→∞ rank S(t). Now from the
fact that (X, U) is a minimal conjoined basis we get rank X(t) = n − d∞ = rank XT(t) on
[α, ∞)T, which together with the inclusion (3.34) shows that

Im S(t) = Im XT(t) for t ∈ (α, ∞)T. (3.35)

This proves (3.33), since P is the orthogonal projector onto Im XT(t) on [α, ∞)T and PS∞ is
the orthogonal projector onto Im S(t) on (α, ∞)T. Conversely, let (3.33) hold. Then by the
definition of P(t) in (2.4) and by Lemma 3.7 we have

rank X(t)
(2.4)
= rank P

(3.33)
= rank PS∞

(3.21)
= n− d∞, t ∈ [α, ∞)T.

This shows that (X, U) is a minimal conjoined basis on [α, ∞)T.

In the next result we present important properties of some special conjoined bases of (S)
and their S-matrices, which are based on formulas (3.20) and (3.22) in Lemma 3.7 and on
the properties of the Moore–Penrose pseudoinverse in Remark 2.1. These properties hold, in
particular, for minimal conjoined bases of (S). We note that the formulation is slightly more
general than in [22, Proposition 5.4], which we comment in the proof.
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Proposition 3.18. The following properties of conjoined bases of (S) hold.

(i) Let (X, U) be a conjoined basis of (S) with constant kernel on the interval [α, ∞)T and with
rank X(t) = n − d∞ on [α, ∞)T. Let P be the associated projector defined in (2.6). Then
d[α, ∞)T = d∞ and

Λ0[α, ∞)T = Im [U(α) (I − P)], Im X(α) =
(
Λ0[α, ∞)T

)⊥. (3.36)

Consequently, the initial subspace Im X(α) does not depend on the choice of the conjoined basis
(X, U) of (S) with constant kernel and minimal rank on [α, ∞)T.

(ii) Let (X1, U1) and (X2, U2) be two conjoined bases of (S) with constant kernel on the interval
[α, ∞)T and with rank X1(t) = n− d∞ = rank X2(t) on [α, ∞)T. Let S1(t) and S2(t) be the
associated matrices defined in (3.1). If β ∈ [α, ∞)T is a point such that

rank S1(t) = n− d[α, ∞)T = rank S2(t), t ∈ [β, ∞)T,

then for i ∈ {1, 2} we have

S†
3−i(t) = LT

i S†
i (t) Li + LT

i Ni, t ∈ [β, ∞)T, (3.37)

where the matrices Li and Ni are from Proposition 3.15 and Remark 3.16.

Proof. These results are proven in [22, Proposition 5.4], where it is in addition assumed that
the conjoined basis (X, U) in part (i) has no focal points in the interval (α, ∞) (so that it is
a minimal conjoined basis on [α, ∞)T) and that the conjoined bases (X1, U1) and (X2, U2) in
part (ii) have no focal points in the interval (α, ∞) (so that they are minimal conjoined bases
on [α, ∞)T). We emphasize that this additional assumption on no focal points of (X, U) or
(X1, U1), (X2, U2) in the interval (α, ∞) is not needed for deriving the statements in (3.36) and
(3.37), since the proofs actually follow only the continuous time case in [18, Theorems 5.15
and 5.17].

The last result of this subsection shows that for all minimal conjoined bases (X, U) of (S)
on [α, ∞)T the first component of the associated conjoined basis (X̄, Ū) (that is, the matrix X̄)
is the same up to a right constant nonsingular multiple.

Lemma 3.19. Let (X1, U1) and (X2, U2) be minimal conjoined bases of (S) on [α, ∞)T and let (X̄1, Ū1)

and (X̄2, Ū2) be their associated conjoined bases from Proposition 3.14. Then there exists a constant
invertible matrix K such that

X̄2(t) = X̄1(t)K, t ∈ [α, ∞)T.

Proof. The proof is analogous to the proof of the continuous case in [23, Lemma 1] or to the
proof of the discrete case in [24, Lemma 7.9] or [10, Lemma 6.100]. The details are therefore
omitted.

4 Antiprincipal solutions at infinity

In this section we introduce the main notion of this paper, i.e., an antiprincipal solution of
(S) at infinity. This definition is based on the basic results about the matrices S(t) and T in
Subsection 3.1. We then derive several properties of antiprincipal solutions at infinity with the
aid of Subsections 3.2 and 3.3. The results in this section are new in the time scales setting
and they extend and unify their corresponding continuous and discrete time counterparts, as
we emphasize by providing particular references with each statement.
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Definition 4.1. A conjoined basis (X, U) of (S) is said to be an antiprincipal solution at infinity
with respect to the interval [α, ∞)T if

(i) the order of abnormality of (S) on the interval [α, ∞)T is maximal, i.e.,

d[α, ∞)T = d∞, (4.1)

(ii) the conjoined basis (X, U) has constant kernel on [α, ∞)T and no focal points in (α, ∞),

(iii) the matrix T defined in (3.6) corresponding to (X, U) satisfies rank T = n− d∞.

Remark 4.2. By Theorem 3.4 we know that the limit of S†(t) exists for all conjoined bases
(X, U) of (S) with constant kernel on [α, ∞)T and no focal points in (α, ∞). Therefore the
definition of an antiprincipal solution of (S) at infinity using the corresponding T-matrix is
possible. Note that so far we do not know anything about the existence of limit S(t) itself. In
addition, according to Remark 3.8 the rank of the matrix T of an antiprincipal solution of (S)
at infinity is maximal possible.

Let (X, U) be an antiprincipal solution of (S) at infinity with respect to the interval [α, ∞)T.
By (3.21) and (3.23) together with property (4.1) from the above definition we obtain that
n− d∞ ≤ rank X(t) ≤ n for all t ∈ [α, ∞)T. Denote by r the rank of (X, U) near infinity, i.e.,
r := rank X(t) for t ∈ [α, ∞)T. If r = n − d∞, then (X, U) is called a minimal antiprincipal
solution at infinity, which we denote by (Xmin, Umin). If r = n, then (X, U) is called a maximal
antiprincipal solution at infinity, which we denote by (Xmax, Umax). In this case the matrix
Xmax(t) is invertible for all t ∈ [α, ∞)T. Such minimal and maximal antiprincipal solutions of
(S) at infinity will be considered e.g. in Theorems 5.3, 6.4 and 6.5 or in Remark 6.7.

The next theorem shows that the definition of an antiprincipal solution does not depend
on the choice of point α ∈ [a, ∞)T determining the interval [α, ∞)T, on which we impose
the conditions (i) and (ii) in Definition 4.1. For this reason the term “with respect to interval
[α, ∞)T” will be dropped in the terminology of antiprincipal solutions of (S) at infinity in some
situations. This statement is a unification of [20, Theorem 5.5] in the continuous case and of
[24, Proposition 4.4] in the discrete case, see also [10, Proposition 6.125].

Theorem 4.3. Every antiprincipal solution of (S) at infinity with respect to the interval [α, ∞)T is
also an antiprincipal solution of (S) at infinity with respect to the interval [β, ∞)T for all β ∈ (α, ∞)T.

Proof. Let (X, U) be an antiprincipal solution of (S) at infinity with respect to the interval
[α, ∞)T and let β ∈ (α, ∞)T be a given point. Since d[t, ∞)T is a nondecreasing function in the
argument t, we get d[β, ∞)T ≥ d[α, ∞)T = d∞. This implies d[β, ∞)T = d∞. The property

(X, U) has constant kernel on [β, ∞)T and no focal point in (β, ∞) (4.2)

holds trivially since β > α. In order to prove that (X, U) is an antiprincipal solution of (S) at
infinity with respect to the interval [β, ∞)T, we need to show that the associated matrices

Sβ(t) :=
∫ t

β
[Xσ(s)]† B(s) [X†(s)]T ∆s, t ∈ [β, ∞)T, Tβ := lim

t→∞
S†

β(t),

satisfy the relation rank Tβ = n − d∞. By (4.2) and Theorem 3.4 we know that matrix Tβ,
being defined as the above limit, exists. We will show that Im Tβ = Im T, which will imply
the desired equality for the rank of Tβ. Note that, with the aid of S(t) defined in (3.1), the
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matrix Sβ(t) can be easily expressed as Sβ(t) = S(t)− S(β) for all t ∈ [β, ∞)T. Using (3.17)
and S(β) = S(β) PS∞ = S(β) S†(t) S(t) on [β, ∞)T we then obtain

Sβ(t) = S(t)− S(β) = PS∞ S(t)− S(β) S†(t) S(t) = [PS∞ − S(β) S†(t)] S(t), t ∈ [β, ∞)T.

Then by Remark 2.1(vii) and using (3.25) we obtain

S†
β(t)

(2.2)
=
(

PS∞ S(t)
)† (

[PS∞ − S(β) S†(t)] PS∞
)†

= S†(t) [PS∞ − S(β) S†(t)]† (4.3)

for all t ∈ [β, ∞)T, see also the proof of [22, Proposition 6.4]. Moreover, by (3.25) and (3.26) in
Proposition 3.10 together with (3.21) we know that

rank [PS∞ − S(β) S†(t)] = n− d∞ = rank [PS∞ − S(β) T], t ∈ [β, ∞)T.

Then by Remark 2.1(iv) the limit of the pseudoinverse [PS∞ − S(β) S†(t)]† for t → ∞ exists
and is equal to [PS∞ − S(β) T]†. Therefore, we obtain that

Tβ = lim
t→∞

S†
β(t)

(4.3)
= lim

t→∞
S†(t) [PS∞ − S(β) S†(t)]† = T [PS∞ − S(β) T]†. (4.4)

Equality (4.4) implies that Im Tβ ⊆ Im T. On the other hand, by (3.26) in Proposition 3.10 and
Remark 2.1(ii) we can express the matrix T as

T
(3.18)
= TPS∞

(3.26)
= T [PS∞ − S(t) T]† [PS∞ − S(t) T]

(4.4)
= Tβ [PS∞ − S(t) T]

for all t ∈ [β, ∞)T. This yields that Im T ⊆ Im Tβ, and hence we proved Im T = Im Tβ.
Consequently, rank Tβ = rank T = n− d∞, which completes the proof.

In the next theorem we show that an antiprincipal solution of (S) at infinity is character-
ized by the property of the existence of the limit of S(t) for t → ∞. It is a unification of
[24, Theorem 4.3] or [10, Theorem 6.124] in the discrete case and of [20, Theorem 5.3 and
Remark 5.4] in the continuous case. We will see important applications of this result in the
proofs of Proposition 4.5 and of Theorems 6.4 and 6.5.

Theorem 4.4. Let (X, U) be a conjoined basis of (S) with constant kernel on [α, ∞)T and no focal
points in (α, ∞), let the matrices S(t) and T be given by (3.1) and (3.6), and assume that d[α, ∞)T =

d∞. Then the following statements are equivalent.

(i) The conjoined basis (X, U) is an antiprincipal solution of (S) at ∞.

(ii) The limit of S(t) for t→ ∞ exists.

(iii) The condition limt→∞ S(t) = T† holds.

Proof. We divide the proof into three steps. First we show that (i)⇒ (ii). Let (X, U) be an an-
tiprincipal solution at infinity. By Theorem 3.4 we know that the limit of S†(t) for t→ ∞ exists
and is equal to T. In addition,

rank S(t)
(3.20)
= rank X̂[α](t)

(3.20)
= n− d[α, ∞) = n− d∞ = rank T, (4.5)

holds for all sufficiently large t ∈ [α, ∞)T by Lemma 3.7 and by the assumption that (X, U)

is an antiprincipal solution of (S) at infinity. Therefore, by Remark 2.1(iv) with M(t) := S†(t)
and M := T we conclude that the limit of [S†(t)]† = S(t) for t→ ∞ exists.
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Next we prove the implication (ii)⇒ (iii). Suppose that the limit of S(t) for t → ∞ exists
and let us denote this limit by S∞. From Theorem 3.4 we know that limit T of S†(t) for t→ ∞
also exists. Moreover, by Remark 2.1(i) and (4.5) we know that

rank S†(t) = rank S(t)
(4.5)
= n− d∞ = rank T

for all sufficiently large t ∈ [α, ∞)T. Now by using Remark 2.1(iv) in which we put M(t) :=
S†(t) and M := T we conclude that the limit of S(t) for t→ ∞ exists with

S∞ = lim
t→∞

S(t) = lim
t→∞

[S†(t)]† = T†.

Finally, we prove the implication (iii)⇒ (i). Suppose that limt→∞ S(t) = T†. Since by Theo-
rem 3.4 we also know that limt→∞ S†(t) = T, it follows from Remark 2.1(iv) that there exists
β ∈ [α, ∞)T such that rank S(t) = rank T† holds for all t ∈ [β, ∞)T. Then from (3.20) in
Lemma 3.7 together with the assumptions of the theorem we get rank S(t) = rank S†(t) =

n − d∞ for all t ∈ [β, ∞)T. Therefore, considering the symmetry of T, we get rank T =

rank T† = n− d∞, which proves that (X, U) is an antiprincipal solution of (S) at infinity.

Our next result shows that the property of being an antiprincipal solution of (S) at infinity
is preserved under the multiplication by a constant nonsingular matrix.

Proposition 4.5. Let (X, U) be an antiprincipal solution of (S) at infinity with respect to the interval
[α, ∞)T. Then for every invertible n× n matrix M the solution (XM, UM) of (S) is also an antiprin-
cipal solution at infinity with respect to the interval [α, ∞)T and the rank of (XM, UM) is the same as
the rank of (X, U).

Proof. The solution (X̃, Ũ) := (XM, UM) is obviously a conjoined basis of (S) with the same
rank as (X, U). Since Ker X(t) is constant on [α, ∞)T, then also Ker X̃(t) = Ker [X(t) M] is
constant on [α, ∞)T. Moreover, by (2.2) in Remark 2.1(vii) we have

X̃†(t) = [X(t) M]† = (PM)†X†(t), t ∈ [α, ∞)T. (4.6)

This yields that for t ∈ [α, ∞)T we have

X̃(t) [X̃σ(t)]†B(t) (4.6)
= X(t)M(PM)†[Xσ(t)]†B(t) = X(t)PM(PM)†PMM−1[Xσ(t)]†B(t)
= X(t)PMM−1[Xσ(t)]†B(t) = X(t) [Xσ(t)]†B(t) ≥ 0,

showing that the conjoined basis (X̃, Ũ) has no focal points in (α, ∞). For the matrix S̃(t) in
(3.1) associated with (X̃, Ũ) we have

S̃(t) :=
∫ t

α
[X̃σ(s)]† B(s) [X̃†(s)]T ∆s

(4.6)
= (PM)† S(t) [(PM)†]T, t ∈ [α, ∞)T. (4.7)

Since the limit of S(t) as t→ ∞ exists and is equal to T† by Theorem 4.4(iii), then the limit

lim
t→∞

S̃(t)
(4.7)
= (PM)† T† [(PM)†]T

also exists. Therefore, by Theorem 4.4(ii) again (now applied to (X, U) := (X̃, Ũ)) the con-
joined basis (X̃, Ũ) is an antiprincipal solution of (S) at infinity.
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The following two theorems show that the relation “to be contained in” or “to contain” (in
Definition 3.11) preserves the property of being an antiprincipal solution of (S) at infinity. It
is a unification of [20, Theorem 5.7] in the continuous case and of [24, Proposition 4.6] in the
discrete case, see also [10, Proposition 6.127].

Theorem 4.6. Let (X, U) be an antiprincipal solution of (S) at infinity with respect to the interval
[α, ∞)T. Then every conjoined basis, which is contained in (X, U) on [α, ∞)T, is also an antiprincipal
solution of (S) at infinity with respect to the interval [α, ∞)T.

Proof. From the assumptions of the theorem we directly get d[α, ∞)T = d∞. Let (X∗, U∗)
be a conjoined basis of (S), which is contained in (X, U) on [α, ∞)T. The conjoined basis
(X∗, U∗) has constant kernel on [α, ∞)T and no focal points in (α, ∞) due to Proposition 3.12(i),
because (X, U) possess the same properties. Finally according to Proposition 3.12(ii) we get
that the S-matrices corresponding to (X, U) and (X∗, U∗) coincide, i.e., S(t) = S∗(t) on [α, ∞)T.
Therefore the limit T∗ := limt→∞ S†

∗(t) exists and equals to T. This yields that rank T∗ =

rank T = n− d∞, which proves that (X∗, U∗) is also an antiprincipal solution of (S) at infinity
with respect to the interval [α, ∞)T.

Theorem 4.7. Let (X, U) be an antiprincipal solution of (S) at infinity with respect to the interval
[α, ∞)T. Then every conjoined basis with constant kernel on [α, ∞)T and no focal points in (α, ∞),
which contains (X, U) on [α, ∞)T, is also an antiprincipal solution of (S) at infinity with respect to
the interval [α, ∞)T.

Proof. From the assumptions of the theorem we directly get d[α, ∞)T = d∞. Denote by (X∗, U∗)
the conjoined basis with constant kernel on [α, ∞)T and no focal points in (α, ∞), which
contains (X, U) on the interval [α, ∞)T. Then by Proposition 3.12(ii), applied to (X, U) :=
(X∗, U∗) and (X∗, U∗) := (X, U), we obtain the equality S∗(t) = S(t) on [α, ∞)T. This implies
that for the T-matrices corresponding to (X∗, U∗) and (X, U) the equality T∗ = T also holds.
Therefore, rank T∗ = rank T = n− d∞ holds and (X∗, U∗) is an antiprincipal solution of (S) at
infinity with respect to [α, ∞)T.

5 Existence of antiprincipal solutions at infinity

In this section we prove the existence of antiprincipal solutions at infinity for a nonoscilla-
tory system (S). We show the existence of such solutions (Theorem 5.3) for any rank in the
admissible range given by estimate (3.23) in Lemma 3.7. As a main tool for this construction
we derive (Theorem 5.2, through Theorem 5.1) a characterization of the T-matrices associated
with conjoined bases of a nonoscillatory system (S).

Our first result describes all minimal conjoined bases of (S) on some interval [α, ∞)T. It is
a generalization to arbitrary time scales of [20, Theorem 4.4 and Remark 4.5] for the continuous
case and of [24, Theorem 3.4] for the discrete case, see also [10, Theorem 6.106].

Theorem 5.1. Let (X, U) be a minimal conjoined basis of (S) on [α, ∞)T, let PS∞ and T defined by
(3.15) and (3.6), and assume that d[α, ∞)T = d∞. Then a solution (X̃, Ũ) is a minimal conjoined basis
on [α, ∞)T if and only if there exist matrices M, N ∈ Rn×n such that

X̃(α) = X(α) M, Ũ(α) = U(α) M + X†T(α) N, (5.1)

M is nonsingular, MT N = NT M, Im N ⊆ Im PS∞, (5.2)

NM−1 + T ≥ 0. (5.3)
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In this case the matrix T̃ in (3.6) corresponding to (X̃, Ũ) satisfies

T̃ = MTTM + MT N, rank T̃ = rank(NM−1 + T). (5.4)

Proof. Let (X, U) be the conjoined basis of (S) from the assumptions of the theorem, that is,
(X, U) has constant kernel on [α, ∞)T, no focal points in (α, ∞), and rank X(t) = n− d∞ on
[α, ∞)T. Assume first that (X̃, Ũ) is also a minimal conjoined basis of (S) on [α, ∞)T. Then
rank X̃(t) = n− d∞ = rank X(t) and from (3.36) in Proposition 3.18(i) we obtain

Im X̃(α) =
(
Λ0[α, ∞

)
T
)⊥ = Im X(α). (5.5)

Applying now Proposition 3.15, where we put (X, U) = (X1, U1) and (X̃, Ũ) = (X2, U2) on
[α, ∞)T, we get that there exist matrices M, N ∈ Rn×n such that

• M is nonsingular by Proposition 3.15(ii),

• MT N = NT M by Proposition 3.15(i),

• Im N ⊆ Im P = Im PS∞ by Proposition 3.15(iii) and Lemma 3.17.

This which proves the properties in (5.2). Moreover, the mutual representation between (X̃, Ũ)

and (X, U), which we use here, is provided by the relation(
X̃(t)
Ũ(t)

)
=

(
X(t) X̄(t)
U(t) Ū(t)

)(
M
N

)
, t ∈ [α, ∞)T, (5.6)

where (X̄, Ū) is the conjoined basis chosen according to Proposition 3.14. In particular,

X†(α) X̄(α) = 0 (5.7)

holds. Let R(t) and R̃(t) be the orthogonal projectors defined in (2.4), which are associated
respectively with (X, U) and (X̃, Ũ). Then from (5.5) we get R(α) = R̃(α). Now from (5.6)
for t = α we get that X̃(α) = X(α) M + X̄(α) N. Multiplying this equality by X†(α) from
the left, using (5.7), and R̃(α) X̃(α) = X̃(α) derived from the definition of the Moore–Penrose
pseudoinverse, we get that X̃(α) = X(α) M. Similarly, condition (5.6) for t = α gives that
Ũ(α) = U(α) M + Ū(α) N. Now using the information that (X, U) and (X̄, Ū) are normalized
we get Ū(α) XT(α)−U(α) X̄T(α) = I. Multiplying this equality by X†T(t) N from the right,
and using PN = PS∞N = N derived from the property Im N ⊆ Im P = Im PS∞, we get
Ū(α) N = X†T(α) N. This together with the previous part implies that (5.1) holds. Let T and
T̃ be, respectively, the matrices defined in (3.6) corresponding to the minimal conjoined bases
(X, U) and (X̃, Ũ) on [α, ∞)T. Then from Proposition 3.18(ii) and Remark 3.16 (where we put
(X1, U1) := (X, U), T1 := T and (X2, U2) := (X̃, Ũ), T2 := T̃ and consider t→ ∞) we obtain

T̃ = LT
1 TL1 + LT

1 N
(3.28)
= MTP TPM + MT N

(3.29)
= MTTM + MT N, (5.8)

This together with the existence of M−1 implies that

NM−1 + T = MT−1T̃M−1 ≥ 0, (5.9)

since T̃ ≥ 0 by Theorem 3.4. Therefore, condition (5.3) holds. From inequality (5.9) we then
conclude that rank T̃ = rank NM−1 + T, which together with (5.8) shows (5.4).
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Conversely, assume that (X̃, Ũ) is a solution of (S) and let M, N ∈ Rn×n be such that (5.1),
(5.2), and (5.3) hold. First we will show that (X̃, Ũ) is a conjoined basis of (S), i.e., we will
show that the solution (X̃, Ũ) satisfies the condition on the symmetry of X̃T(t) Ũ(t) and the
condition on rank(X̃T(t), ŨT(t))T = n at some point t ∈ [α, ∞)T. The symmetry of X̃T(t) Ũ(t)
can be seen by using (5.1), by the symmetry of MT N and XT(t)U(t) as a property of the
conjoined basis (X, U), and by the relation

MTX†(t) X(t) N = MTPN
(5.2)
= MT N, t ∈ [a, ∞)T. (5.10)

More precisely, we have

X̃T(α) Ũ(α)
(5.1)
= MTXT(α) [U(α) M + X†T(α) N]

(5.10)
= MTXT(α)U(α) M + MT N,

where the last matrix is symmetric for all t ∈ [a, ∞)T. The condition on the rank of the
matrix (X̃T(t), ŨT(t))T is also satisfied, since it follows again from (5.1) together with the fact
that rank(XT(t), UT(t))T = n on [α, ∞)T, and from the fact that the subspaces Im X(α) and
Im X†T(α) are equal. Thus, (X̃, Ũ) is a conjoined basis of (S). Next we will show that (X̃, Ũ) is
a minimal conjoined basis of (S) on [α, ∞)T. This means to prove, according to the definition,
that (X̃, Ũ) has constant kernel on [α, ∞)T, the rank of X̃(t) is equal to n− d∞ on [α, ∞)T, and
(X̃, Ũ) has no focal points in (α, ∞). Let S(t) be the matrix in (3.1) corresponding to (X, U) on
[α, ∞)T and let (X̃, Ũ) be expressed in terms of (X, U) as in Proposition 3.15 (where we put
(X1, U1) = (X, U) and (X2, U2) = (X̃, Ũ)). More precisely, (X̃, Ũ) is represented as(

X̃(t)
Ũ(t)

)
= Φ(t)

(
M
N

)
, Φ(t) :=

(
X(t) X̄(t)
U(t) Ū(t)

)
, t ∈ [α, ∞)T, (5.11)

that is, (X̄1, Ū1) := (X̄, Ū), M1 := M, and N1 := N in Proposition 3.15. We will show that
M = M and N = N by using the fact that the matrix Φ(t) is symplectic as a fundamental
matrix of (S). Thus, we can express its inverse as Φ−1(t) = −J ΦT(t)J and evaluate it in
(5.11) at t = α to get(

M
N

)
= Φ−1(α)

(
X̃(α)

Ũ(α)

)
=

(
ŪT(α) −X̄T(α)

−UT(α) XT(α)

)(
X̃(α)

Ũ(α)

)
. (5.12)

Using the fact that Wronskian of (X, U) and (X̃, Ũ) equals to the identity matrix and using
that (X̃, Ũ) now satisfies condition (5.1), equality (5.12) implies that

M = ŪT(α) X(α) M− X̄T(α) [U(α) M + X†T(α) N]

= [ŪT(α) X(α)− X̄T(α)U(α)] M− X̄T(α) X†T(α) N = M− [X†(α) X̄(α)]T N
(5.7)
= M.

Considering now the symmetry of XT(t)U(t) and the third condition in assumption (5.2) in
the form PS∞ N = N we get PN = PS∞ N = N, since (X, U) is a minimal conjoined basis of
(S) on [α, ∞)T. Therefore, from (5.12) we get

N = −UT(α) X(α) M + XT(α) [U(α) M + X†T(α) N]

= [XT(α)U(α)−UT(α) X(α)] M + XT(α) X†T(α) N = X†(α) X(α) N = PN = N.

From Remark 3.16 and equation (3.30) we then obtain

X̃(t) = X(t) [PS∞ M + S(t) N] = X(t) [PS∞ M + S(t) N], t ∈ [α, ∞)T. (5.13)
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Note that equation (5.13) is valid when the kernel of the first basis (X, U) is constant on
[α, ∞)T, which is now satisfied, and there is no requirement on the kernel of the second basis
(X̃, Ũ), analogically to discrete case, see [10, Remark 6.70(iii)]. Now we show that also (X̃, Ũ)

has constant kernel on [α, ∞)T. More precisely, we show that Ker X̃(t) = Ker(PS∞ M) on
[α, ∞)T in the following two steps.

(i) We show that Ker(PS∞ M) ⊆ Ker X̃(t) on [α, ∞)T. Let u ∈ Ker PS∞ M be given, i.e.,
PS∞ Mu = 0. Multiplying the last equality by X(t) [I + S(t) NM−1] from the left and
using

NM−1PS∞ = MT−1NTPS∞ = MT−1NT = NM−1

derived from (5.2), we get

X̃(t) u
(5.13)
= X(t) [PS∞ + S(t) N] u = X(t) [I + S(t) NM−1] PS∞ Mu = 0

for all t ∈ [α, ∞)T. Thus, u ∈ Ker X̃(t) on [α, ∞)T.

(ii) We show that Ker X̃(t) ⊆ Ker(PS∞ M) on [α, ∞)T. Let v ∈ Ker X̃(t) on [α, ∞)T and set
w := PS∞ Mv. Our aim now is to show that w = 0. By (5.13) we get

X(t) [w + S(t) NM−1w] = 0, t ∈ [α, ∞)T. (5.14)

Multiplying (5.14) by X†(t) from the left, using PS∞w = w derived from the properties
of any orthogonal projector, and from (3.17) we get

w = −S(t) NM−1w, t ∈ [α, ∞)T, (5.15)

which implies that

w ∈ Im S(t)
(3.35)
= Im X†(t) = Im P

(3.33)
= Im PS∞, t ∈ [α, ∞)T, (5.16)

where we used that (X, U) is a minimal conjoined basis of (S) on [α, ∞)T. Moreover,
from w = PS∞w and the above derived results we obtain for t ∈ [α, ∞)T

wTS†(t)w
(5.15)
= −wTS†(t) S(t) NM−1w = −wTPS∞ NM−1PS∞w.

Considering (5.3), which can be rewritten as −NM−1 ≤ T, we get

wTS†(t)w = −wTPS∞ NM−1PS∞w ≤ wTPS∞ TPS∞w
(3.18)
= wT Tw

for t ∈ [α, ∞)T, which implies that

wT[S†(t)− T]w ≤ 0, t ∈ [α, ∞)T.

But according to Proposition 3.9 the inequality S†(t) ≥ T ≥ 0 holds for large t, so that
w ∈ Ker [S†(t)− T] for large t. But since Im S(t) = Im PS∞ = Im P for t ∈ (α, ∞)T and
(3.18) holds, we derive by using Proposition 3.10 the equality of kernels

Ker [S†(t)− T] = Ker [S(t) S†(t)− S(t) T] = Ker [P∞ − S(t) T]
(3.26)
= Ker PS∞

on (α, ∞)T, which implies that w ∈ Ker PS∞. This together with w ∈ Im PS∞ from (5.16)
implies that w = 0. Thus, PS∞ Mv = 0, which proves that v ∈ Ker(PS∞ M).
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The proof of the equality Ker X̃(t) = Ker(PS∞ M) on [α, ∞)T is now complete. It follows that

rank X̃(t) = rank(PS∞ M) = rank PS∞ = n− d∞, t ∈ [α, ∞)T.

Thus, the conjoined basis (X̃, Ũ) has constant kernel on [α, ∞)T and the lowest possible rank
n− d∞ on [α, ∞)T. It remains to prove that (X̃, Ũ) has no focal points in the interval (α, ∞).
Since P = PS∞ and d[α, ∞)T = d∞, we have Im S(t) ≡ Im PS∞ on the interval (a, ∞)T. Recall
that S(α) = 0. Since Ker X̃(t) is constant on [α, ∞)T, the matrix

S̃(t) :=
∫ t

α
[X̃σ(s)]† B(s) [X̃†(s)]T ∆s, t ∈ [α, ∞)T, (5.17)

is symmetric and, by (3.32) in Remark 3.16, the formula

S̃(t) = [PM + S(t) N]†S(t) MT−1P̃, t ∈ [α, ∞)T,

holds. Then, by (3.37) in Proposition 3.18(ii), the pseudoinverse of S̃(t) has the form

S̃†(t) = MTS†(t) M + MT N, t ∈ (α, ∞)T. (5.18)

Note that if the point α is right-scattered, then formula (5.18) holds for t ∈ [σ(α), ∞)T only.
Since by Proposition 3.9 the matrix function S†(t) is nonincreasing on (α, ∞)T, it follows
from (5.18) that the matrix function S̃†(t) is nonincreasing on (α, ∞)T as well and hence, by
Remark 2.1(v), the the matrix function S̃(t) is nondecreasing on (α, ∞)T. Moreover,

S̃†(t)
(5.18)
= MTS†(t) M + MT N

(3.24)
≥ MTTM + MT N

(5.3)
≥ 0, t ∈ (α, ∞)T.

Therefore, in view of Remark 2.1(vi) we also have

S̃(t) ≥ 0, t ∈ (α, ∞)T. (5.19)

From the already established monotonicity of S̃(t) on (α, ∞)T it now follows that S̃∆(t) ≥ 0
on (α, ∞)T. Then with the aid of Proposition 3.6(ii) (applied to (X, U) := (X̃, Ũ)) we get

X̃(t) [X̃σ(t)]† B(t) = X̃(t) [X̃σ(t)]† B(t) R̃(t) = X̃(t) [X̃σ(t)]† B(t) [X̃†(t)]TX̃T(t)
(5.17)
= X̃(t) S̃∆(t) X̃T(t) ≥ 0, t ∈ (α, ∞)T. (5.20)

This shows that the conjoined basis (X̃, Ũ) has no focal points in the interval (α, ∞) if the point
α is right-dense, and no focal points in the interval (σ(α), ∞) if the point α is right-scattered.
However, in the latter situation (that is, for σ(α) > α) we know by property (5.19) at t = σ(α)

that S̃σ(α) ≥ 0, so that in this case

S̃∆(α) = [S̃σ(α)− S̃(α)]/µ(α)
(5.17)
= S̃σ(α)/µ(α) ≥ 0.

As in (5.20) we then conclude that (X̃, Ũ) has no focal points in the interval (α, σ(α)] when α

is right-scattered. This proves that (X̃, Ũ) has no focal points in the interval (α, ∞) and hence,
it is a minimal conjoined basis of (S) on [α, ∞)T. The proof is complete.

The next theorem serves as a criterion for the classification of all T-matrices, which cor-
respond to conjoined bases of (S) with constant kernel on some interval [α, ∞)T and no focal
points in (α, ∞). It is a unification of the continuous and discrete cases in [20, Theorem 4.9
and Corollary 4.11] and [24, Theorem 3.5], see also [10, Theorem 6.107 and Remark 6.108].
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Theorem 5.2. Assume that (S) is nonoscillatory. Then D ∈ Rn×n is a T-matrix of some conjoined
basis (X, U) of (S) with constant kernel on [α, ∞)T and no focal points in (α, ∞) and with d[α, ∞)T =

d∞ if and only if
the matrix D is symmetric, D ≥ 0, and rank D ≤ n− d∞. (5.21)

Moreover, (X, U) can be chosen to be a minimal conjoined basis of (S) on [α, ∞)T.

Proof. First we prove that the result holds for minimal conjoined bases of (S) on [α, ∞)T. Let D
be a T-matrix of a minimal conjoined basis (X, U) on an interval [α, ∞)T with d[α, ∞)T = d∞.
Then according to Theorem 3.4 the matrix D is symmetric and D ≥ 0. Note that by equation
(3.21) in Lemma 3.7 we have rank P = rank PS∞ = n− d∞. The inclusion in (3.18) implies that
rank D ≤ n− d∞.

Conversely, assume that D is a symmetric matrix with D ≥ 0 and rank D ≤ n− d∞. We
will show through Theorem 5.1 that D is the T-matrix of some minimal conjoined basis of (S)
on some interval [α, ∞)T satisfying d[α, ∞)T = d∞. First, we show that there exists a minimal
conjoined basis (Xmin, Umin) of (S) on [α, ∞)T. Then, using this conjoined basis, we will con-
struct another one denoted by (X̃, Ũ) (via Theorem 5.1), such that its associated matrix T̃ is
equal to D. Since we assume that system (S) is nonoscillatory, then every conjoined basis of (S)
is nonoscillatory and by Proposition 3.13 (with r := n− d∞) there exists a minimal conjoined
basis (Xmin, Umin) of (S) on [α, ∞)T. Then by Proposition 3.18(i) condition d[α, ∞)T = d∞

holds. The assumption rank D ≤ n− d∞ guarantees that there exists an orthogonal projector
Q with rank Q = n− d∞ such that

Im D ⊆ Im Q. (5.22)

Then by Lemma 3.7 condition (3.21) holds, i.e., rank PS∞ = n− d∞ = rank Q. Moreover, by
Proposition 2.2 (where we put P∗ := 0) there exists an invertible matrix E ∈ Rn×n satisfying
Im EPS∞ = Im Q, i.e., Im PS∞ = Im E−1Q. In particular, the equality PS∞ E−1Q = E−1Q holds.
Define the matrices M, N ∈ Rn×n by

M := ET, N := E−1D− TET, (5.23)

where T is the matrix in (3.6) corresponding to (Xmin, Umin). We will show that the matrices
M and N satisfy conditions (5.2) and (5.3) from Theorem 5.1, i.e., the following four properties
of matrices M and N hold:

(i) The matrix M is invertible. This follows from the definition of M in (5.23).

(ii) The matrix MT N is symmetric. This follows from the symmetry of D and T and from
the calculation MT N = E(E−1D− TET) = D− E TET.

(iii) The inclusion Im N ⊆ Im PS∞ holds, since

N = E−1D− TET (5.22)
= E−1QD− TET = PS∞ E−1QD− TET

(3.18)
= PS∞E−1QD− PS∞ TET = PS∞(E−1QD− TET) = PS∞N.

(iv) The matrix NM−1 + T is positive semidefinite, since D ≥ 0 and

NM−1 + T = (E−1D− TET) ET−1 + T = E−1DET−1 ≥ 0.
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Consider now the conjoined basis (X̃, Ũ) of (S) on [a, ∞)T with the initial conditions at the
point α given by (5.1), where matrices M and N are given in (5.23) above. Then by Theorem 5.1
the solution (X̃, Ũ) is a minimal conjoined basis of (S) on [α, ∞)T and, moreover, its associated
T̃ satisfies (5.4). This yields that

T̃
(5.4)
= MTTM + MT N

(5.23)
= E TET + E(E−1D− TET) = D.

Therefore, we showed that the matrix D is the T-matrix of the minimal conjoined basis (X̃, Ũ)

on [α, ∞)T.
The general statement of the theorem now follows from Proposition 3.12(ii). Let (X, U)

be a conjoined basis of (S) with constant constant kernel on [α, ∞)T and no focal points in
(α, ∞) and with d[α, ∞)T = d∞. Let (X∗, U∗) be a minimal conjoined basis on [α, ∞)T, which
is contained in (X, U) on [α, ∞)T. Note that such a minimal conjoined basis always exists
by [22, Theorem 4.3] (with the choice P∗ := PS∞). Then by the first part of the proof the
matrix D := T∗ in (3.6) associated with (X∗, U∗) satisfies the conditions in (5.21). But by
Proposition 3.12(ii) the matrices S∗(t) and S(t) coincide on the interval [α, ∞)T, so that T∗ = T
and hence, the matrix T satisfies (5.21) as well.

Next we derive the existence of antiprincipal solutions at infinity with any admissible rank
r for a nonoscillatory system (S), see the continuous case in [20, Theorem 5.8] and the discrete
case in [24, Theorem 4.7] or in [10, Theorem 6.128]. It can also be viewed as a counterpart of
[22, Theorem 6.8] regarding the principal solutions of (S) at infinity. The most important part
consists of the existence of a minimal antiprincipal solution of (S) at infinity. This property
will also be used later in Section 6 in the applications of antiprincipal solutions at infinity.

Theorem 5.3. Assume that system (S) is nonoscillatory. Then there exists a minimal antiprincipal
solution of (S) at infinity. Moreover, in this case for any integer r between n− d∞ and n there exists
an antiprincipal solution (X, U) of (S) at infinity with the rank of X(t) equal to r for large t.

Proof. Assume that system (S) is nonoscillatory and let D ∈ Rn×n be an arbitrary symmetric
and positive semidefinite matrix with rank D = n − d∞. Let α ∈ [a, ∞)T be large enough
so that d[α, ∞)T = d∞ holds. According to Theorem 5.2, there exists a minimal conjoined
basis (Xmin, Umin) on [α, ∞)T such that its corresponding matrix T is equal to D. By Defini-
tion 4.1, this conjoined basis is an antiprincipal solution of (S) at infinity with respect to the
interval [α, ∞)T, since rank T = rank D = n− d∞ due to above choice of D. In addition, since
rank Xmin(t) = n− d∞ on [α, ∞)T, we get that (Xmin, Umin) is a minimal antiprincipal solution
of (S) at infinity, which proves the first part of the theorem. Furthermore, choose any integer
r between n − d∞ and n. Then by Proposition 3.13, using the already established existence
of (Xmin, Umin), there exists a conjoined basis (X, U) of (S) with rank X(t) = r on [α, ∞)T,
which contains (Xmin, Umin) on [α, ∞)T. Then by Theorem 4.7 we know that the conjoined
basis (X, U) is also an antiprincipal solution of (S), having also the desired rank r.

Remark 5.4. On special time scales T, which consist of disjoint closed intervals and/or iso-
lated points, see [22, Section 7] and [28, Section 6], the converse statement in Theorem 5.3 also
holds. That is, on such special time scales the existence of an antiprincipal solution at infinity
implies the nonoscillation of system (S).
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6 Applications of antiprincipal solutions at infinity

In this section we derive further properties of principal and antiprincipal solutions of system
(S) at infinity. First we recall the definition and basic properties of principal solutions of (S) at
infinity, which are a natural counterpart to antiprincipal solutions at infinity, when comparing
the rank of their associated T-matrices.

According to [22, Definition 6.1], a conjoined basis (X̂, Û) of (S) is a principal solution
at infinity, if there exists α ∈ [a, ∞)T such that (X̂, Û) has constant kernel on [α, ∞)T and
no focal points in (α, ∞) and its associated matrix T̂ defined in (3.6) through X̂(t) satisfies
T̂ = 0. If rank X̂(t) = n − d∞ or rank X̂(t) = n on [α, ∞)T, then (X̂, Û) is called a minimal
principal solution at infinity or a maximal principal solution at infinity, respectively. According to
[22, Theorem 6.6], if system (S) is nonoscillatory, then the minimal principal solution exists and
is unique up to a constant right invertible multiple. Complying with the previous notation,
we will denote this (unique) minimal principal solution of (S) at infinity by (X̂min, Ûmin). The
result of [22, Theorem 6.9] then shows that the minimality property of the rank of X̂min(t) on
[α, ∞)T and the uniqueness property of (X̂min, Ûmin) are in fact equivalent conditions.

The following result shows a construction of the minimal principal solution of (S) at in-
finity from an arbitrary minimal conjoined basis of (S). This construction is used in the proof
of [22, Theorem 6.6] in order to establish the uniqueness of the minimal principal solution at
infinity. For our future reference we present it as a separate statement.

Theorem 6.1. Assume that system (S) is nonoscillatory. Suppose that α ∈ [a, ∞)T is such that
d[α, ∞) = d∞ and there exists a conjoined basis of (S) with constant kernel on [α, ∞)T and no focal
points in (α, ∞). Then a solution (X̂, Û) of (S) is a minimal principal solution at infinity if and only if(

X̂(t)
Û(t)

)
=

(
X(t)
U(t)

)
−
(

X̄(t)
Ū(t)

)
T, t ∈ [α, ∞)T, (6.1)

for some minimal conjoined basis (X, U) of (S) on [α, ∞)T, where (X̄, Ū) is the conjoined basis of (S)
from Proposition 3.14 associated with (X, U) and T is the matrix defined in (3.6).

Proof. Let α ∈ [a, ∞)T be as in the statement. If (X̂, Û) is a minimal principal solution of (S) at
infinity with respect to the interval [α, ∞)T, then the corresponding matrix T̂ in (3.6) satisfies
T̂ = 0 and (X̂, Û) is a minimal conjoined basis on [α, ∞)T. Formula (6.1) then holds with
(X, U) := (X̂, Û). Conversely, if (X, U) is a minimal conjoined basis of (S) on [α, ∞)T and
define the solution (X̂, Û) of (S) by (6.1). Then in the proof of [22, Theorem 6.6] it is shown
that (X̂, Û) is a minimal conjoined basis on [α, ∞)T. Moreover, by (3.37) in Proposition 3.18(ii)
(with (X1, U1) := (X, U), (X2, U2) := (X̂, Û), L1 := X†(α) X̂(α) = P, and N1 := −T) its
associated matrix Ŝ(t) in (3.1) satisfies

Ŝ†(t) = S†(t)− T, t ∈ [α, ∞)T. (6.2)

Taking the limit for t → ∞ in (6.2) and using that S†(t) → T for t → ∞ we obtain that
Ŝ†(t) → T̂ = 0 for t → ∞, i.e., (X̂, Û) is a minimal principal solution of (S) at infinity with
respect to the interval [α, ∞)T.

Remark 6.2. In [22, Theorem 6.7] it is shown that the minimal principal solution (X̂min, Ûmin)

of (S) at infinity can be determined from an arbitrary minimal conjoined basis (X, U) of (S)
on the interval [α, ∞)T by the initial conditions

X̂min(α) = X(α), Ûmin(α) = U(α)− [X†(α)]T T,
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In the following considerations we will use an estimate for the maximal interval, on which
the minimal principal solution (X̂min, Ûmin) at infinity has constant kernel and no focal points.
Thus, we define the point α̂min ∈ [α, ∞)T as

α̂min :=

{
inf α ∈ [a, ∞)T, (X̂min, Ûmin) has constant kernel on [α, ∞)T

and no focal points in (α, ∞)

}
. (6.3)

Moreover, by estimate (3.23) and by rank X̂min(t) = n− d∞ on [α, ∞)T we obtain

d[α̂min, ∞)T = d∞ = d[α, ∞)T for every α ∈ [α̂min, ∞)T. (6.4)

In the next theorem we use minimal antiprincipal solutions of (S) at infinity for a charac-
terization of all antiprincipal solutions of (S) at infinity through the relation being contained.
It is a unification of the continuous case in [20, Theorem 5.11] and the discrete case in [24, The-
orem 4.11(ii)], see also [10, Theorem 6.131(ii)].

Theorem 6.3. Assume that system (S) is nonoscillatory, let α̂min ∈ [a, ∞)T be defined in (6.3). Then
a solution (X, U) of (S) is an antiprincipal solution at infinity if and only if (X, U) is a conjoined
basis of (S), which contains some minimal antiprincipal solution of (S) at infinity on [α, ∞)T for some
α ∈ [α̂min, ∞)T.

Proof. Let (X̂min, Ûmin) be the minimal principal solution of (S) at infinity. Then condition
(6.4) holds. Let (X, U) be an antiprincipal solution of (S) at infinity with respect to the interval
[α, ∞)T. Due to Theorem 4.3 we may assume that α ∈ [α̂min, ∞)T. By Proposition 3.13, there ex-
ists a conjoined basis (Xmin, Umin) of (S) with constant kernel on [α, ∞)T and no focal points in
(α, ∞) and, moreover, with rank Xmin = n− d∞ on [α, ∞)T such that (Xmin, Umin) is contained
in (X, U). From Theorem 4.7 it then follows that (Xmin, Umin) is also an antiprincipal solution
of (S) at infinity. Conversely, let (X, U) be a conjoined basis of (S), which contains some min-
imal antiprincipal solution (Xmin, Umin) of (S) at infinity on [α, ∞)T for some α ∈ [α̂min, ∞)T.
Then by Definition 4.1 (applied to (Xmin, Umin)) we know that d[α, ∞)T = d∞. Therefore, by
Theorem 4.6 we conclude that (X, U) is also an antiprincipal solution of (S) at infinity with
respect to the interval [α, ∞)T.

The following result shows that principal solutions at finite points α for sufficiently large
α ∈ [a, ∞)T are examples of minimal antiprincipal solutions of (S) at infinity. It is a unification
of the continuous case in [18, Proposition 5.15] and the discrete case in [24, Theorem 5.10],
see also [10, Theorem 6.143]. We recall from Lemma 3.7 that the principal solution of (S) at
the point α ∈ [a, ∞)T, denoted by (X̂[α], Û[α]), is the solution of (S) with the initial conditions
X̂[α](α) = 0 and Û[α](α) = I.

Theorem 6.4. Assume that system (S) is nonoscillatory. Let the point α̂min be defined in (6.3). Then
for every α ∈ [α̂min, ∞)T the principal solution (X̂[α], Û[α]) is a minimal antiprincipal solution of (S)
at infinity.

Proof. From [22, Theorem 6.6] we know that when system (S) is nonoscillatory, then there
exists the minimal principal solution (X̂min, Ûmin) of (S) at infinity, which we denote for sim-
plicity by (X, U) := (X̂min, Ûmin) in this proof. Consider its associated matrices P, PS∞, S(t),
and T defined in (2.6), (3.15), (3.1), and (3.6). Choose a point β ∈ [α̂min, ∞)T such that Im S(t)
is constant on [β, ∞)T. Then from (3.20) and (3.19) in Lemma 3.7 we get

rank X[α](t) = rank S(t) = rank PS∞
(3.33)
= rank P = rank X(t) = n− d∞, t ∈ [β, ∞)T,
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so that (X̂[α], Û[α]) is a minimal conjoined basis on [β, ∞)T, and

X̂[α](t) = X(t) S(t) XT(α) t ∈ [β, ∞)T.

By checking the four properties in (2.1) of the Moore–Penrose pseudoinverse it follows that

[X̂[α](t)]† = [X†(α)]TS†(t) X†(t), t ∈ [β, ∞)T. (6.5)

Since the image of S(t) is constant on [β, ∞)T, hence the kernel of S(t) is constant on [β, ∞)T,
it follows by formula (2.3) in Remark 2.1(viii) that

[S†(t)]∆S(t) = −[Sσ(t)]†S∆(t), t ∈ [β, ∞)T. (6.6)

Multiplying this equation by the matrix S†(t) from the right and using the definition of the
constant orthogonal projector PS∞ in (3.15) we obtain

[S†(t)]∆ = [S†(t) PS∞]
∆ = [S†(t)]∆ PS∞

(3.15)
= [S†(t)]∆S(t) S†(t)

(6.6)
= −[Sσ(t)]† S∆(t) S†(t), t ∈ [β, ∞)T. (6.7)

Consider now the matrix Ŝ[α]
β (t) in (3.1) associated with the principal solution (X̂[α], Û[α]) on

the interval [β, ∞)T, namely,

Ŝ[α]
β (t) :=

∫ t

β
[X̂[α](s)]σ †B(s) [X̂[α](s)]† T ∆s, t ∈ [β, ∞)T. (6.8)

Then by using (6.5), (6.7), and (6.8) we obtain for t ∈ [β, ∞)T

Ŝ[α]
β (t)

(6.5)
=
∫ t

β
[X†(α)]T [S†(s)]σ [X†(s)]σB(s) [X†(s)]TS†(s) X†(α)∆s,

= [X†(α)]T
( ∫ t

β
[S†(s)]σ S∆(s) S†(s)∆s

)
X†(α),

(6.7)
= −[X†(α)]T

( ∫ t

β
[S†(s)]∆ ∆s

)
X†(α) = [X†(α)]T [S†(β)− S†(t)] X†(α). (6.9)

Now using the fact that (X, U) is the principal solution of (S) at infinity (i.e., T = 0), we get
from (6.9) that the limit of Ŝ[α]

β (t) as t→ ∞ exists and

lim
t→∞

Ŝ[α]
β (t) = [X†(α)]T [S†(β)− T] X†(α) = [X†(α)]TS†(β) X†(α).

This implies through Theorem 4.4(ii) that (X̂[α], Û[α]) is an antiprincipal solution of (S) at
infinity. Since we have already proved that (X̂[α], Û[α]) is a minimal conjoined basis on [β, ∞)T,
it follows that (X̂[α], Û[α]) is a minimal antiprincipal solution of (S) at infinity.

In the following result we present another example of antiprincipal solutions of (S) at
infinity. It is a unification of the continuous case in [23, Proposition 1] and the discrete case in
[24, Proposition 7.5], see also [10, Proposition 6.155].

Theorem 6.5. Assume that system (S) is nonoscillatory and let (X, U) be a minimal conjoined basis
of (S) on an interval [α, ∞)T satisfying d[α, ∞)T = d∞. Then the associated conjoined basis (X̄, Ū)

from Proposition 3.14 is a maximal antiprincipal solution of (S) at infinity.
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Proof. Let the conjoined bases (X, U) and (X̄, Ū) be as in the assumptions of the theorem.
Let P, S(t), PS∞ be the matrices in (2.6), (3.1), (3.15) corresponding to (X, U). Since (X, U)

is a minimal conjoined basis of (S) on [α, ∞)T, we have P = PS∞ by Lemma 3.17. Moreover,
d[α, ∞)T = d∞ it follows that Im S(t) ≡ Im PS∞ on (α, ∞)T. Therefore, by Proposition 3.14(v)
we then derive for all t ∈ (α, ∞)T that

Ker X̄(t) = Im P ∩Ker S(t) = Im PS∞ ∩ [ Im S(t)]⊥ ≡ Im PS∞ ∩ ( Im PS∞)
⊥ = {0}.

This shows that the matrix X̄(t) is invertible on (α, ∞)T, in particular its kernel is constant on
(α, ∞)T. Fix any β ∈ (α, ∞)T. We will show that (X̄, Ū) has no focal points in the interval
(β, ∞). Recall that the matrix S†(t) is nonincreasing on [β, ∞)T and that, by Remark 2.1(viii)
or by (6.7),

− [Sσ(t)]† S∆(t) S†(t) = [S†(t)]∆ ≤ 0, t ∈ [β, ∞)T. (6.10)

Moreover, by Proposition 3.14(viii) we obtain for t ∈ [β, ∞)T the equality

S†(t) X†(t) = X̄−1(t) X(t) PS∞ X†(t) = X̄−1(t) X(t) PX†(t) = X̄−1(t) R(t). (6.11)

Then by Proposition 3.6(ii) and by (6.11) with (6.10) we deduce that

[X̄σ(t)]−1B(t) X̄T−1(t) = [X̄σ(t)]−1Rσ(t)B(t) R(t) X̄T−1(t)
(6.11)
= [S†(t)]σ [X†(t)]σ B(t) [X†(t)]TS†(t) = [S†(t)]σS∆(t) S†(t)

(6.10)
= −[S†(t)]∆ ≥ 0, t ∈ [β, ∞)T, (6.12)

and consequently

X̄(t) [X̄σ(t)]−1B(t) = X̄(t) [X̄σ(t)]−1B(t) X̄T−1(t) X̄T(t)
(6.12)
≥ 0, t ∈ [β, ∞)T.

This proves that (X̄, Ū) has no focal points in the interval (β, ∞) and hence, it is a maximal
conjoined basis on [β, ∞)T. It remains to show that (X̄, Ū) is an antiprincipal solution of (S)
at infinity. According to (3.1), we define the associated matrix S̄(t) by

S̄(t) :=
∫ t

β
[X̄σ(s)]−1B(s) X̄T−1(s)∆s, t ∈ [β, ∞)T. (6.13)

Then by using (6.12) in (6.13) we get

S̄(t)
(6.12)
= −

∫ t

β
[S†(t)]∆ ∆s = S†(β)− S†(t), t ∈ [β, ∞)T. (6.14)

This implies that the limit

lim
t→∞

S̄(t)
(6.14)
= lim

t→∞
[S†(β)− S†(t)] = S†(β)− T

exists. By Theorem 4.4(ii) (applied to (X, U) := (X̄, Ū)) it then follows that the conjoined basis
(X̄, Ū) is an antiprincipal solution of (S) at infinity. The proof is complete.

In our next result we utilize antiprincipal solutions of (S) at infinity in the Reid construction
of the minimal principal solution (X̂min, Ûmin) of (S) at infinity. It is a unification of the
continuous case in [23, Theorem 1] and the discrete case in [24, Theorem 7.3], see also [10,
Theorem 6.153].
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Theorem 6.6. Assume that system (S) is nonoscillatory. Let (X, U) be a minimal conjoined basis of
(S) on an interval [α, ∞)T satisfying d[α, ∞)T = d∞ and let β ∈ [α, ∞)T be such that the associated
conjoined basis (X̄, Ū) from Proposition 3.14 is a maximal antiprincipal solution of (S) at infinity with
respect to the interval [β, ∞)T. Then for all τ ∈ [β, ∞)T the solutions (Xτ, Uτ) of (S) given by the
initial conditions

Xτ(τ) = 0 and Uτ(τ) = −[X̄−1(τ)]T (6.15)

are conjoined bases of (S) satisfying(
X̂min(t), Ûmin(t)

)
= lim

τ→∞

(
Xτ(t), Uτ(t)

)
, t ∈ [a, ∞)T. (6.16)

Proof. Let P, PS∞, S(t), and T be the matrices in (2.6), (3.15), (3.1), and (3.6) associated with
(X, U). Then P = PS∞ by Lemma 3.17 and by Proposition 3.14(viii) we get

S†(t) = X̄−1(t) X(t) PS∞ = X̄−1(t) X(t) P = X̄−1(t) X(t), t ∈ [β, ∞)T. (6.17)

Fixed a point τ ∈ [β, ∞)T. From (6.16) it follows that the solution (Xτ, Uτ) is a conjoined basis
of (S). Let us represent (Xτ, Uτ) in terms of (X, U) by using Proposition 3.15, i.e.,(

Xτ(t)
Uτ(t)

)
= Z(t)

(
Mτ

Nτ

)
, Z(t) :=

(
X(t) X̄(t)
U(t) Ū(t)

)
, t ∈ [a, ∞)T, (6.18)

where the matrix Z(t) is symplectic, i.e., Z−1(t) = −J ZT(t)J . Then the matrix −Mτ is the
Wronskian of (X̄, Ū) and (Xτ, Uτ), and the matrix Nτ is the Wronskian of (X, U) and (Xτ, Uτ).
Evaluating these Wronskians at the point τ we obtain

Mτ = −[X̄T(τ)Uτ(τ)− ŪT(τ) Xτ(τ)]
(6.15)
= I,

Nτ = XT(τ)Uτ(τ)−UT(τ) Xτ(τ)
(6.15)
= −XT(τ) [X̄−1(τ)]T

(6.17)
= −[S†(τ)]T = −S†(τ).

This shows that the limits of Mτ and Nτ for τ → ∞ exist and

lim
τ→∞

Mτ = I, lim
τ→∞

Nτ = − lim
τ→∞

S†(τ) = −T. (6.19)

Therefore, the limit of (Xτ, Uτ) for τ → ∞ also exists and by (6.18) it is equal to the solution(
X̂(t)
Û(t)

)
:= lim

τ→∞

(
Xτ(t)
Uτ(t)

)
(6.18)
= lim

τ→∞
Z(t)

(
Mτ

Nτ

)
(6.19)
= Z(t)

(
I
−T

)
, t ∈ [a, ∞)T. (6.20)

In fact, since rank(I,−T)T = n and the matrix T is symmetric, the solution (X̂, Û) defined in
(6.20) is a conjoined basis of (S). By Theorem 6.1 we then conclude that (X̂, Û) is the minimal
principal solution of (S) at infinity, i.e., (X̂, Û) = (X̂min, Ûmin).

The following three comments complement the construction of (X̂min, Ûmin) in Theo-
rem 6.6.

Remark 6.7. The initial conditions in (6.15) show that the conjoined basis (Xτ, Uτ) is a constant
nonsingular multiple of the principal solution (X̂[τ], Û[τ]) of (S) at the point τ, namely

(Xτ, Uτ) =
(
X̂[τ]M, Û[τ]M

)
, M := −X̄T(τ).

Then, in view of Theorem 6.4 and Proposition 4.5, we may conclude that for all τ ∈ [a, ∞)T

with τ ≥ max{α̂min, β} the conjoined bases (Xτ, Uτ) in Theorem 6.6 are minimal antiprincipal
solutions of (S) at infinity.
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Remark 6.8. The limit formula for (X̂, Û) in (6.20) shows, how this construction depend on
the chosen initial conditions of (Xτ, Uτ) in (6.15). More precisely, let us consider instead of
(6.15) the initial conditions Xτ(τ) = 0 and Uτ(τ) = Kτ, where Kτ are invertible matrices for
all τ ∈ [β, ∞)T. Then the matrices Mτ and Nτ from the representation in (6.18) satisfy

Mτ = −X̄T(τ)Kτ, Nτ = XT(τ)Kτ
(6.17)
= S†(τ) X̄T(τ)Kτ,

where we used the fact that the matrix X̄(τ) is invertible. This shows that for t ∈ [a, ∞)T the
limit of (Xτ(t), Uτ(t)) as τ → ∞ exists if and only the limit

M∞ := lim
τ→∞

X̄T(τ)Kτ

exists, and in this case the limiting solution (X̂, Û) in (6.20) is equal to (X̂min M∞, Ûmin M∞).

Remark 6.9. The construction in Theorem 6.6 does not depend on the chosen minimal con-
joined basis (X, U) on [α, ∞)T. More precisely, suppose that we start with another minimal
conjoined basis (X∗, U∗) of (S) on [α, ∞)T and denote by (X̄∗, Ū∗) its associated conjoined basis
from Proposition 3.14. Let us we represent (X∗, U∗) in terms of (X, U) and (X̄, Ū) as(

X∗(t)
U∗(t)

)
= Z(t)

(
M
N

)
, t ∈ [a, ∞)T,

where the fundamental matrix Z(t) is given in (6.18) and the matrix M is invertible (see
Proposition 3.15 with (X2, U2) := (X∗, U∗), (X1, U1) := (X, U), and M1 := M). Then by using
Lemma 3.19 we have X̄∗(t) = X̄(t) MT−1 on [α, ∞)T. Similarly to (6.15) we now consider for
τ ∈ [β, ∞)T the conjoined bases (X∗τ, U∗τ) given by the initial conditions

X∗τ(τ) = 0 and U∗τ(τ) = −[X̄−1
∗ (τ)]T = −[X̄−1(τ)]T M.

Then (X∗τ, U∗τ) = (Xτ M, Uτ M) on [a, ∞)T and we derive that

lim
τ→∞

(
X∗τ(t), U∗τ(t)

)
= lim

τ→∞

(
Xτ(t) M, Uτ(t) M

)
=
(
X̂min(t) M, Ûmin(t) M

)
, t ∈ [a, ∞)T,

i.e., this modified construction leads to a constant nonsingular multiple of the minimal prin-
cipal solution (X̂min, Ûmin) of (S) at infinity given in (6.16).

7 Concluding remarks

In this paper we developed the theory of antiprincipal solutions at infinity for nonoscillatory
symplectic dynamic systems on time scales. The motivation for this study comes from the the-
ory of principal solutions at infinity for these systems, and from the corresponding theory of
antiprincipal or dominant solutions at infinity, which exists in the continuous or discrete time
setting. Our main results include in particular a characterization of antiprincipal solutions of
(S) at infinity in terms of the limit of its associated S-matrix (Theorem 4.4), a characterization
of minimal conjoined bases of (S) on a given interval [α, ∞)T in terms of the initial conditions
at α (Theorem 5.1), the existence of antiprincipal solutions of (S) at infinity (Theorem 5.3),
and several additional properties or applications of antiprincipal solutions of (S) at infinity
(presented in Theorems 6.4, 6.5, and 6.6).

Note that, unlike in the continuous or discrete cases, the existence of a nonoscillatory
conjoined basis of (S) does not (so far) imply the nonoscillation of system (S) on arbitrary time
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scale T, see Remark 5.4. The reason is a nonexisting pointwise definition of the multiplicity
of a focal point for general time scales. We believe that this problem might be solved by using
the comparative index theory, see [12] or [10, Chapter 3], in combination with the theory of
principal and antiprincipal solutions of symplectic systems on time scales. This is a work in
progress.
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