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Multiple space-time scale analysis for interacting

branching models

Donald A. Dawson Andreas Greven

Abstract

We study a class of systems of countably many linearly interacting diffusions whose
components take values in [0,∞) and which in particular includes the case of inter-
acting (via migration) systems of Feller’s continuous state branching diffusions. The
components are labelled by a hierarchical group. The longterm behaviour of this system
is analysed by considering space-time renormalised systems in a combination of slow
and fast time scales and in the limit as an interaction parameter goes to infinity. This
leads to a new perspective on the large scale behaviour (in space and time) of critical
branching systems in both the persistent and non-persistent cases and including that
of the associated historical process. Furthermore we obtain an example for a rigorous
renormalization analysis.

The qualitative behaviour of the system is characterised by the so-called interaction
chain, a discrete time Markov chain on [0,∞) which we construct. The transition
mechanism of this chain is given in terms of the orbit of a certain nonlinear integral
operator. Universality classes of the longterm behaviour of these interacting systems
correspond to the structure of the entrance laws of the interaction chain which in turn
correspond to domains of attraction of special orbits of the nonlinear operator. There
are two possible regimes depending on the interaction strength. We therefore continue
in two steps with a finer analysis of the longtime behaviour. The first step focuses on
the analysis of the growth of regions of extinction and the complementary regions of
growth in the case of weak interaction and as time tends to infinity. Here we exhibit a
rich structure for the spatial shape of the regions of growth which depend on the finer
structure of the interaction but are universal in a large class of diffusion coefficients.
This sheds new light on branching processes on the lattice. In a second step we study
the family structure of branching systems in equilibrium in the case of strong interaction
and construct the historical process associated with the interaction chain explicitly. In
particular we obtain results on the number of different families per unit volume (as the
volume tends to infinity). In addition we relate branching systems and their family
structure (i.e. historical process) to the genealogical structure arising in Fleming-Viot
systems. This allows us to draw conclusions on the large scale spatial distribution of
different families in the limit of large times for both systems.
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Part A Introduction and main results

0 Basic Multiple Space Time Scale Analysis

a) Motivation and background

In a series of papers Dawson and Greven (1993 a)b)c)); Dawson, Greven and Vaillancourt
(1995), we developed a scheme, the multiple space-time scale analysis, with which it is
possible to study the longterm behaviour of locally and hierarchically interacting systems
each with infinitely many components in the limit of mean-field interaction but in large time
scales. This technique will be used here to investigate some long time - large scale phenomena
occurring in branching systems, including their associated historical processes and to study
the relation between branching systems and systems with evolution by resampling (Fleming-
Viot systems). The branching models we consider are the diffusion limits of branching
random walks, often called super random walk.

The value of this type of analysis lies in the fact that it yields good predictions for the
long time large scale behaviour of systems without passing to the mean field limit and the
fact that it is possible to relate the space-time renormalised system in the mean field limit to
a Markov chain on the state space of a single component the so-called interaction chain. This
chain describes the large scale space-time dependence structure of the model. The transition
kernels of the chain are given in terms of the orbit of a nonlinear operator in function space.
The latter relation allows us to describe universality classes of the longterm behaviour of
the original interacting systems by determining the domain of attraction of a special orbit
of this nonlinear operator. The analytic properties of this operator will be studied in a
forthcoming paper Baillon et al (1995) part 2, which in particular results in identifying the
domains of attraction of the orbit given by a fixed point. In the case of branching models we
are able to execute the whole analysis as well on the level of the historical processes which
we construct for both the interacting system and the interaction chain.

Other models, such as interacting Fisher Wright diffusions resp. interacting Fleming-Viot
processes, have been analysed along these lines in: Dawson and Greven (1993 c), Baillon et
al. (1995) part 1, respectively Dawson, Greven and Vaillancourt (1995). In all these cases
the analysis proceeds in a two step program, of which the first probabilistic part is devoted
to the multiple space-time scale analysis and then a second analytic part in which the study
of the nonlinear map is carried out.

Related renormalisation ideas occur in the study of certain population growth models
(involving interaction of different families), (Durrett (1993), Durrett and Neuhauser (1993)).
Here however renormalised systems are associated with deterministic systems namely partial
differential equations of the reaction-diffusion type and the mean field limit of the system is
obtained by superimposing fast stiring of the components.

In the papers listed above the multiple space-time scale analysis was mainly applied to
systems with interacting components in which the components take values in a compact set.
The models of interest in this context were related to ideas from population genetics. In-
teracting Fisher-Wright diffusions, and interacting (measure-valued) Fleming-Viot processes
were the most important examples. The purpose of the present article is to extend the anal-
ysis to systems where the components take values in a noncompact set (here the interval
[0,∞)) and to include the historical process in the analysis.

The point here is twofold. First we identify some new phenomena due to the noncom-
pactness, described later on, and second we obtain some insight into the behaviour of a class
of interacting diffusions containing the important case of interacting systems of Feller’s
continuous state branching diffusions. Concerning the second point we note that although
much is known about various spatial branching models on Zd or IRd, nevertheless some
basic questions related to the clustering behaviour of ”lowdimensional“ models and of the
equilibrium family structure (historical process) of the ”highdimensional“ models are still
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open (compare Shiga (1992), Gorostiza and Wakolbinger (1992)) since many papers on the
subject deal with establishing the dichotomy clustering versus stability rather than giving a
finer analysis of the two regimes. Some analogues of these open questions will be addressed
here in the hierarchical context.

We want to go further and are interested in determining whether the so-called branching
property in population growth models is essential or whether there are wider universality
classes of similar longterm behaviour, this is where the multiple space-time scale analysis
is particularly useful. Recall that the branching property says that every subfamily of the
population evolves independently from any other subfamily.

Here are the three main features of our analysis for the particular class of processes
studied here:

(i) It turns out that the longterm behaviour of an interacting diffusion system on [0,∞)ΩN ,
where ΩN is a specific countable group, depends to ‘first order’ only on the properties of
the interaction term, which is induced by migration, and not on the diffusive term which
is induced by the population growth. In particular for strong interaction we have stability
and for weak interaction the systems cluster, that is in the first case each possible value
of the spatial population density corresponds to an equilibrium state, while in the second
case as time goes on the mass of bigger and bigger groups of components of the system
goes to zero and on a thin spatial set the components become very large. It is the second
regime which exhibits new features compared to the compact case. The first case shows
interesting similarities and even relations to the compact case. However, both regimes are
studied further using the concept of the interaction chain mentioned earlier.

(ii) First it is the formation of clusters which we analyse further, that is we determine
the rate of growth of growing components and the rate of spatial expansion of such a cluster
of growing components. Depending on the form of the interaction, the spatial shape of the
regions where growth occurs displays a complex behaviour, which we classify and analyse in
great detail. The analysis allows us to give a complete description of the population growth
on the thin set of components where the system is not yet extinct: This growth can be
described by passing to a mass, space and time transformed process with values in [0,∞),
where the deterministic time transformation depends on the interaction and the mass trans-
formation on the universality classes of the diffusive term while the space transformation is
just building a block average which involves only the structure of the group indexing the
components. Then taking the limit of large times and mean field migration results in a limit
process the so-called cluster process, which we determine explicitly. Related questions about
clustering in systems with compact components are found in Cox and Griffeath (1986),
Fleischmann and Greven (1994) and Klenke (1995) and in noncompact cases in Fleischman
(1978), Durrett (1979).

We determine classes of diffusive terms, which show the same pattern in the formation
of clusters. These universality classes are described in terms of the properties of the orbit
of a certain nonlinear operation on a cone in a subspace of C([0,∞)). The determination
of the corresponding universality classes can be viewed an purely analytic problem and will
be treated in Baillon et al. (1995).

(iii) In the stable case the analysis provides a simpler approximate description for the
equilibrium measures for the original system (that is, before passing to the mean field limit).
In the case of branching systems we show that the multiple space time scale analysis can be
applied even on the level of the historical process, that is, the process encoding the whole
genealogical structure of the system in equilibrium (see Dawson (1993) for a survey on
the historical process). In other words we construct the historical process associated with
the interaction chain. In particular we obtain the hierarchical mean field approximation
of Kallenberg’s backward tree and hence the Palm measure. This allows us to study, the
density of a single family and the number of different families per volume which make up
equilibrium states. The most important point is the connection and quantitative relations we
find between the family structure of the historical process of branching systems, respectively,
the genealogical structure in Fleming-Viot systems.
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The rest of section 0 contains the description of the models in 0b) and of our basic results
(see (i) above) formulated in Theorems 1 - 4 in Subsections 0c) - 0f). Section 1 in Part A
contains a finer analysis of the long time behaviour of the system presented. It is here the
phenomena which are new to the noncompact component space are presented in Theorems
5-12. The proofs are in Part B Sections 2-6.

b) The model
We shall consider Markov processes XN (t) with state space in [0,∞)ΩN , where ΩN is

the following countable abelian group defined for every N ∈ IN with N ≥ 2:

ΩN = {ξ1, ξ2, · · ·) | ξi ∈ {0, 1, · · ·, N − 1}, | {i|ξi 6= 0} |<∞}
ξ + ξ′ = (ξ1 + ξ′1(mod (N)), · · ·) ξ, ξ′ ∈ ΩN(0.1)

d(ξ, ξ′) = min(K − 1 | ξj = ξ′j ∀j ≥ K).

The group ΩN is called the hierarchical group of order N . It is natural to use this group to
describe the spatial dependence in the context of genetic models where degrees of relationship
between different colonies ξ(j) are important rather than some euclidian notion of distance.
However, interacting systems indexed by ZZ2 rather than ΩN can in their longterm behaviour
be well approximated by ΩN models with large N . (See DG 1993 b) for a discussion of the
hierarchical group as index set for interacting systems in population genetics.)

The Markov process XN (t) = (xNξ (t))ξ∈ΩN ∈ [0,∞)ΩN will be defined by the following
countable system of stochastic differential equations (we supress N in the components!):

dxξ(t) =
∞∑
k=1

ck−1/N
k−1(xξ,k(t) − xξ(t))dt +

√
2g(xξ(t))dwξ(t)

xξ,k =
1

Nk

∑
ξ′:d(ξ′,ξ)≤k

xξ(0.2)

X(0) = X0 ∈ E.

The ingredients (ck)k∈IN , g, (wξ(t))t≥0 and E in (0.2) are as follows:

(ck)k∈IN satisfies: ck > 0 ∀k ∈ IN,
∑
k

ckN
−k <∞ ∀N ≥ 2(0.3)

g : [0,∞)→ IR+ satisfies: g(0) = 0, g(x) > 0 ∀x ∈ (0,∞)

g is locally Lipschitz-continuous(0.4)

g(x) ≤ Cx+Dx2 C ∈ IR+, D ∈ (0, 1).

The collection of all functions g with the properties required in (0.4) will be denoted by G.

{(wξ(t))t≥0}ξ∈ΩN(0.5)

is an independent collection of standard Brownian motions.

E = {(xξ)ξ∈ΩN | ‖(xξ)ξ∈ΩN ‖ <∞},(0.6)

where the norm ‖ · ‖ is defined by ‖(xξ)ξ∈ΩN ‖ =
∑

ξ∈ΩN

α(ξ)xξ, and where α(·) is a fixed

function on ΩN with values in (0,∞) satisfying the following relations∑
ξ

α(xξ)a(ξ, ξ′) ≤Mα(xξ′),
∑
ξ

α(xξ) <∞,(0.7)

and a(·, ·) is given by:

a(ξ, ξ′) = a(0, ξ′ − ξ), a(0, ξ) =
∞∑

k=d(0,ξ)

ck−1/N
2k−1.(0.8)
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The function α can be constructed from a strictly positive summable function β on ΩN by
putting α(ξ) =

∑∞
n=0

∑
η∈ΩN

M−nan(ξ, η)β(η), with M > 1.

Remark The system (0.2) has a unique strong solution in E. The process X(t) has
continuous paths and the strong Markov-property. See Shiga and Shimizu [SS]. (For the
existence of a strong solution in L2(α) see theorem 2.1. Extending this statement to E
is done by standard techniques. For the uniqueness one has to remove the restriction to
bounded intervals using approximation by finite systems together with coupling techniques.)

In the sequel we shall choose as initial state a product measure on [0,∞)ΩN , which is
homogeneous and concentrated on E. (This restriction to independent components allows
us to simplify notation, however, homogeneous ergodic laws could be used as well). We
define for such a product measure µ a parameter Θ and impose a moment condition:

θ = Eµ(xξ(0)), Eµ(xξ(0))2 <∞.(0.9)

(Note that we can this way define an initial state on [0,∞)Ω∞ such that the initial states
on [0,∞)ΩN are simply the restrictions.

Example An example of a system as defined in (0.2) is a system of interacting Feller’s
branching diffusions (“super random walk”), where

g(x) = const. x.

This model arises as the diffusion limit of a continuous time particle branching model.
Namely, every particle can migrate on ΩN according to the transition rates a(·, ·) on ΩN ×
ΩN and split at rate 1 into M particles with probability qM such that

∑
M

qMM = 1 and∑
M

qMM
2 <∞. Here the migration kernel is interpreted as follows: pick a block {ξ|d(0, ξ ≤

k} at rate (ck−1/N
k−1) and a position therein according to the uniform distribution. Writing

ck/N
k as a parameter turns out to be suitable later on. Recall in that context that Nk is

the volume of the k-ball {ξ|d(0, ξ) ≤ k}. In order to pass to the diffusion limit give each
particle mass ε, increase the number of initial particles like ε−1 and the branching rate by
ε−1. Let ε→ 0 to obtain a solution of (0.2) satisfying g(x) = const x.

The process with g(x) = dx2, d ∈ (0,∞) plays a special role and exhibits some new
phenomena which we cannot treat at this point. Aspects of that model are studied in
Gauthier (1994). We shall therefore assume throughout the rest of this paper the following
hypotheses:

(H) limx→∞g(x)/x2 = 0.

c) The multiple space-time scale analysis

Our aim in this section is to analyse the infinite system given in (0.2) in various renor-
malised forms for large times and for large N . We first rescale space and pass from
(xξ(t))ξ∈ΩN to (xξ,k(t))ξ∈ΩN , i.e. we consider the field of blockaverages over blocks of size
k (volume Nk). Second we rescale time as well and pass from xξ,k(t) to xξ,k(tβj(N)) with
βj(N) = N j. Hence we obtain for each pair (k, j) ∈ IN2 a renormalised system

(0.10a) (xξ,k(tβj(N)))ξ∈ΩN .

The goal is to determine the limiting dynamics for this system (xξ,k(tβj(N)))ξ∈ΩN as
N → ∞ (limit of mean field interaction). The idea behind this limit is that it is expected
that letting first t → ∞, then N → ∞ will result in the same picture and second that the

7



approximation in N is extremely rapid. This idea has been rigorously verified in some cases
(See Theorems 4, 11 of this paper, Klenke (1995) and Fleischmann, Greven (1994)).

In order to also get some insight in the behaviour during entire large time intervals, this
picture is refined by looking at a renormalisation involving two time scales simultaneously,
a fast and a slow time scale. For each (k, j) ∈ IN2 with k < j consider

(0.10b) (xξ,k(sβj(N) + tβk(N)))t≥0 k < j

in the limit N →∞ or more convenient s, N →∞, in such a way that we set s = s(N) with
s(N) ↑ ∞ but s(N)/N → 0 as N →∞.

In order to describe the limiting dynamics as N →∞ of (0.10) we need:

Definition 1 (Ingredients of multiple space-time scale analysis)

(i) time scales βj(N) = N j

(ii) block averages xξ,k = N−k
∑

ξ:d(ξ,ξ′)≤k
xξ′ ∀ξ ∈ ΩN .

(iii) the quasi-equilibrium Γkθ(·) on the k-th level, the k-th level associated diffusion Zθ,k(t)
on [0,∞) and k-th level diffusion function Fk defined on [0,∞):
- – Γkθ(·) is the unique equilibrium of the diffusion Y (t) defined via the SDE

dY (t) = ck(θ − Y (t))dt+
√

2Fk(Y (t))dw(t), with w(t) brownian motion

- – Zθ,k(t) is the stationary solution of above SDE,
- – Z̃θ,k(t) is the solution of above SDE with Z̃θ,k(0) = θ.

- – Fk(θ) :=
∞∫
0

Fk−1(x)Γk−1
θ (dx) and F0(θ) = g(θ) ∀θ ∈ [0,∞).

(iv) The level k-marginals of the interaction chain of level j

µj,kθ (·) =

∫
[0,∞)

· · ·
∫

[0,∞)

Γjθ(dθ1)Γj−1
θ1

(dθ2) · · ·Γkθj−k (·).

Remark The fact that the SDE for Y (t) in (iii) above has a unique weak solution, will
follow from Lemma (2.2 a)) in Section 2.

We are now ready to formulate our result on the multiple space-time scale behaviour of
XN (t). For that purpose we have to distinguish in (0.10 a) the three cases k > j, k = j and
k < j. Note that ΩN ⊆ ΩM ⊆ {IN ∪ {0}}IN as sets if N ≤M .

We shall focus on the case where we consider xξ,k(sβj (N)) for a fixed value of ξ ∈ ΩN ⊆
{IN ∪ {0}}IN . (It is possible to prove results about the whole field {xξ,k(sβj(N))}ξ∈ΩN

as was done in [DGV] for the case of interacting systems of Fleming-Viot processes and
we refer the reader to the latter paper if he is interested in such an extension.) With
L((Y Ns )s≥0) =⇒

N→∞
L((Ys)s≥0) we denote weak convergence on the path space C([0,∞), IR).

Theorem 1 (Multiple space-time scale behaviour)
Consider the process XN (t) started in a homogeneous product measure satisfying (0.9) .
(a) k > j

L((xξ,k(sβj(N)))s≥0) =⇒
N→∞

δ{Y (s)≡θ}.(0.11)

(b) k = j

L((xξ,j(sβj(N)))s≥0) =⇒
N→∞

L((Z̃θ,j(s))s≥0).(0.12)
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(c) k < j,
for s = s(N) with s(N) ↑ ∞ and s(N)/N → 0 as N →∞:

L((xξ,k(sβj(N) + tβk(N)))t≥0) =⇒
N→∞

L((Zθ
∗
k,k(t))t≥0),(0.13)

where θ∗k is independent of the evolution and satisfies

L(θ∗k) = µj,kθ .

Furthermore the spatial correlation length built up in time βk(N) is k, that is

L
(

(xξ,k(sβj (N)+tβk(N)))t≥0|xξ,k(sβj(N)) = θ′, xξ′(sβj(N)) for d(ξ, ξ′) > k)
)

(0.14)

=⇒
N→∞

L((Zθ
′,k(t))t≥0).

2

Remark Theorem 1 shows that blockaverages over blocks of size j need at least time
βj(N) to start fluctuating. In larger time scales the evolution of such a block average is like
a diffusion with a driftfield. The driftfield is a random variable depending on the averages
over large blocks. The convenience in letting s → ∞ is that all diffusions are then in
equilibrium. Otherwise we would get L(θ∗k) is s dependent and equal to∫

µj−1,k
ρ Ps(dρ)

where Ps = L(Z̃θ,j(s)). Similarly if we let s→∞ in (0.12) or replace sβj (N) by s(N)βj(N)+

tβj(N) with s(N) satisfying the conditions in c) then we obtain (Zθ,jt ) on the r.h.s. of (0.12).

Remark The crucial object to describe the behaviour of the renormalised system are the
distributions µj,kθ , which are built using the diffusion coefficient functions on the various lev-
els. These diffusion functions can be found by averaging successively the diffusion function
on the previous level with respect to the equilibrium state on that level for frozen higher level
averages. The basic mechanism here is the ”coexistence“ of two time scales: In short time
the components relax into a quasiequilibrium, which is dictated by the higher level averages
which themselves remain constant for times of that order and start fluctuating only after
longer times. The limit N → ∞ then actually separates slow and fast time scales. Taking
N →∞ corresponds to taking the rapid stirring limit ε→∞ in Durrett (1993).

Remark Observe that in the case of interacting Feller’s branching diffusions we have

Fk(θ) = F0(θ) = const θ ∀ k ∈ IN.(0.15)

We shall see later on the implications of this fixed point property, which allows for explicit
calculations.

d) A nonlinear integral operator and its orbit

In the last subsection we saw that the diffusion terms on the various levels in the limit
N → ∞, can be calculated recursively. We formalize and extend this point of view now a
bit, in order to be able to later on discuss the question of the universality properties, of the
behaviour of the interacting system as time tends to infinity.

Define for g satisfying (0.4) the nonlinear map:

Fc(g)(θ) = EΓc,g
θ (g(X)) =

∞∫
0

g(x)Γc,gθ (dx)(0.16)
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where Γc,gθ is the unique equilibrium of the diffusion Y (t) given by

dY (t) = c(θ − Y (t))dt +
√

2g(Y (t))dw(t).(0.17)

The distribution Γc,gθ can be calculated explicitly for θ 6= 0 as follows:

Γc,gθ (A) =
1

Z(c, g, θ)

∫
A

1

g(x)
exp

(
c

x∫
θ

θ − y
g(y)

dy
)
dx, θ ∈ (0,∞)(0.18)

with Z(c, g, θ) =

∞∫
0

1

g(x)
exp

(
c

x∫
θ

θ − y
g(y)

dy
)
dx.

For θ = 0 one has Γc,g0 = δ0.
Consequently Fc is given by an explicit formula as well:

Fc(g)(θ) =
1

Z(c, g, θ)

∞∫
0

exp(c

x∫
θ

θ − y
g(y)

dy)dx, θ ∈ (0,∞).(0.19)

The case θ = 0 is trivial, here Γc,g0 = δ0 and hence Fc(g)(0) = 0.
For a given sequence (ck)k∈IN we define:

F (n) = Fcn ◦ Fcn−1 ◦ · · · ◦ Fc0(0.20)

and obtain this way the orbit of g denoted

{F (n)(g)}n∈IN .(0.21)

The study of this orbit is now in view of (0.19) an analytical problem (see BCGH 1,2). It will
turn out later on that for our purposes it is mainly the “endpieces” of the above sequence
which are relevant. Furthermore much information about the orbit can be obtained from
the special case ck ≡ c, i.e. F (n) = (Fc)n, on which we focus now.

We shall define subclasses of G = {g : [0,∞)→ IR+|g satisfies (0.4) and (H) } of which
we shall see later that they correspond to universality classes for the structure of the orbit
(0.21) and at the same time for the longterm behaviour of the interacting systems.

Consider for the moment the sequence ck ≡ c. We have to distinguish the three cases
(here θ ∈ (0,∞)).

(A) F (n)(g)(θ) diverges as n→∞,

(B) F (n)(g)(θ) is bounded away from 0 respectively ∞ uniformly in n

(C) F (n)(g)(θ) converges to 0 as n→∞.
It will be proved later on that these cases correspond to g(x)/x→∞, as x→∞, g(x)/x

remains bounded away from 0 and ∞, respectively g(x)/x goes to 0 as x→∞. It turns out
that for large n,F (n)(g)(θ) is of the form dnθ. Therefore fix a sequence (ck)k∈IN satisfying∑
c−1
k = ∞ and let (dn)n∈IN be the sequence of numbers with dn > 0 for all n ∈ IN which

describe F (n)(g)(θ)θ
−1 for n→∞. We view (dn) as a representative of the equivalence class

of sequences given by the relation an ∼ bn iff an/bn → 1 as n→∞.
Let us focus on case (B) first. We set

G((dn)) = {g ∈ G | ‖([F (n)(g)(θ)/θdn]− 1)1((ε,∞))‖∞ −→
n→∞

0, ∀ε > 0}.(0.22)

Ĝ =
⋃
d>0

G((d)), G∗ =
⋃
G((dn)).(0.23)

Of particular importance is the class G((1)) resp. G((d)) which contain the case of Feller’s
branching diffusions. Recall (0.15). We shall see in Baillon et al. (1995) part 2 that Ĝ
contains all functions in G with g(x)/x converging to the constant d ∈ (0,∞) as x→∞ .
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In the case A and C things are more subtle, but in a first step one looks at

(0.22′) G((dn)) = {g ∈ G|(F (n)(g)(θ)/θdn − 1)−→
n→∞

0, ∀θ > 0}.

See Baillon et al. (1995) for more details. It is still open to determine the right notion of
uniformity in this convergence.

e) The interaction chain, its entrance laws and their qualitative behaviour

(i) Entrance Laws
The theorem of the subsection 0.c) showed that the behaviour of the interacting system

(0.2) for large N and large times is regulated by Markov chains on [0,∞) defined as follows:

For every j ∈ IN we define a time inhomogeneous Markov chain on [0,∞) with time
index in {−j − 1,−j, . . . , 0} denoted

(Zjk)k=−j−1,...,0(0.24)

with initial state

Zj−j−1 = θ(0.25)

and transition kernel Kk(·, ·) at time −k (k ∈ IN) given by (recall Definition 1 below (0.10))

Kk(θ, dy) = Γk−1
θ (dy).(0.26)

We call (Zjk)k=−j−1,...,0 the interaction chain at level j.
We can now strengthen (0.13) in Theorem 1 as follows.

Corollary 1 (Large scale space-time dependence structure)

L([xξ,k(s(N)βj (N) +

j−1∑
i=k

tβi(N))]k=j+1,j,...,0) =⇒
N→∞

L((Zjk)k=−j−1,...,0). 2

This means we observe the system after a long time s(N)βj (N) for a number of time points
spaced with distance tβi(N) with i = 0, 1, . . . , j − 1 and space scaled accordingly. The
dependence structure of this vector, reflecting the correllation in space and time, is described
in the limit N →∞ by the level j interaction chain.

In order to control the behaviour of the interaction chain for large levels j, of particular
interest are the entrance laws of that chain. Recall that an entrance law for a sequence of
kernels (Pk)k∈ZZ− on I × I is a sequence of laws (αk)k∈ZZ− on I with αk+1 = αkPk for all k.
Often we shall use the word entrance law as well when we refer to the stochastic process
starting at −∞ which corresponds to (αk)k∈ZZ− and the transition kernels (Pk)k∈ZZ .

Theorem 2 (Entrance laws of interaction chain)

(a) For every θ ∈ [0,∞) and Zj−j−1 = θ:

L((Zjk)k=−j−1,...,0) =⇒
j→∞
L((Z∞k )k∈ZZ−)

where (Z∞k )k∈ZZ− is a time inhomogeneous Markov chain with transition kernels Kk, k ∈
IN at time −k, see (0.26), and the property lim

k→−∞
Z∞k exists, is finite and is denoted

Z∞−∞.

(b) All extremal entrance laws of the Markov chain defined by the transition kernels (Kk),
with k ∈ IN are given by the processes L((Z∞k )k∈ZZ−) with Z∞−∞ being deterministic
i.e. a constant. 2
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Remark Theorem 2(b) raises the question whether or not to each ρ ∈ [0,∞) corresponds
an extremal entrance law with Z−∞−∞ = ρ. The answer will depend on the sequence (ck)k∈IN
and will be discussed in the next paragraph.

(ii) Stability versus clustering
We shall now show that the qualitative behaviour of the interaction chains depends on the
particular values of the coefficients (ck)k∈IN but not on the choice of diffusion function g
(universality). There are two regimes

strong interaction :
∞∑
k=0

c−1
k <∞

weak interaction :
∞∑
k=0

c−1
k = +∞.

In the first case the random walk with transition kernel a(·, ·) is transient and in the second
recurrent for every N ≥ 2 provided lim

k→∞
k
√
ck < N , see [DG, 1993b]. Indeed the system

exhibits the following dichotomy. (Recall (0.9) for the definition of θ and (0.4) for G):

Theorem 3 (Stability versus clustering)
For every g ∈ G the following property holds for the entrance laws defined in Theorem 2a):

(a)
∑
c−1
k <∞ implies that :

{
Z∞k ∈ (0,∞) a.s. ∀k ∈ ZZ−, if θ > 0
Z∞−∞ = θ

(b)
∑
c−1
k = +∞ implies that : Z∞k ≡ 0 2

Remark In the case of strong interaction to every θ ∈ [0,∞) corresponds an extremal
entrance law, ν∞θ , which is for θ 6= 0 nondegenerate, i.e. it is not concentrated on constant
path and the path stays with probability 1 away from the trap 0. In the case of weak
interaction there is only the trivial entrance law concentrated on the path which is constant
and equal to 0.

What does this dichotomy of Theorem 3 mean for the original system? In case (a) the
density θ of the initial state is preserved by the system in the limit of large times and N ,
while in the second case (b) the original density is distributed more and more uneven as
time goes on and large regions of values close to 0 respectively small regions with enormous
values develop (recall the preservation of the mean during the evolution). Case (a) is called
the stable case, case (b) the clustering case. We shall discuss in the subsection below the
relevance of Theorem 3 for the original system in more detail.

Remark The condition for having stability or clustering in terms of the (ck)k∈IN is the
same as for the earlier studied case where the components take values in [0, 1] rather than
[0,∞). See [DG,1993b]. Even though the finer analysis will reveal different types of be-
haviour in the two systems, in particular in the clustering case, the same conditions on the
ck play a role. The reason for this is the similar structure of F (n)((0.20)).

Example In the case where g(x) = d · x, i.e. Feller’s branching diffusions, we can cal-
culate the transition kernels and the Laplace transforms of the marginal distributions for
the entrance law explicitly. That is we can identify L(Z∞−k) for every k ∈ ZZ+ and we
can give an explicit expression for every m-step transition probability of the entrance law
that is L(Z∞−k+m|Z∞−k = θ). Recall first the transition kernel of (Z∞k )k∈ZZ−, K−k(θ, ·) is

given by Γck,dxθ (·) and Γc,dxΘ is a Gamma distribution with parameters (Θc/d, d/c) (that

is, with density const · x cθd −1e−
cx
d ). Define ψk(λ) = (ck/d) log(1 + (d/ck)λ) and ψj,k =

ψj(ψj−1(· · · (ψk(·)) · · ·). Then:

L(Z∞−k) has Laplace Transform exp(−θψ∞,k(λ))

L(Z∞−k+m|Z∞−k = ρ) has Laplace transform exp(−ρψk,k−m).2
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(iii) Comparison of Hierarchical and Hierarchical Mean Field Equilibrium Be-
haviours

Finally we consider the question as to what the results obtained in the N →∞ limit imply
for the ΩN -systems for fixed N but large times. Eventually we hope to carry out a ver-
sion of the multiple space-time scale analysis for fixed N . For the moment let us note that
the prediction of Theorem 3 gives the correct answer for fixed N systems, if the ck do not
fluctuate too much and furthermore provides good approximations of the equilibra and the
spatial dependence structure of the equilibria.

Theorem 4 (Mean field approximation)
(a) Assume that lim k

√
ck < N . Then for every homogeneous ergodic initial measure µ ∈

P([0,∞)ΩN) with

Eµxξ = θ <∞(0.27)

the following holds (0 means the state xξ ≡ 0)

(i) if
∞∑
k=0

c−1
k =∞, then

L(XN(t))=⇒
t→∞

δ0.(0.28)

(ii) if
∞∑
k=0

c−1
k <∞, then

L(XN(t))=⇒
t→∞

νNθ ,(0.29)

where νNθ is a homogeneous ergodic measure in P([0,∞)ΩN) with Eν
(N)
θ xNξ = θ.

(b) Let ν̃Nθ denote the law of {xNξ,−k : k ∈ ZZ−} induced by νNθ . Then under these laws

0.76)Var(xNξ,−k)−→
k→∞

0(0.30)

uniformly in N , and

ν̃Nθ =⇒
N→∞

ν∞θ ,

where ν∞θ equals L((Z∞k )k∈ZZ−).

For an extensive discussion of the approximation properties as N → ∞ in particular
for the approximation properties of the equilibrium processes (with marginals ν̃Nθ ) by ν∞θ
we refer the reader to Dawson, Greven and Vaillancourt (1995), where these questions are
treated for the compact case (specialize to the two type case there) i.e. the state space
[0,∞) is replaced by [0, 1]. Analogous results for these statements can be easily derived.

1 Finer analysis of the large scale behaviour

a) Motivation and description of the problem
In this chapter 1 we discuss the results which are of a different flavour compared to the anal-
ysis of systems with compact components in [DG, 93a)b)c)] and [DGV, 95]. The analysis is
organized in two main parts, in 1b) we discuss the case of weak interaction and the cluster
formation, while in 1c) we come to the case of strong interaction and the historical process.
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In this section 1a) we start by giving the intuitive background for both situations since some
concepts will involve considerable technicalities.

(i) The case of weak interaction
In the case of weak interaction the processes (Zjk)k∈ZZ− cluster in the following sense: Zjk
has the property that for large j and as k increases the chain is with high probability close
to 0 and with small probability at very large values. In the limit of j →∞ one then obtains
extinction, that is Z∞k ≡ 0. In this case we would like to understand the process of cluster

formation better by observing Zj• for every j on the event of nonextinction at time k = 0
normalizing it suitably and then sending j →∞.

Our main aim is to exhibit the dependence of the above large scale behaviour on the
parameter g on the one hand and (ck)k∈IN on the other. We proceed for that purpose in
two steps. First we do the rescaling reflecting the interaction given by the (ck)k∈IN and then
second we study the process conditioned on nonextinction at the ”end“. In contrast to the
case of strong interaction the behaviour of the interaction chain for large j is universal if
g ∈ Ĝ. However the dependence on (ck)k∈IN is rather rich and we will see depending on
these coefficients different regimes of clustering.

For the purpose of motivating the notions which we need to describe the interaction
chain, we turn again to our original interacting systems parameterized by (ck)k∈IN and g.
There are two natural questions in view of (0.28) and Exξ(t) = Exξ(0):

(i) At what rate do components grow conditioned they are not yet ”extinct“.

(ii) At what rate do clusters of components which are not extinct but grow, increase and
remain correllated even as t →∞. (The correllation can be viewed as resulting from
common ancestry, compare the g(x) = x case)

In systems with weak interaction the clusters (i.e. regions of correllated growth) differ first
in their spatial shape and second in the rate of growth in the growing components. This will
lead to a classification of the longterm behaviour in two main regimes for the case of weak
interaction. The way to describe such phenomena is the following. Consider an observer
sitting at the site ξ̃ = (0, 0, . . .) (for example) and who sees nontrivial mass at time t, that
is, xξ̃(t) ≥ ε. Then we ask first at what scale does xξ̃(t) grow in t on the event {xξ̃(t) ≥ ε},
which gives us the rate of growth. Second in order to capture the spatial extension of the
cluster we consider balls {ξ ∈ ΩN |d(ξ, ξ̃) ≤ k} and the average density in this ball, i.e.
xξ̃,k(t). In fact if we want to know at what rate the cluster expands, we should look at

expanding balls {ξ ∈ ΩN |d(ξ, ξ̃) ≤ fα(t)}, where α→ fα(t) is nondecreasing and fα(t) ↑ ∞
as t→∞ and observe whether this density in these growing balls is still of the order of the
value xξ̃(t) at the center of the ball on the event {xξ̃(t) ≥ ε} and such that the correllation

on that event between xξ(t) and xξ̃(t) is a nontrivial function of α if d(ξ, ξ̃) = fα(t).
We can summarize this procedure as follows: Find h(t) ↑ ∞ as t → ∞ and fα(t) and

determine the limit of

L(xξ̃,fα(t)(t)/h(t)|xξ̃,0(t) ≥ ε)

as t→∞. If the limit depends in a nontrivial way on α we will see clusters of random order
of magnitude. Namely, consider all components where the value of the limiting field exceeds
a certain fixed value. This will then define the spatial extension of the cluster. Note that
this might be a geometrically quite irregular object.

The case of fixed N is more difficult to analyse and therefore here we pass to the limit
N →∞ in suitable time scales. The problem then translates into finding a function j → h(j)
and fα(j) such that

L(Zjfα(j)/h(j)|Zj0 ≥ ε)
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converges as j →∞ to a nontrivial limit independent of ε which has nontrivial fluctuations
in α.

Both the spatial shape and the rate of growth depend on the strength of the recurrence
of the underlying migration. The rate of growth depends also on the behaviour of g(x) as
x → ∞. We first consider a function g ∈ Ĝ defined in (0.23) and in this class the cluster
formation is universal.

We now discuss the influence of the (ck)k∈IN on the behaviour. Return to the interacting
system again, i.e. N finite. There are two basic regimes of clustering with fundamentally
different qualitative properties possible. They are characterized by both the expansion in
space and the speed of growth in a component. We shall see later on that the distinction
between the two regimes depends on whether ck decays slower than exponential or decays
exponentially fast. We label these regimes I and II, respectively. The dichotomy corresponds
to the d = 2 versus d = 1 cases for systems indexed with ZZd instead of the hierarchical
group and in fact the dichotomy can in general be described in terms of the random walk
with transition probabilities at(., .) generated by a(·, ·). To get a rough idea fix δ ∈ (0,∞)
and look at the set of points Lt = {ξ|at(ξ̃, ξ)/at(ξ̃, ξ̃) ∈ (δ, δ−1)}. Then the question is
whether |Lt| ∼ t or |Lt| = o(t), the background for this distinction being that a branching
system needs initial mass of order t in order to survive with positive probability until time
t . Both on the hierarchical group and on the lattice the set Lt can be described in terms
of balls around the point ξ̃.

In the first regime the heights within clusters grow only slowly and the clusters expand
in space at different (random) orders of magnitude (diffusive clustering). This first regime
displays a well defined growth rate for all components which have a value exceeding some
fixed number ε > 0. The time scale is such that for fixed N the growth rate in j is a slowly
varying function of the time.

The second regime displays a more irregular clustering behaviour in the sense that we will
observe more spatial variability in the order of magnitude at which the growing components
diverge as t→∞, there will be various growth rates possible and furthermore colonies with
rapidly increasing mass occur. Rapidly growing means here that the growth rate for fixed N
is not slowly varying as a function of time. In fact in the case ck = ck, c < 1 it is regularly
varying. However these clusters of sites with fast growing components fluctuate hardly at all
in space (concentrated clustering), in the sense that the order of magnitude of such clusters
is deterministic and only a multiplicative factor is random. Furthermore almost all the mass
of one cluster sits at sites, where growth at the ”maximal“ rate takes place, even though
almost all components of the cluster show a growth at a slower than the maximal order.

In order to understand this phenomenon of two different regimes on a heuristic level,
assume g(x) = x (and hence obtain a branching system) and note that a unit mass starting
at 0 and evolving according to (0.2) produces a system whose total mass is at time s(N)N j

either 0 or of size Zs(N)N j for N large with L(Z) = exp(1). The surviving mass has a
possible range of migration at most up to distance j in the time considered. The density
profile of the mass given nonextinction will then depend on c0, c1, . . . , cj. Note further-
more that for a system started in a homogeneous distribution there will exist in the ball
{ξ|d(0, ξ) ≤ j} about N/s(N) colonies such that a unit mass started there is not yet extinct
at time s(N)N j . Combining the facts given so far we expect that if the ck do not decay
too fast different surviving families will charge a given ball and hence the localization of
the ancestor of the mass surviving until the observation time will not be relevant for the
density profile as a function from the distance of the ancestor and measured by the mass
with which a ball is charged. Otherwise since away from the ancestor we see a dramatic
drop in population density, separated families produce a second regime of cluster formation.

We call these latter clusters concentrated clusters, since most of their mass is going to be
located in a small part of the cluster; the growth of different parts of the cluster will be of
different order of magnitude. The first regime is called diffusive clustering since the clusters
even though they will not cover the whole box will charge balls at every distance from a
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reference point with a spatial extension of random order of magnitude and with components
of a particular deterministic order of magnitude everywhere in space.

These distinctions discussed in the paragraphs above can be translated into a statement
of scaling properties of the interaction chain, which reflects the two regimes. This will be
described in section 1b) in Theorem 5 and Theorem 6 respectively.

(ii) The case of strong interaction
Since in the case

∑
c−1
k < ∞ we shall see later that the orbit {F (n)(g)}n∈IN , recall (0.21),

looks eventually like the constant sequence {g∞} and this g∞ does depend on the original g,
we see that the entrance laws themselves are not universal objects. It is only the dichotomy
between a one parameter set of extremal entrance laws versus a single one which is universal.
This means in particular that the equilibrium process of the original system will locally reflect
properties of g strongly. For example the local dependence structure of the equilibrium
state will be different for different g as well as properties of the marginal distribution.
This is different in the clustering case. In the sequel in point 1c) we will focus for a finer
analysis of the stable case at least for g(x) = const. x which has a special structure and is
particularly important for applications since it is a branching system. In order to extract
the universal properties of the equilibrium states on a large spatial scale (as opposed to the
local dependence structure) some additional tools have to be developed which we defer to a
future paper, but we construct here some fundamentals for this enterprise.

The system XN (t) for fixed N and g(x) = dx can be analysed by embedding it in a richer
structure, the so-called historical process, which serves as a tool to obtain finer information
about the original system itself as well. This will be contained in Theorem 7, 8 below in
section 1c). Furthermore this analysis reveals a relation between the branching system and
the Fleming-Viot process which is the topic of Theorem 9 and allows us to study the spatial
distribution of families in Theorem 10. In Theorem 11 we discuss the quality of the mean-
field approximation. This is the analogue of Theorem 4 but now on the level of the historical
process.

In order to give an intuitive idea of the historical process we first consider a technically
simpler object, namely, a branching random walk on ΩN . This is a system in which particles
are located on ΩN , and hence the state space is (IN ∪{0})ΩN . (A state if the system is often
viewed as a counting measure on ΩN ). The particles perform independent random walks
with transition kernel aN(·, ·) and they split into two particles or die at exponential rate one.
Consider first the system starting with one particle. The resulting counting measure-valued

process has the form
∑N(t)
j=1 δξj(t) where N(t) is the number of particles at time t and ξj(t)

is the location of the jth particle at time t. Due to the branching structure, the system
starting in an initial distribution with infinitely many particles is just the superposition of
the processes starting in a single particle.

In order to define the associated historical process at time t we enrich the state space
to encode information on the trajectory which had been followed by each particle (and its

ancestors). This is achieved by considering a counting measure-valued process (HN,0
t )t≥0

given by
∑∞
j=1 δξj(·∧t), where ξj(· ∧ t) is a shorthand for the stopped trajectory ξj(s∧ t)s∈IR

which had been followed by the jth particle alive at time t. The state of the historical process
is a counting measure in Ẽ0 = {µ ∈ M(D([0,∞),ΩN)) : {µ({y : y(t) = ξ})}ξ∈ΩN ∈ E ∀t}.

Of special interest in the description of the evolution is often the Palm distribution, which
is the measure on path space obtained by picking at time t at site ξ a random member of
the population (size-biased sampling). The ”family tree“ of such randomly chosen particle
is the backward tree.

If the random walk aN (·, ·) is transient, then the branching random walk has for every θ ∈
IR+ an equilibrium state which is spatially homogeneous and ergodic and has the expected
number of particles per site equal to θ. In order to describe the analogous equilibrium for
the historical process it is useful to view the process with time parameter set (−∞,∞) and
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to describe the equilibrium at time 0. Furthermore we introduce an equivalence relation on
D((−∞,∞),ΩN) by setting y1 ≡ y2 iff there exists a time s such that y1(u) = y2(u) ∀u ≤ s.
A measure on D((−∞,∞),ΩN) concentrated on a single such equivalence class is called
a clan (or family) measure. It can be shown that with probability one, the equilbrium
historical measure can be decomposed into a countable sum of clan measures.

There is a close relationship between the historical process and the genealogical structure
of the branching particle system. However since there is a positive probability that two
independent random walks can stay at the same location for a finite time interval, the
history of a particle does not uniquely determine the genealogy in finite time intervals.
However over infinite time intervals two distinct particles cannot have a common trajectory.
Therefore the historical decomposition is equivalent to a genealogical decomposition that is,
decomposition of the population into families of particles in which any two particles have a
common ancestor.

Some natural questions about the equilibrium process are:

(i) What is the density of a single family in space?

(ii) What is the number of different families per unit volume?

(iii) How does the frequency of different families in large volumes behave?

(iv) What can we say about the large scale properties of the clan measure of a randomly
chosen particle (backward tree)?

It is these questions which we shall address for the system of interacting Feller branching
diffusions using multiple space-time scale analysis.

In order to analyse the questions (i)-(iv) for our processes Xn(t), which are diffusion lim-
its of branching random walks, we need to decompose xξ(t) and xξ,k(t) into the contributions
coming from different families. (We shall make this precise in Theorem 7 in the sequel).
Suppose we have decomposed xξ,k(t) =

∑
iM
∗N
t,k (ξ, i) in a size ordered way (at ξ = 0). If

we consider as initial mass an equilibrium state and let t →∞ we have the decomposition
of the equilibrium state into different families. Then we want to know whether we can find
functions k → h(k), h(k) ↑ ∞ such that

L(h(k) ·M∗N∞,k(ξ, i))

converges as k → ∞. This gives us the asymptotic spatial density profile h(·) of a single
family. Furthermore if we define

Tk = inf(j|
j∑
i=0

M∗N∞,k(ξ, i)/
∞∑
i=0

M∗N∞,k(ξ, i) ≥ 1− δ)

then Tk describes the number of different families within a ball of size k. The question is
whether we can find a scaling function k → h′(k) with h′(k) ↑ +∞ such that L(Tk/h

′(k))
converges as k →∞.

The next basic question is to focus on the whole spatial family distribution at a site and
in an increasing sequence of blocks. Since the influence travels from higher levels to lower
level we run the index from bottom to top. In other words look at the P(IN)-valued process
(Q∗k)k∈ZZ− where for k ∈ IN :

Q∗N−k({i}) =
M∗N∞,k(ξ, i)

xξ,k(0)
.

Finally we are interested in the decomposition of a family of a randomly chosen individual
according to the degree of relationship and the spatial distribution of such subfamilies.

Since these questions are difficult to analyse we pass to the corresponding quantities
for the entrance law (Z∞k )k∈ZZ− and identify h and h′ in this case as functions of (ck)k∈IN .
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Furthermore we identify the law of (Q∗k)k∈ZZ− in terms of the entrance law of a well known
system driven by resampling (Fleming-Viot process). Finally we describe the structure of
the limiting object of the backward tree in an explicit way.

b) Results on Cluster formation
In this subsection we study the cluster formation in the case of weak interaction, i.e.

∑
c−1
k =

∞ and on the level of the interaction chain i.e. in the limit N =∞. First we introduce the
regimes of clustering discussed for finite N in subsection (a), now on the level of N = ∞
and start by introducing the necessary ingredients in (1.1) - (1.2) below. We shall consider
the process (Zj−k)k=j+1,j,...,0 on the event Zj0 ≥ ε. In order to obtain a description of this
process via a limit theorem we need to define suitable scales for mass and time.

Consider for a g ∈ G((d)) the mass transformation

Z̃jk = Zjk/
( j∑
`=0

c−1
`

)
d , j ∈ IN, k ∈ ZZ−(1.1)

and the time transformation

≈
Z
j

α:= Z̃jfα(j) α ∈ [0, 1].(1.2)

Here the scaling functions [0, 1]→ ZZ− are the following:
Let {(fα(j))α∈[0,1]}j∈IN be a set of functions α −→ fα(j) which satisfies for every j:

f0(j) = −j − 1, f1(j) = 0(1.3)

fα(j) is non-decreasing in α, fα(j) − (−j − 1)→∞ as j →∞ for α ∈ (0, 1).(1.4)

We say that (ck)k∈IN belongs to regime I, the so-called diffusive clustering, if we can find

scaling functions as above such that the corresponding process (
≈
Z
j

α)α∈[0,1] conditioned on

the event Zj0 ≥ ε converges to a nontrivial limit process which is independent of ε. If this
limit is a process with path constant and equal to 0 then (ck)k∈IN belongs to regime II,
which we refer to as concentrated clustering. The limit process in the first regime will be
denoted by (Ẑα)α∈[0,1] and is called the cluster process. We shall now discuss in (i) and (ii)
below the two regimes separately.

(i) Regime I (diffusive clustering)

The most important features of the regime 1 for the interacting system is that the spatial
size of clusters have a random order of magnitude after passing to the limit N →∞ which
is reflected in the fact that Zjk can be scaled and conditioned such that we obtain a limiting
diffusion in α. We start with classifying, within regime I, the spatial size of clusters and
defining the candidate for the cluster process.

The spatial distribution of the cluster within the j-block of a component with value at
least size ε(ε > 0) also depends on the particular form of the (ck)k∈IN and three main cases
have to be distinguished according to the quantitatively and qualitatively quite different
rates of spatial expansion, which is captured in the distinction of |fα(j)|/j converging to 1,
a nontrivial function of α or 0 as j → ∞ giving the distinction between large, moderate,
respectively small clusters. This classification depends on the geometry of the hierarchical
group. We collect the classification for further reference:

For every α ∈ (0, 1) : fα(j)/j−→
j→∞

0 (small clusters)(1.5)

fα(j)/j−→
j→∞

fα(∞) with f•(∞) non constant (moderate clusters)(1.6)

for every α ∈ (0, 1) : fα(j)/j −→
j→∞

− 1 (large clusters)(1.7)
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The most important case in (1.6) is fα(∞) = −(1− α).

To describe Ẑ the limit process as j →∞ of
≈
Z, we need the following time inhomogeneous

diffusion on [0,∞]. Let (Z(α))α∈[0,1] be the diffusion with generator Gα at time α and initial
value 0. Here

Gα = aα(x)
∂

∂x
+ bα(x)

( ∂
∂x

)2
(1.8)

with

aα(x) = 2x
( 1− α
ex/1−α − 1

)
(1.9)

bα(x) = (2x+ aα(x)).

This process has paths which start at 0, never return to 0 and end at time 1 at a random
point which has distribution exp (1). The process Z(·) and others obtained by deterministic

time transformation from it will occur as limit process of
≈
Zjα as j →∞.

Candidates for regime I are (ck)k∈IN which do not decay exponentially fast. Within the
regime I we shall now see that how the cluster process looks like depends on whether ck
diverges, converges to 0 or converges to a constant ∈ (0,∞), the latter being the critical
case for which we get an explicitly determined clusterprocess. Namely (recall (1.1) – (1.4))

Theorem 5a) (diffusive clusters, moderate cluster size)
For g ∈ G((d)), ε > 0 and with fα(j) = [α(j + 1)]− j − 1 the following holds:

ck → c ∈ (0,∞) as k→∞ implies diffusive clustering and(1.10)

L((
≈
Z
j

α)α∈[0,1]|Zj0 ≥ ε) =⇒ L((Z(α))α∈[0,1]), as j →∞

ck ∼ const.kβ, β ∈ (−∞, 1) implies diffusive clustering and(1.11)

L((
≈
Z
j

α)α∈[0,1]|Zj0 ≥ ε) =⇒ L((Z(α−β+1))α∈[0,1]). 2(1.12)

If we ask for the implications of above theorem for the N < ∞ case, we see here that
the height of a cluster (ratio of mass and volume) grows slowly in time, namely it is of order

(
∑j

1 c
−1
k ) at time N j with

∑j
1 c
−1
k slowly varying as function of N j ( = time scale) for fixed

N . The profile of the normalized density in space is random and the law of the profile is
given via an explicitly given diffusion. This means in particular for the original interacting
system that the spatial extension of the clusters in space are of different and random order
of magnitude. This is analogous to the compact case of (0.2): g > 0 on [0, 1], where spatial
extensions of clusters of 0’s and 1’s have a random order of magnitude whose law is given
via the Fisher-Wright diffusion (See [DG3], [FG], [K]).

Remark Note that the case ck ≡ c is the analogue of the lattice model with dimension
d = 2 and symmetric random walk kernel with finite variance. We obtain for α = 1 as
marginal of the cluster process the exponential distribution that is we have no atom at 0.
This is an unresolved problem in lattice models, see Fleischman (1978), Durrett (1979) for
related results.

In the cases of moderate cluster sizes dealt with in Theorem 5a)
n∑

[αn]

c−1
k /

n∑
0

c−1
k −→

n→∞
1− α or 1− α1−β, ∀α ∈ (0, 1].(1.13)

By contrast, the cases of diffusive clustering with small or large cluster size corresponds
to the following two situations:

ck →∞ as k →∞,
∞∑
0
c−1
k =∞

n∑
[αn]

c−1
k /

n∑
0
c−1
k −→

n→∞
0, ∀α ∈ (0, 1]

(1.14)
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n∑
[αn]

c−1
k /

n∑
0
c−1
k −→

n→∞
1

n−m∑
0
c−1
k /

n∑
0
c−1
k −→

n→∞
1 ∀m ∈ IN.

(1.15)

We analyse first the case (1.14) and then discuss (1.15). Define a sequence hn of functions,

hn : [0, 1]→ {0, 1, . . . , n}(1.16)

with hn(0) = n, hn(·) is nonincreasing and satisfies( n∑
hn(α)

c−1
k

)
/
( n∑
k=0

c−1
k hn(0) = n,

)
−→
n→∞

1− α.(1.17)

Define in the case where the (ck)k∈IN satisfy (1.14) the following scaling functions:

fα(j) = hj(1− α)− j − 1.(1.18)

Note that hn(α)/n converges to 0 as n→∞, if we are in the regime given in (1.14).
In the case (1.15) we then define the scaling function fα(j) as follows:

|fα(n)|∑
`=0

c−1
` /

n∑
`=0

c−1
` −→

n→∞
α.(1.19)

We are now ready to complete the picture from Theorem 5a) as follows:

Theorem 5b) (diffusive clustering, large and small cluster size)
Suppose that g ∈ G((d)), ε > 0 and that either relation (1.14) or relation (1.15) are satisfied
and furthermore use the scaling function fα(j) from (1.18) respectively (1.19). Then

L((
≈
Z
j

α)α∈[0,1]|Zj0 ≥ ε) =⇒ L((Zα)α∈[0,1]).(1.20)

2

Example An example for large cluster size is ck = exp(−bkβ), b ∈ (0,∞), β ∈ (0, 1) and
for small cluster size ck = k.

Remark Note the different structure of the interaction chain in the following cases:

Kj(θ, ·)−→
j→∞

 δθ (small cluster size, ck →∞)
nontrivial law (moderate cluster size, ck → c)
δ0 ( large size, ck → 0).

(ii) Regime II (concentrated clustering)

Consider first the interacting system (i.e. N <∞) again. If the ck → 0 but do not satisfy
(1.14) or (1.15), for example ck = e−k, we are now in a situation where clusters develop
with enormous peaks so that the structure of the boundary of the cluster of growing and
correlated components becomes very rich. Furthermore different “families” are separated (
this is sit in different balls!). Hence conditioning the interaction chain at 0 to be at least ε
and rescaling the mass as in (1.1) does not yield the right description because we will get
qualitatively different behaviour if we are in a situation where 0 is at the boundary or the
center of the cluster.

The Theorem 6 below will formally state the N = ∞ analogue of the fact that a ran-
domly chosen component in a cluster lies with overwhelming probability on the boundary
of the cluster, that is it shows much slower growth of mass than the peaks, but on the other
hand we give a description of the spatial profile of the density occuring in the center of the
cluster, which also describes a typical mass in a very large block (Palm-distribution). This
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reveals in particular that the points where growth occurs at ”maximal“ rate make up only
a assymptotically vanishing fraction of the components of the entire cluster but makes up
asymptotically all the mass. (This explains the name).

In order to describe the spatial structure of the “peaks” we need a new object. The
structure we want to use here is that for g(x) = x the equilibria Γc,gθ are infinitely divisible
and can be represented using the canonical measure. Define a time inhomogeneous Markov
chain (Z̃m)m∈IN . The chain starts at θ and the transition kernel K̃m(θ, dρ) at time m is
given by (recall c < 1)

K̃m(θ, dρ) = Γc
−m,x
θ (dρ), m ∈ IN.

This Markov chain is a martingale and Z̃m → Z̃∞ as m→∞ with EZ̃∞ = θ. The Laplace
transforms L̃m(λ) resp. L̃∞(λ) of L(Z̃m) respectively L(Z̃∞) have the representation

L̃m(λ) = exp(−θ
∫ ∞

0

(1 − e−λu)Rm(du)),

defining a sequence of unique σ-finite positive measures (Rm).

Finally let X be a random variable with distribution G, then we denote by

dĜ = (

∫
yG(dy))−1xdG

the Palm distribution. (For X = Zj0 this distribution corresponds in the original system
to the following: Take a large block of components at time βj(N) and sample a ”typical
particle“. Then look at the distribution of mass at the in this way sampled component,
this is distributed according to the limit Ĝ for N → ∞ of the sequence of Palm distri-
butions.) This definition can be extended to define the Palm measure P̂ of the object
(Zj−j−1+m)m∈{0,1,...,j+1} with respect to Zj0 by simply putting

P̂ (Z1 ∈ A1, . . . , Zm ∈ Am) = E(Zj01(Zj−j−1+1 ∈ A1, . . . , Z
j
−j−1+m ∈ Am))θ−1.

Now we are ready to formulate our result:

Theorem 6 (Clusterformation in regime II, concentrated clusters)
Assume g ∈ G((d)) and ε > 0 and furthermore (ck)k∈IN satisfies

n−m∑
k=0

c−1
k /

n∑
k=0

c−1
k −→

n→∞
β(m) ∈ (0, 1) ∀m ∈ IN, β(m) → 0 as m→∞.(1.21)

(a) Then for every nondecreasing α→ fa(j) ∈ {−j − 1, . . . , 0} with
f0(j) = −j − 1, f1(j) = −1 and fα(j) − (−j − 1)→ −∞ if α ∈ (0, 1) the following holds:

L((Zjfα(j))α∈[0,1]/

j∑
0

c−1
k d)|Zj0 > ε) =⇒

j→∞
δ{Zα≡0}.(1.22)

Furthermore

E((Z−j−1+m)2|Zj−j−1 = θ) ∼ (1− β(m))

j∑
k=0

c−1
k .(1.23)

(b) Assume that ck = ck, c < 1 and define the rescaled interaction chain at level j by
Z̃j−k = cjZj−k. Then

E[1− exp(−λZ̃j0 )] ∼ cjθ
∫ ∞

0

(1− e−λu)R∞(du),(1.24)
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∫ ∞
0

R∞(du) = +∞,
∫ ∞

0

uR∞(du) = 1,(1.25)

which implies that c−jProb(Zj0 ≥ ε)→∞ as j →∞.
Furthermore for m ∈ IN

E[1− exp(−λZ̃j−j−1+m)] ∼ cjθ
∫ ∞

0

(1− e−λu)Rm(du)(1.26)

and Rm ⇒ R∞ as m→∞.(1.27)

c) Assume ck = ck, c < 1. Then there exists a distribution function F̂∞ such that

P̂ (Z̃j0 ≥ δ)→ F̂∞(δ), as j →∞ ∀δ ∈ (0,∞),(1.28)

where F̂∞ is the Palm measure of the Levy-measure of Z̃∞. The corresponding Laplace
transform is given by:∫ ∞

0

e−λuF̂∞(du) =
∞∑
0

(−1)k
λk

k!
Dk+1

with Dk given through the recursion formula in (5.116).

Consider now the Palm distribution of (Z̃j−j−1+m)m=0,1,...,k (with respect to Z̃j0). Then

P̂ ((Z̃j−j−1+m)m=0,1,...,k) =⇒
j→∞

P ((Z̃m)m=0,1,...,k) ∀k ∈ IN. 2(1.29)

Remark The parts a) and b) mean for the N < ∞ situation, that the clusters at a
particular site have again a height, which creates at a small number of points a density
described by the quantity

∑j
k=0 c

−1
k d at time s(N)N j . On the other hand if we study the

system conditioned on a particular component being at least ε (see (1.22)) then we see at

this site a positive mass density of smaller order of size than (
∑j

1 c−1
k ) due to the fact that

the spatial extension of the region where the maximal growth
∑j

0 c−1
k d is attained, is small

compared to the total extension of the cluster.

Remark Part (c) implies that in regime II the conditional laws L(Z̃j0|Z̃
j
0 ≥ ε) converge

as j → ∞ (to an ε-dependent limit). Recall that by (b) we know L(Z̃j0 |Z
j
0 ≥ ε) does not

converge to a nontrivial limit.

Remark The above result confirms that also in the regime II the growth of order c−j

as j → ∞ plays an important role if we view things from a different perspective. Namely
suppose we go back to a branching particle system and after a long time we choose from
a large block an individual at random. Then look at the component at which it sits and
around this site. What growth do we see in the case where the random walk is of the form
ck = ck with c < 1? The particle should sit within a cloud of maximal growing height, since
even though the boundaries of the cluster are large, they do not contain much mass. On
the mean-field limit level this is (1.28) and (1.29).

(iii) Extension and questions.

¿From Theorems 5 and 6 we see that the spatial structure of clusters is determined by
the random walk kernel, i.e. the sequence (ck)k∈IN . It is the absolute speed of growth which
reflects the influence of the diffusive term as given by the function g. Hence in order to
understand the finer structure of the longterm behaviour of the system we need to deter-
mine G((dn)). This question has been resolved in a forthcoming paper by Baillon, Clément,
Greven and den Hollander [BCGH 2].
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The considerations so far raise the question as to what happens, if we have g not in
some G((d)) for d ∈ (0,∞). We conjecture that two changes should occur. Assume that
g ∈ G((dm)) where dm is a sequence which converges to a number in [0,∞]. (In fact, we
are interested in the cases 0 and ∞ which correspond to g(x)/x → 0 resp. g(x)/x → ∞
as x → ∞). The first change is now that the rescaling of the mass which was previously

obtained by dividing by (
n∑
0
c−1
k )·const, see (1.5), is now replaced by dividing by dn ·

n∑
0
c−1
k

which is asymptotically different if dn → 0 or dn → ∞ as n → ∞. The second change
is in the spatial distribution of the clusters. In the case g(x)/x → ∞ large clusters can
occur easier (if g ∈ G((dn)) while in the case g(x)/x→ 0 small clusters can occur easier. In
particular we see that the dichotomy of Theorem 3 holds for all g ∈ G and hence is universal
but some of the finer properties of the clusterformation (as clusterheight) should depend in
a crucial way on the shape of g(x) for x very large.

Conjecture It is an open problem to prove the following conjecture about the behaviour
of the interacting system XN (t) for N fixed and t→∞.
(a) In regime I

L((xξ,fα(t)(N
t)α∈[0,1]|xξ,0(N t) ≥ ε) =⇒

t→∞
L((Zα)α∈[0,1])

(b) In regime II (ck = ck, c < 1)

P̂ (xξ,0((cN)t) ≥ δcj) −→
j→∞

F̂N∞(δ)

F̂N∞(δ) −→
N→∞

F̂∞

c) Results on the historical process and family structure

This subsection deals with the stable case and in contrast to the last section consideration
is given to both XN (t) and the N →∞ limiting object, that is, (Z∞k )k∈ZZ−. The subsection
consists of five parts. In parts (i) and (ii) we construct the historical processes of the inter-
acting process XN (t) resp. the interaction chain (Z∞k ). Part (iii) relates the family structure
of the branching system with the genealogical structure of the Fleming-Viot systems and (iv)
studies some consequences of (iii) namely the spatial distribution of families. Part (v) relates
the fixed N equilibrium behaviour of the historical process to the corresponding mean-field
limit behaviour associated with (Z∞k )k∈ZZ−.

(i) Historical Representation and Family Decomposition I: Interacting Feller
Branching Diffusions

In section 1a) we introduced the intuitive idea of a historical representation for a branch-
ing particle system and the related backward tree constituted by a randomly chosen family
(Palm distribution). The historical representation then easily allows us to decompose the
state of a component at a finite time t into different clans(families). The objective of this
section is to first obtain an analogous historical representation for our system {xNξ }ξ∈ΩN of
interacting Feller branching diffusions and then in a second step the family decomposition.

The main tool is the historical process which is an enriched version of our infinite inter-
acting system of Feller branching processes. Intuitively it can be obtained by passing to the
diffusion limit of the historical process of the system of branching random walks described
in section 1a) (see ([D], Theorem 12.3.1.1)). We begin by introducing the basic ingredi-
ents needed for the formal description of the historical process and the equilibrium historical
process.

Consider the random walk, (yt)t≥s, starting at time s on ΩN with jump rate 1 and
transition kernel a(·, ·) given in (0.8). Denote by Πt

s,ξ ∈ P(D([s,∞),ΩN) the law of the
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random walk started at ξ at time s and stopped at time t > s. For convenience we extend
the time domain to (−∞,∞) by setting yu ≡ ys ∀u ≤ s. If y := (y(s))s∈IR denotes a
path in ΩN then we denote by ŷt := (y(s ∧ t))s∈IR, that is, the path stopped at time t.
The path process (ŷt)t∈IR associated to the random walk is a time inhomogeneous Markov
process with state space D((−∞,∞),ΩN) and time-inhomogeneous semigroup Ss,t acting
on Cb(D((−∞,∞),ΩN)) by

(Ss,tF )(ŷs) := Πt
s,ysF (ŷt).

Let Ẽ be the set of measures on path space such that the time 0 projection gives an
element in E, the state space of our interacting system:

Ẽ = {µ ∈ M(D((−∞,∞),ΩN) : µ ◦ y(0)−1 ∈ E}.

The subspace of Ẽ consisting of measures carried by the set of paths stopped at time t is
denoted by:

Ẽt = {µ ∈ Ẽ : µ({y : y(·) 6= y(· ∧ t)}c) = 0

We define now the historical process as follows:

Definition (Historical process)
The historical process {HN(t)}t∈IR+ is an Ẽ-valued Markov process (and HN(t) ∈ Ẽt). The
law P̃s,µ of HN starting at time s in a point in Ẽ, uniquely defined by HN(s) = µ ∈ Ẽs, is
given in terms of its Laplace functional

P̃s,µ exp(− < HN (t),Φ >) = exp(− < µ, Vs,tΦ >), Φ ∈ C+(D((−∞,∞),ΩN)),

where Vs,tΦ is the unique solution to

Vs,tΦ = Ss,tΦ− d
∫ t

s

(Vs,uΦ)2du.2

Remark The probability laws of the random measures HN(t) as well as the equilibrium
measures to be described below are infinitely divisible. This allows us to use as important
tools the canonical representation and the associated Palm distributions. A brief review of
these notions are given in Appendix 2.

Next we come to the equilibrium historical process. In the transient case there exists
an equilibrium measure for this historical process by letting s → −∞ for suitable initial
laws. The representation for the equilibrium historical measure for super-Brownian motion
in dimensions d ≥ 3 has been constructed in detail in Dawson and Perkins (1991). We now
reformulate this result for our system of Feller branching diffusions on ΩN (super random
walk) in the next theorem. First we construct the needed ingredients.

A system of independent random walks on a countable group has a unique extremal
equilibrium with density θ (namely a Poisson system with intensity measure = θ· counting
measure) and hence a unique entrance law. That is, there exists a unique collection of
locally finite measures {λ̃θ,s}s∈IR on D((−∞,∞),ΩN) such that (i) λ̃θ,s is concentrated on

{y : y(·) = y(· ∧ s)}, (ii) λ̃θ,s({y : y(s) ∈ A}) = θ|A| where |A| denotes the volume of A, that
is, the number of sites in A, and (iii) for t > s and B ∈ B(D([s,∞),ΩN))

λ̃θ,t(B) =
∑
ξ

λ̃θ,s({y : y(s) = ξ})Πt
s,ξ(B).

In other words (λ̃θ,s)s∈(−∞,∞) is an entrance law for the path process associated with the
random walk system.

In order to construct the equilibrium historical decomposition we first consider the his-
torical process (HN,s(t))t≥s with initial state given by the measure λ̃θ,s at time s and law
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P̃s,λ̃θ,s. The equilibrium historical structure turns out to be identical at all times (up to

a time translation) and therefore for convenience we consider it at time 0. The law of
HN,s(0) under the law just mentioned is denoted by P̃ 0

s,λ̃θ,s
(this is a probability measure

on M(D((−∞,∞),ΩN))).
Since we want to construct a decomposition of the configuration into families, which are

related we need to recall that µ ∈ Ẽ is a clan measure if there exists a y ∈ D((−∞,∞),ΩN)
such that µ(((C(y))c) = 0 where

C(y) := {y′ : ∃u such that y′(s) = y(s) ∀s ≤ u}.

A basic tool which will be used below is the Palm measure associated to the random
measure HN,−∞

0 at a point y ∈ D((−∞,∞),ΩN))). The reader not familiar with canonical
measures and Palm measures may want to look at Appendix 2 before reading parts (c) and
(d) of the next theorem. In the context of the historical process the Palm measure describes
the subpopulation mass which shares a common ancestor with a given individual who has
followed a given path y up to the present.

Theorem 7 (Family Decomposition of the Equilibrium Historical Process)
Assume that

∑∞
k=0 c

−1
k <∞. Then for N ≥ 2 the random walk on ΩN is transient:

(a) P̃ 0
s,λ̃θ,s

converges weakly as s ↓ −∞ to the law, P̃ 0
θ,equil of an infinitely divisible random

measure, HN,−∞
0 , on D((−∞,∞),ΩN) with intensity

E(HN,−∞
0 (A)) = λ̃θ,0(A)

and Laplace functional

E(exp(− < HN,−∞
0 , φ >)) = exp(−V̄ N0 (φ)), φ ∈ C+(D((−∞,∞),ΩN))

where

V̄ N0 (φ) = lim
s→−∞

∫
(V Ns,0φ)(y)λ̃θ,s(dy)

(b) XN,−∞
0 := Π0H

N,−∞
0 is a version of the equilibrium random measure for the system of

interacting Feller branching diffusions with density θ where (Π0µ)(A) := µ({y : y(0) ∈ A}).
(c) The canonical measure RN−∞,0 of HN,−∞

0 is supported by the set of clan measures and
satisfies ∫

(1− e−<m,φ>)RN−∞,0(dm) = V̄ N0 φ.

(d) The Palm distribution, (P̂N)y, of the canonical measure RN−∞,0 of HN,−∞
0 at y is sup-

ported by the the set of y clan measures, that is, {µ : µ(({C(y)}c) = 0} and has the Laplace
functional (here yr(s) = y(s ∧ r))∫

e−〈m,φ〉(P̂N)y(dm) = exp(−2d

∫ 0

−∞
(V Nr,0φ)(yr)dr).(1.30)

Moreover the Palm distribution (PN)y of HN,−∞
0 is defined by the following Radon Nikodym

derivative:

(PN)y(B) :=

∫
B P̃

0
θ,equil(dµ)µ(dy)

λ̃θ,0(dy)
, λ̃θ,0 − a.s., B ∈ B(Ẽ)

and this Palm distribution satisfies:

(PN)y = P̃ 0
θ,equil ∗ (P̂N)y.(1.31)

(where ∗ denotes convolution). 2
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We conclude now this paragraph by constructing the decomposition of xξ(t) into clans
(families) using Theorem 7. Indeed Part (c) of Theorem 7 tells us that the equilibrium

historical HN,−∞
0 can be decomposed into a countable superposition of clan measures (fam-

ilies). We shall label the families by the index i ∈ I and write the family decomposition as
follows:

HN,−∞
0 (·) =

∑
i∈I

HN,−∞
0 (i, ·)

where for each i ∈ I, HN,−∞
0 (i, ·) is a clan measure. Then

MN
0 (i, ξ) := HN,−∞

0 (i, {w : w(0) = ξ})

denotes the mass of the family indexed by i at the site ξ ∈ ΩN at time 0. The corresponding
normalized measure of the family in a k-block is given by

MN
−k(i, ξ) :=

1

Nk

∑
d(ξ′,ξ)≤k

MN
0 (i, ξ′) ξ ∈ ΩN , i ∈ I.

We have noted above that in the transient case the interacting system of Feller branching
diffusions has a unique equilibrium with density θ. We next describe the associated equi-
librium measure for the historical process HN on the time interval (−∞, 0]. To do this we

first set as initial condition at time −S(N)βj (N), H
N,−S(N)βj(N)

−S(N)βj(N) = λ̃θ,−S(N)βj(N). Then
put

MN,j
0 (i, ξ) := H

N,−S(N)βj(N)
0 (i, {w : w(0) = ξ}) ξ ∈ ΩN , j ∈ IN, i ∈ I,(1.32)

MN,j
−k (i, ξ) :=

1

Nk

∑
d(ξ′,ξ)≤k

MN,j
0 (i, ξ′) k ∈ {0, 1, . . . , j}.(1.33)

Then MN,j
−k (i, ξ) is the density of mass of the i-th family in the block around ξ of size

k where j specifies the time scale and the corresponding equilibrium quantity is (recall
βj(N)→∞ as j →∞)

lim
j→∞

MN,j
−k (i, ξ) = MN

−k(i, ξ).

Under the Palm distribution of Theorem 7(d), the spatial distribution of mass at time 0 of
the family to which a randomly chosen individual at ξ belongs (and which is contained in a
block of size k), has Laplace functional∫

exp(−2d

∫ ∞
0

(V N−r,0φ)(yr)dr) Π∞0,ξ(dy).

(This follows as in (6.2) of [DP] using the fact that the entrance law λ̃θ,0 satisfies λ̃θ,0({y(−·) ∈
B, y(0) = ξ}) = θΠ∞0,ξ(B). The latter fact is a simple consequence of the time reversibility
of the random walk on ΩN .) In particular the density of mass at time 0 of the family of a
randomly chosen individual at ξ in a block of size k around ξ, denoted by MN

−k(ξ), satisfies

E(exp−λM
N
−k(ξ)) =

∫
exp(−2d

∫ ∞
0

(V N−r,0(λφk))(yr)dr) Π∞0,ξ(dy)(1.34)

where φk := 1
Nk 1d(ξ,ξ′)≤k.

By homogeneity we can let ξ = (0, 0, . . .) and we will henceforth suppress ξ in the
notation.

We next introduce a random relabelling of the families i according to the size of the mass
at level 0, that is, so that M∗N,j0 (i) is nonincreasing in i. This way we derive from (1.31)
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new objects the size-ordered family decomposition of the interacting systems, which will be
called

{M∗N,jk (i), i ∈ I}; k ∈ {−j, . . . , 0},(1.35)

{M∗Nk (i), i ∈ I}; k ∈ ZZ−.(1.36)

These objects are difficult to analyse directly. However we shall show in Theorem 11 that
the density of a single family in blocks of size k converges in distribution as N →∞ to the
size of the single family at time −k in the historical representation of the interaction chain.
In the latter process we can then calculate and estimate the quantities of interest. The
historical enrichment of the interaction chain is constructed in the next subsection below.

(ii) Historical Representation and Family Decomposition II: Interaction Chain

As in the previous subsection for the interacting system we construct also in the case
of the interaction chain first a historical representation and then we are able to give in a
second step the desired family decomposition. In order to understand the construction the
reader should recall (0.17) and that the equation

dxt = c(θ − xt)dt+
√

2xtdwt

can be viewed as the diffusion limit of a subcritical branching particle system with immigra-
tion at rate cθ. In a subcritical branching system with immigration the equilibrium state can
be decomposed into clans each consisting of the set of descendents of the same immigrant.
Hence in the diffusion limit xt, the equilibrium state can be written as the sum of jumps of
a process with independent increments, which is called Moran gamma process and will be
constructed explicitely below.

The historical representation of the interaction chain will be obtained by constructing a
particular version of the interaction chain with the help of a collection of the Moran gamma
processes.

First recall that the transition kernels of the entrance law L((Z∞k )k∈ZZ−) are given for

k ∈ IN by K−k(θ, ·) = Γ
ck−1,dx
θ , the latter being an infinitely divisible law. Since we shall

fix the function g(x) = dx, we put

Γk−1
θ := Γ

ck−1,dx
θ (·).

Γkθ has a Laplace transform of the form exp(−θψk(λ)) with ψk(λ) = ck/d log(1 + (d/ck)λ).
Such infinitely divisible laws on (0,∞) have Laplace transforms which can be represented
using the Lévy measure Rk(du) (see e.g. Dawson 1993, Section 3.3) as follows:

exp(−θψk(λ)) = exp
(
− θ

∞∫
0

(1− e−λu)Rk(du)
)
.

In fact we can explicitly give the Lévy measure corresponding to the ψk:

ψk(λ) =
ck

d

∞∫
0

(1− exp(−uλd/ck))
e−u

u
du(1.37)

=
ck
d

∞∫
0

(1− e−uλ)
e−

cku

d

u
du.(1.38)

Next we consider the subordinator known as the standard Moran gamma process γ(s),
that is, the nondecreasing process with independent increments and with Lévy measure
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R(du) = e−u

u du (cf. A2.3). Then for s2 > s1, the increment γ(s2) − γ(s1) has distribution
with Laplace transform

exp
{
− (s2 − s1)

∫
(1− e−uλ)

e−u

u
du
}
.

For each k ∈ ZZ we then define the process

γk(u) :=
d

ck
γ(
ck

d
u).(1.39)

Then it is easy to verify that Γkθ = L(γk(θ)) and γk(θ) is the sum of a countable set of jumps
of the Moran process in the time interval [0, θ).

We are now ready to construct the historical process associated with the interaction chain
as an enriched version of our interaction chain (Z∞k )k∈ZZ−. Namely the first step is to define
the enriched version of {Z∞k }k∈{−j,...,0} conditioned on Z∞−j−1 and the second step is to let
j → ∞. We first build on one probability space a sequence of independent Moran gamma
processes {γk(u) : 0 ≤ u <∞}k∈ZZ+ defined in terms of the standard Moran gamma process
by (1.39). Next define for k ∈ 0, 1, . . . , j

zj−k(u) := γk(γk+1(· · ·γj(u))), u ≥ 0(1.40)

One can prove that with the above objects we get a version of (Z∞k )k∈ZZ− as follows:
Lemma 1.1 Assume that

∑
c−1
k <∞. Then for k ∈ IN

(a)

z∞−k(u) := lim
j→∞

zj−k(u)

exists a.s. and has mean E[z∞−k(u)] = u.
(b) Define for k ∈ IN

Z∞−k := z∞−k(θ).(1.41)

Then {Z∞k }k∈ZZ− is a version of the entrance law for the Markov chain with transition ker-
nels K|k|. 2

We shall next in Theorem 8 below construct the historical representation H = (Hn)n∈ZZ−
associated with the entrance law (Z∞k )k∈ZZ−. This will be a process H with values in the
functions IN → IN × IR+ and with time index set ZZ−. The interpretation is the following.
For the “individual” contributing at time 0 the i-th biggest mass we specify the rank of the
ancestral mass at time −k and it’s mass contribution at this time.

The process H will be constructed on the probability space (Ω,F , P ) generated by the
collection of independent Moran Gamma processes given by (1.39). Each jump of γk is
interpreted to be an individual and the set of jumps of γk occurring in a time interval rep-
resenting a single jump of γk+1 is interpreted as the set of descendents at level k of single
individual at level k + 1. We will see later in Theorem 11 that we can reinterpret the latter
in terms of the interacting system as the set of descendents of an individual at distance k+1
from ξ which immigrate into in a k-block around ξ in the limit N →∞.

Remark In this section we will complement the methods of infinitely random measures
with relations between Gamma and Beta distributions and also the Poisson Dirichlet distri-
bution, size-biased sampling and the GEM representation. A brief review of the facts that
we will need is given in Appendix 3.

Theorem 8 (Historical Representation of the Entrance Law)
Assume that

∑
c−1
k < ∞. Then there exists a (IN × IR+)IN -valued process {Hn}n∈ZZ−,

H−k(i) = (G−k(i), m−k(G−k(i))), k ∈ IN , defined on the same probability space such that
for k ∈ IN
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(i) m−k(1), m−k(2), . . . is a non-increasing sequence

(ii) z∞−k(θ) =
∑
`∈IN

m−k(`)

(iii) Conditioned on {z∞−k(θ)}k∈IN− the {m−k(·)
Z∞−k

}k∈IN− are independent and for each k,

{m−k(i)
Z∞−k

}i∈I has the Poisson Dirichlet distribution with parameter
Z∞−k−1ck

d .

(iv) G0(i) = i and

G−k(i1) = G−k(i2)⇒ G−k′(i1) = G−k′(i2) ∀ k′ > k

(v) conditioned on {H−k−1(·),H−k−2(·), . . .}, {G−k(j)}j∈IN are independent and

P (G−k(j) = i|m−k(·), m−k−1(·), . . .) =
m−k(i)

z∞−k(θ)

(vi) conditioned on {m−k−1(·), m−k−2(·), . . .}, {
∑
im−k(i)1G−k−1(i)=j}j∈IN are indepen-

dent and

L(
∑
i

m−k(i)1G−k−1(i)=j |m−k−1, m−k−2, . . .)(1.42)

= Gamma(
ck+1m−k−1(j)

d
,
d

ck+1
).2

Definition (Historical representation of the entrance law (Z∞k )).
The collection {{G−k(i), m−k(G−k(i))}i∈IN}k∈IN is called the historical representation of
the equilibrium system associated with the entrance law (Z∞k )k∈ZZ−. 2

Corollary 1 If i1, . . . , ij belong to different families, then

L({(ck
d
m−k(G−k(i`)))`=1,...,j,k≥K) =⇒

K→∞
independent exponential(1) laws(1.43)

and for ` ∈ IN ,

E(
ck
d
m−k(G−k(i`)))−→

k→∞
1. 2(1.44)

We now have the tools to proceed with the second step in (ii) and to give the family
decomposition of (Z∞k )k∈ZZ−. We introduce some equivalence relations on IN such that for
k ∈ IN , i1 ≡k i2, (resp. i1 ≡ i2) iff G−`(i1) = G−`(i2) for some ` ∈ {−k, . . . , 0}, (resp.
` ∈ ZZ−), (i.e. i1 and i2 have a common ancestor of order k, (resp. of some order)). We will
show that under the hypothesis

∑
c−1
k <∞, with probability one there are countably many

distinct equivalence classes and we will label the equivalence classes (families or clans) by
the index n ∈ I. Given i ∈ IN the mass of the family of i, that is the equivalence class to
which it belongs, at level 0 is defined by

M0(i) :=
∑
`≡i

m0(`).(1.45)

We will now size order the collection {M0(i)}i∈IN and label the equivalence class by the
integer giving the rank, `(i), of M0(i) in this order. This way the labels of the families can
be identified with IN . We then define

M∗0 (n) := M0(`−1(n)), n ∈ I.(1.46)
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Thus families are labelled so that the family masses at level 0 are ordered. We now introduce
the corresponding family masses at level k, namely

M∗k (n) :=
∑

i∈`−1(n)

m−k(G−k(i)).(1.47)

Thus we have now also decomposed the entrance law into clans (or families)

Z∞k =
∑
n∈I

M∗k (n), k ∈ ZZ−.(1.48)

Given j ∈ IN we can carry out the same decomposition of the law of {Zjk}k∈{−j,...,0}
using the equivalence relation ≡j instead of ≡. This yields the collection {M∗jk (i)}k∈{−j,...,0}.
However for this object we can pass to the limit j →∞ to get the object discussed above:
for each i ∈ I,

L((M∗jk (i))k∈{−j,−j+1,...,0}) =⇒
j→∞
L((M∗k (i))k∈ZZ−).

In the proof of the results a refinement of the above considerations is useful. Note that
M∗−k(i), the family mass at level k, corresponds to the total mass at level k of a subpopulation
that has a common ancestor at some level ` > k. In order to study the behaviour of M∗k (i)
as k → −∞ we now introduce a finer decomposition based on the the notion of last common
ancestor where we say that i1, i2 have a last common ancestor at level |k| if

k = max{−` : ` ∈ IN, G−`(i1) = G−`(i2)}.

Then a family mass at level k ∈ IN , can be decomposed into subfamilies. Namely if we are
given the family of i ∈ IN and its mass at level k we can decompose this mass into the mass
contributed by relatives of i or order exactly ` which are those masses with index j such
that G−k−`(i) = G−k−`(j) and G−k−`−1(i) 6= G−k−`−1(j).

Then the quantity M∗k (i) can for every i ∈ Ĩ be decomposed:

M∗−k(i) =
∞∑

`=k+1

M∗−k,−`(i), k ∈ IN(1.49)

and we can identify the law of this decomposition explicitly:

Corollary 2 (Family Decomposition)
(a) Conditioned on {M∗−j(i)}i∈I , {{M∗k (i)}k∈(−j,...,0)}i∈I is a collection of independent
Markov chains with time index ZZ− each with the same transition kernels Kk (k ∈ IN)
at time −k and which are also martingales.
(b) For each i ∈ I and k ∈ IN ,

M∗−k,−`(i) = Ẑ`k(m−`(G−`(i))), ` ≥ k + 1

where {Ẑjk(m−j(G−j(i)))}j∈IN are independent copies of the interaction chain starting at
level j in m−j(G−j(i)).

(iii) Relation to the Interaction Chain associated to a System of Interacting
Fleming-Viot Processes

Using the representation in terms of the Moran gamma processes we will now obtain
rather detailed information about the “entrance law” {M∗−k(i); i ∈ I}k∈ZZ describing the
different family masses in the entrance law. In particular the main objective of this section
is to characterize the law of the sequence of normalized P(IN)-valued random variables

{Q∗−k(i)}i∈I :=
{M∗−k(i)

Z∞−k

}
i∈I , k ∈ IN
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where P(IN) denotes the set of probability measures on IN . Those random variables give
the relative proportions the various families contribute to the total mass present at time
−k (which corresponds to the contribution various families give to the mass in a k block at
large times and in equilibrium in the original interacting system).

The first question is to whether these laws {L(Q∗k)}k∈ZZ− are again the entrance law of
some Markov chain, at least if we condition on (Z∞k )k∈ZZ−? The answer will be yes and
we will characterize its law in terms of the interaction chain associated with a system of
interacting Fleming-Viot processes. In addition we will compare the family structure of
our branching systems with the type structure of the corresponding systems of interacting
Fleming-Viot processes studied in Dawson, Greven and Vaillancourt (1995).

We now define the ingredients of the interacting Fleming-Viot system. Let Θ denote the
uniform distribution on [0, 1].

Λc,dθ ∈ P(P([0, 1])) is defined as:(1.50)

Λc,dθ = L(
∞∑
l=1

(
l−1∏
i=1

(1− Vi)Vl)δUl )

where (Ul)l∈IN are i.i.d. Θ-distributed [0, 1]-valued random variables
and the (Vi)i∈IN are independent Beta(1,c/d) distributed [0, 1]-valued
random variables.

Next define a random sequence (c′k)k∈IN by requiring that for given (ck)k∈IN , d and
(Z∞k )k∈ZZ−:

c′k
d′k

=
ck
d
Z∞−k−1, d′k =

d′0

d′0 +
∑k−1

0 (c′j)
−1
.(1.51)

For every k ∈ IN define a transition kernel L−k(·, ·) on P([0, 1])×P([0, 1]) by setting

L−k(ρ, dϕ) = Λ
c′k,d

′
k

ρ (dϕ).(1.52)

If
∑ d′k

c′
k

<∞, then according to [DGV], Theorem 0.5 there exists a unique entrance law for

the sequence (Lk)k∈ZZ− starting in Θ ∈ P([0, 1]). Choose Θ equal to the uniform distribution
on [0, 1]. Then this entrance law is P([0, 1])-valued stochastic process and is denoted by
(η∞k )k∈ZZ−. The states of this process are in fact atomic probability measures on [0, 1].
Write (xi is the position of the i-th atom)

η∞k =
∞∑
i=0

m∞k (i)δxi k ∈ ZZ−.(1.53)

We size-order the collection {m∞0 (·)} and let `(i) denote the rank of m∞0 (i) in this order.
Then let

m∗∞k (j) := m∞k (`−1(j)), j ∈ IN, k ∈ ZZ−.(1.54)

Now define a probability measure q∗k on IN by setting:

q∗k({j}) := m∗∞k (j) j ∈ IN, k ∈ ZZ−.(1.55)

With the last object we have the main ingredient for:

Theorem 9 (Relation with Fleming-Viot, family dynamics)
Assume that

∑
c−1
k <∞.

(a) Then
∑ d′k

c′
k

<∞ and conditioned on (Z∞k )k∈ZZ−, (Q∗k)k∈ZZ− is characterized by

L((Q∗k)k∈ZZ−|(Z∞k )k∈ZZ−) = L((q∗k)k∈ZZ−).(1.56)
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(b) The chain (q∗k)k∈ZZ− can (in addition to (1.54) and (1.55)) also be described as follows:
(q∗k)k∈ZZ− is a P(IN)-valued time inhomogeneous Markov chain with transition function

Kk({p`}`∈IN , ·) := L
( ∞∑
i=1

[
V ki

i−1∏
`=1

(1− V k` )
]
δŪi

)
∈ P(P(IN))(1.57)

where

(i) (Ūi)i∈IN is an i.i.d. sequence of IN -valued random variables with marginal distri-
bution {p`}`∈IN

(ii) (V ki )i∈IN is an i.i.d. sequence with marginal Beta(1,
c′k
d′
k

).

(iii) (Ūi)i∈IN and (V ki )i∈IN are independent processes. 2

Remark Thus the normalized process (q∗k)k∈ZZ− conditioned on the total mass process Z∞−k
is the entrance law of the interaction chain associated to the system of interacting Fleming-
Viot processes with migration coefficients (c′k)k∈IN and sampling coefficients (d′k)k∈IN . Note
that this is an analog of the result of Perkins (1991) which states that a measure-valued
branching process conditioned on the total mass process and normalized is a Fleming-Viot
process with time inhomogeneous sampling rate. Also note that even though c′k 6= ck, c′k/ck
converges as k →∞ almost surely to a constant in (0,∞) if

∑
c−1
k <∞. The background for

this phenomenon is as follows. In a stable branching system, resp. Fleming-Viot system, the
weights of different families at a site are small. Since the evolution of branching and Fleming-
Viot differ only in that the latter is restricted to total sum 1, this difference “disappears”
when considering a fixed number of small subpopulations.

(iv) Spatial Distribution of Families

Let M̂∗k (·) denote for every k the size-reordered values of M∗k (·) (recall the * indicated
reordering according to the rank for k = 0). We can then introduce the notion of the number
of types making up a proportion (1− δ) of the total mass in a k-block:

Tk(δ) = inf(j|
j∑
i=1

M̂∗−k(i)/Z∞−k ≥ 1− δ), δ ∈ (0, 1).(1.58)

Theorem 10 (Density of families, number of families)
Assume that

∑
c−1
k <∞.

a) max
i
M∗−k(i)−→

k→∞
0.(1.59)

b) Assume that the (ck)k∈IN are of the form ck = bck with c > 1. Then the sequences

L
(
Tk(δ)

∑
`≥k

c−1
`

)
, L(Tk(δ)c−1

k )(1.60)

are tight and limit laws are nontrivial.

c) For fixed i ∈ IN ,

E(M∗−k(i))∑
`≥k

d
c`

−→
k→∞

1.(1.61)
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Remark The result a) says that a single family surviving indefinitely will have spatial
density 0. Note that (1.60) implies that for any fixed pair i1, i2 ∈ IN ,

E(M∗−k(i1))

E(M∗−k(i2))
−→
k→∞

1.

Therefore in large enough blocks different families have approximately the same mean den-
sity. If ck = bck, c > 1, then the number of different such families in a k-block grows
exponentially in k .

(v) Convergence of the historical representations and family decompositions

In this section we pursue two (related) goals. First we construct and identify the analogue
to the ”Kallenberg backward tree“ for the interaction chain and then we study the convergence
of the historical representation of XN

ξ to that of the interaction chain as N →∞.
Part (b) of Theorem 4 states that the vector of block averages under the equilibrium

measure has laws ν̃Nθ which converge as N →∞ to the entrance law ν∞θ of the interaction
chain. In this section we strengthen this to include the convergence of the corresponding
family decompositions and in fact also describe the sense in which the historical processes
converge. This can be made precise using the framework of Palm distributions which describe
the family decomposition of a “randomly chosen family” also known as the backward tree
(refer to Appendix 2 for some basic facts on Palm distributions).

In order to get an intuitive idea of this consider again the Branching Random Walk
on ΩN , look at the population in a (k+1)-block {ξ′ ∈ ΩN |d(ξ, ξ′) ≤ k + 1}, then choose
an individual at random from the (k+1)-block and finally determine which k-subblock of
this (k+1)-block this individual belongs to. This involves size-biased sampling which means
that k-subblocks which contain more mass will have a higher probability of being chosen.
Size-biased sampling also occurs, if we choose an ”individual“ at ξ ∈ ΩN at random and
consider the family (clan) associated with this randomly selected individual and the masses
contributed by this family to blocks {ξ|d(ξ, ξ′) ≤ k}. This latter random object is described
by the Palm distribution of the family represention which we will now introduce rigorously
Again the Palm measure reflects the fact that it is more likely to choose an individual from
a larger family..

In order to consider the Palm distribution of the equilibrium historical process recall
that P̃ 0

θ,equil is the law of the equilibrium historical measure HN,−∞
0 (which is a locally finite

random measure on D((−∞,∞),ΩN)). For y ∈ D((−∞,∞),ΩN)) and y(s) = ξ ∀s ≥ 0,
we denoted by (PN)y the historical Palm distribution at y (see A2 for a definition of the
Palm distribution of a random measure). The law (PN)y is the law of a random measure on
D((−∞,∞),ΩN)) which intuitively corresponds to the family mass of an individual whose
spatial (random walk) trajectory is given by y. What we now want to consider is however
a typical family tree y which is at ξ at time 0. This we construct next.

Recall that Π∞0,ξ denotes the law of the random walk started at time 0 at site ξ. Then ,

based on (PN)y, we define the Palm distribution at ξ of the family representation of HN,−∞
0 ,

denoted by (PN)ξ,0:

Definition (Palm measure of family representation)
Let A ∈ σ({MN

−k(·, ·)}k∈ZZ−) and set

(PN)ξ,0(A) :=

∫
Π∞0,ξ(dy)(P

N )y(A). 2(1.62)

This means that we are considering the law of the family of an individual chosen at site ξ and
in the above we have averaged the historical Palm distribution over all possible trajectories
that could have been followed by the ancestral individual.

Recall that the backward tree is the family tree of a ”particle“ chosen at random at ξ at
time 0 in the equilibrium process. In order to discuss the convergence of the xNξ backward
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tree to the one of Z∞k we have to deal with the following problem: The family decomposition
in the case of the infinite system (xNξ )ξ∈ΩN is based on the idea that any two individuals
in the same family have a common ancestor at some time in the past and this information
is contained in the historical process. On the other hand in the case of the interaction
chain the time parameter corresponds to a spatial characterization of the interacting system
(in the limit N → ∞). Therefore in order to discuss the convergence of the historical
processes we need to relate the time parameter to the spatial parameter in the historical
representation of the interaction chain. Furthermore we need to describe an analogue of
the Palm distribution representation obtained in Theorem 8. The family decomposition
of a given individual for the infinite system is based on a “backward” (or “bottom-up”)
decomposition of the members of the family according to the times at which they have a
last common ancestor with the given individual. On the other hand the interaction chain is
a “forward description” (or “top-down”). In order to unify the two views discussed above
we consider the decomposition of the infinite family under the Palm distribution of the
family representation for XN (denoted (PN)ξ,0) as follows; M̄N

0,−k(·) denotes the spatial
distribution at time 0 of the subfamily for which the time of the last common ancestor lies
in (τNk−1, τ

N
k ] where τNk is the exit time from the ball of radius k for the “backbone” of the

family (or path starting at ξ). We then have the historical Palm representation of the family
of a randomly selected individual at site ξ

M̄N
0 =

∞∑
`=1

M̄N
0,−`({ξ}).

Note that also for the interaction chain we will also use a bar to denote objects such as
M∗k , mk under the Palm distribution, which we introduce below in (1.63). Also, without
loss of generality we can consider the site ξ = 0.

We now turn to the interaction chain. We will first introduce the analogue of the Palm
distribution (PN)y used above. To motivate this definition note that picking a path of
descent at random from a site in the N <∞ case introduces a size biasing according to the
family size at this site. The appropriate reweighting in the N =∞ limit turns out to be:

Definition (Palm distribution of the historical representation H with respect to Z∞0 )
Let P∞ be the law of the process (Hn)n∈ZZ− constructed in our historical representation of
the entrance law (Compare Theorem 8). Then define (P∞)0 by

(P∞)0(B) := θ−1

∫
Z∞0 · 1B(H)P∞(dH) for B ∈ σ({Hn}n∈ZZ−).2(1.63)

In particular the Palm measure (P∞)0 is the law of a (IN × IR+)IN -valued process
(H̄n)n∈ZZ− with H̄k(i) = (Ḡ−k(i), m̄−k(Ḡ−k(i))). Then we can define ( analogously to
(1.49)):

M̄∗−k =
∞∑
`=k

M̄∗−k,−`.

Recall the interpretation of the historical decomposition: M̄∗−k,−`(i) is the mass at level k
contributed by the relatives of i of order exactly ` but now (bar) under the Palm measure

(P∞)0. Define: (P̂∞)0 := L((M̄∗0,`)`∈ZZ−)

The law of the decomposition of M̄∗−k can explicitly be identified and is now exactly
what corresponds in the limit N → ∞ to the modified historical Palm distribution in the
interacting system XN (t) introduced above. We start by describing (P∞)0 explicitly.

Theorem 11 (Historical Palm representation and the family representation)
(a) Under the Palm distribution, (P∞)0 the sequence {m̄−k}k∈ZZ consists of independent
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exponentially distributed random variables with means d
ck

.

(b) The restriction of (P∞)0 and P∞ to σ{M∗0,−`} satisfy

(P∞)0 = (P̂∞)0 ∗ P∞(1.64)

and M̄∗−k has the representation

M̄∗−k =
∞∑
`=k

M̄∗−k,−` =
∞∑
j=k

Ẑjk(m̄−j)(1.65)

and the Ẑjk(m̄−j) are independent and have the same distribution as the interaction chain
at level k started at m̄−j at level j. 2

The next statement shows that indeed (P∞)0 is the right object to describe (PN)ξ,0 in
the limit N →∞.

Theorem 12 (Convergence of Palm representation and the family representation)
(a) (Convergence of the modified historical Palm representations)
The historical decompositions {M̄N

0,j(ξ)}j∈ZZ− converge weakly as N → ∞ to the process

{M̄∗0,j}j∈ZZ−. where M̄∗0,j = Ẑj0(m̄j).
(b) (Convergence of the family representations)

L((M∗N,jk (i))k∈{−j−1,−j,...,0}, i ∈ I) =⇒
N→∞

L((M∗jk (i))k∈{−j−1,−j,...,0}, i ∈ I),(1.66)

L((M∗Nk (i))k∈ZZ−, i∈I) =⇒
N→∞

L(M∗k (i))k∈ZZ−, i∈I) 2(1.67)

Remark In (a) the term Ẑj0(m̄−j) denotes the mass of the subpopulation at site 0 for

which the “closest common ancestor” is at distance k+1. Recalling that
τNk
Nk

is an exponential
random variable this corresponds to the subpopulation whose last common ancestor appears
in the Nk time scale.
Remark If ck = kn with n > 1, then (ck)−1∑k

j=0
(cj)−1

→ 0 and k → ∞ and the
M∗−k

E(M∗−k) → 1

in probability as k → ∞. On the other hand if ck = ck with c > 1 then { M∗−k
E(M∗−k)}k≥j is

asymptotically self-similar as j →∞. Note that this limiting behaviour is shared by both the
interacting system of Feller branching diffusions and the system of interacting Fleming-Viot
processes suggesting a new type of universality result for the transient regime.
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Part B Proofs

2 Preparations

In this section we prepare some basic tools needed frequently for the proofs of our theorems.
There are first of all formulas and equations for the moments (first and second) of systems of
interacting diffusions, of certain one dimensional diffusions and of the interaction chain. Sec-
ond there are properties of the map Fc,F (n) and the map Gc,g : θ→ Γc,gθ which are essential
in many arguments later on. See (0.16), (0.20), (0.17) and (0.18) for definitions. Finally
we establish uniform continuity properties for the kernels appearing in the interaction chain.

a) Moment calculations

Since we shall need during the proofs not only the original system defined in the introduc-
tion we proceed in a sufficiently general setting for our calculations of moments. Consider
a finite or countable group I and a homogeneous transition kernel b(·, ·) on I × I. Let g be
as in (0.4). Define a process (Y (t)) through the following system of stochastic differential
equations.

Y (t) = (yi(t))i∈I

dyi(t) =
∑
j∈I

b(j, i)(yj(t) − yi(t))dt+
√

2g(yi(t))dwi(t)(2.1)

Y(0) ∈ E (E as in (0.6)).

Lemma 2.1 Define bt(·, ·) =
∞∑
n=0

e−t · tn
n!
bn and b̂(i, j) = (b(i, j) + b(j, i))/2. Then

Eyi(t) =
∑
j∈I

bt(i, j)yj(0)(2.2)

E(yi(t)yj(t)) =
∑
k,l

bt(i, k)bt(j, l)yk(0)yl(0)(2.3)

+

t∫
0

∑
k

b(t−s)(i, k)bt−s(j, k)Eg(yk(s))ds.

If Y (0) is random and this initial law is homogeneous then

E(y0(t)yi(t)) =
∑
j

b̂2t(i, j)Ey0(0)yj(0) +

∫ t

0

b̂2(t−s)(0, i)Eg(y0(s))ds 2

Proof The proof proceeds via the Ito formula (see Shiga and Shimizu [SS]).

Furthermore consider the diffusion

dz(t) = c(θ − z(t))dt+
√

2g(z(t))dw(t) θ ∈ IR+, c ∈ IR+.(2.4)

The unique equilibrium measure Γc,gθ (·) of this process has the property∫
z2Γc,gθ (dz) = θ2 +

1

c
Fc(g)(θ).(2.5)

This follows by explicit calculation using Ito calculus (see [DG2] for details.)

Finally we present a formula for the second moments of the interaction-chain at level n
(compare 0.d) for definitions and [DG3], Equation 3.1. for a proof).
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Lemma 2.2 For every θ ∈ [0,∞), j ∈ {0, 1, . . ., n}, n ∈ IN

E((Zj−k)2|Zj−j−1 = θ) =
( j∑
`=k

c−1
`

)
F (j)(g)(θ) + θ2. 2(2.6)

b) Smoothness properties of the mapping Fc, Gc,g

We start by properties of the mapings Fc, F (n).

Lemma 2.3

a) For every c ∈ (0,∞), θ → Fc(g)(θ) is continuous on [0,∞) and Lipschitz continuous
at 0.

b) for every c ∈ (0,∞) and n ∈ IN :

lim
θ→∞

(Fc(g)(θ)/θ
2) = 0,(2.7)

lim
θ→∞

(F (n)(g)(θ)/θ
2) = 0. 2(2.8)

Proof We prove first b) and then we use some of the estimates of that proof to obtain
part a) of the lemma.

Proof of b), (2.7), (2.8) Next observe that (2.8) follows immediately from iterating the
argument leading to (2.7). The measure Γc,gθ is defined as the marginal of the stationary
solution of the SDE

dx(t) = c(θ − x(t))dt+
√

2g(x(t))dw(t).(2.9)

The solution of this equation can be represented as follows.
Let ut(x) be the solution of the initial value problem y′(t) = −cy(t), y(0) = x− θ. Then we
decompose x(t) as follows

x(t) = θ + ut(x(0)) +

t∫
o

ut−s(
√

2g(x(s)))dw(s) = [θ + ut(x(0))] +Mt,(2.10)

into a deterministic part (given x(0)) and a stochastic integral. Next use that for square
integrable Mt we have (note that ut(·) is linear and Ey(0) = 0)

EM2
t =

∫ t

0

ut−s(Eg(xs))ds(2.11)

so that we can calculate

Ex2(t) = θ2 + E(ut(x(0)))2 +

t∫
0

u(t−s)(Eg(x(s)))ds.(2.12)

Define

f(t) = sup
s≤t

E(x2(s))(2.13)

and choose b(D), D such that b(D) < 2c,

g(x) ≤ Dx + b(D)x2 and b(D)→ 0 as D→∞.(2.14)
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We get with these definitions from (2.12) for all D sufficently large the relation:

f(t) ≤ (1− b(D)

2c
)−1((θ2 +E(x(0) − θ)2e−2ct +

1

2c
Dθ).(2.15)

Letting t→∞ and using (2.5) there exists A1 ∈ (0,∞) such that we get the estimate

Fc(g)(θ) ≤ (
4cb(D)

2c− b(D)
)θ2 +A1θ ∀ θ ∈ (0,∞)(2.16)

and hence

lim
θ→∞
Fc(g)(θ)/θ2 ≤ 4cb(D)

2c− b(D)
−→
D→∞

0,(2.17)

which proves (2.7).

Proof of a) First we prove the continuity of θ→ Fc(g)(θ) for θ ∈ [0,∞). Since g(x)/x2

converges to 0 as x→∞ and since by combining (2.5) and (2.16):

sup
θ≤M

∞∫
0

x2Γc,gθ (dx) <∞,(2.18)

the function g is uniformly integrable under Γc,gθ (·) for θ ≤M . Hence it suffices to show:

Γc,gθn =⇒ Γc,gθ if θn → θ for n→∞.(2.19)

The latter follows from the estimate

|〈Γc,gθ , f〉 − 〈Γc,gθ′ , f〉| ≤ L(f)|θ − θ′|(2.20)

for every f with |f(x) − f(y)| ≤ L(f)|x − y| ∀ x, y ∈ [0,∞) and with L(f) <∞, since the
latter functions are dense in Cb([0,∞)). The estimate (2.20) follows from Lemma 2.4 below.

The relation (2.20) says that application of the kernel K(x, dy) = Γc,gx (dy) preserves the
Lipschitz constant. This implies in particular that application of compositions of the kernels
preserve the Lipschitz constant. Then we obtain with (2.7) and (2.5) as in the argument
above for F(g) that also the map θ→ F (n)(g)(θ) is continuous.

Finally we prove that Fc(g)(θ) is Lipschitz at θ = 0. Since g(0) = 0 it suffices to prove
that for all θ ∈ (0,∞):

Fc(g)(θ) ≤ Cθ2 +Dθ for C,D ∈ [0,∞).(2.21)

However (2.21) follows via (2.16).

(c) Contraction properties of the kernels Kc,g.

Next we formulate the most significant estimates derived from the coupling of dynamics
with two different initial points by using the same driving brownian motion. That is we
consider the bivariate system (x1(t), x2(t))

dxi(t) = c(θ− xi(t))dt+
√

2g(xi(t))dw(t) i = 1, 2.(2.22)

(See [DG2] for details.)
Introduce the kernel Kc,g(·, ·) on [0,∞)× [0,∞), defined by

Kc,g(θ, dρ) = Γc,gθ (dρ).(2.23)
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Lemma 2.4 Let f : [0,∞)→ IR be a function satisfying

|f(x1)− f(x2)| ≤ C|x1− x2| ∀x1, x2 ∈ [0,∞).(2.24)

Then the function f∗ defined by

θ→ 〈Γc,gθ , f〉(2.25)

has the property

|f∗(x2)− f∗(x2)| ≤ C|x2 − x1| ∀x1, x2 ∈ [0,∞). 2(2.26)

The functions satisfying (2.24) with some C <∞ are called Lipschitz functions.

Corollary Suppose f is as in Lemma 2.4 and f∗k is defined by

f∗k : θ→ 〈δθKck,F(k)

(g)

◦ · · · ◦Kc0,g , f〉.(2.27)

Then

|f∗k (x2)− f∗k (x1)| ≤ C|(x2 − x1)| ∀x1, x2 ∈ [0,∞). 2(2.28)

3 Proof of Theorem 1

In [DG3] (Theorem 1) (in turn based on results of [DG2]) the analogue of the present
Theorem 1 has been proved for processes with state space [0, 1]ΩN . That is the state space
is compact and the components of the system as well as the function g are bounded. These
latter facts were used in the proof at several points. Our task here is to show how to replace
those arguments based on the boundedness of the state space of the components. It turns
out that this can be done using L2-techniques.

A screening of the proof (in [DG3]) shows that the boundedness of the components was
used essentially at two points were we needed uniform integrability in N of the components
respectively of F (j) applied to the components of the system XN,j(sβj (N)). Here we denote
by (XN,j(t)) the system obtained by replacing the sequence (ck)k∈IN by (c0, c1, . . . , cj, 0, 0, . . .).
Altogether this means (recall that the assumption g(x)/x2 converges to 0 as x → ∞) that
in order to get Theorem 1 it suffices to prove the Proposition formulated below.

Proposition 3.1 The two sequences

{xN,jξ (sβj (N))}N∈IN , {F (j)(g)(xN,jξ (sβj (N)))}N∈IN(3.1)

are for every ξ ∈ Ω∞, s ∈ [0,∞) and j ∈ IN uniformly integrable in N . 2

Proof Using Lemma 2.3b) we see that both statements of the Proposition are implied by

sup
N

[E(xN,jξ (sβj(N)))2] <∞ ∀j ∈ IN, s ∈ [0,∞), ξ ∈ Ω∞.(3.2)

To prove this, we turn to Lemma 2.1. First note that since
∑
ξ

a(0, ξ) (recall (0.8)) converges

to c0 as N → ∞, we can neglect the fact that the kernel a(·, ·) is not normalized and
use Lemma 2.1. Note that our kernels are symmetric, which is useful in the subsequent
calculation. Integration over the initial distribution µ of the equation for second moments
and fixed initial point yields for the kernel bN,j(·, ·) on {ξ|d(0, ξ) ≤ j)×{ξ|d(0, ξ) ≤ j} given
by the restriction of a(·, ·) to these subsets of ΩN i.e. bN,j(0, ξ) = a(0, ξ)/

∑
‖η‖≤j

a(0, η):

E(xN,jξ (sβj(N)))2 =
∑
η,η′

bN,jsβj(N)(ξ, η) bN,jsβj(N)(ξ, η
′) E(xN,jη (0)xN,jη′ (0))(3.3)
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+

sβj(N)∫
0

∑
η

bN,j(sβj(N)−u)(ξ, η)bN,j(sβj(N)−u)(ξ, η)Eg(xN,jη (u))du

≤ Eµ(xN,jξ (0))2

+

sβj(N)∫
0

∑
η

bN,j(sβj(N)−u)(ξ, η)bN,j(sβj(N)−u)(ξ, η)E(g(xN,jη (u)))du.

¿From our assumptions on g we know that, using (3.3) we can bound as follows (using

the spatial homogeneity of µ! and the Kolmogorov equation for bN,jsβj(N)−u(ξ, η)):

E(xN,jξ (sβj(N)))2 ≤ Const +D1

sβj(N)∫
0

b̂N,j2(sβj(N)−u)(ξ, ξ)du(3.4)

+ D2

sβj(N)∫
0

b̂N,j2(sβj(N)−u)(ξ, ξ) · E(xN,jξ (u))2du.

Here D2 can be made as small as we want (on the cost of D1, compare (2.14)).

The relation (3.4) has (for fixed ξ, N and j) the form of a renewal inequality in the

macroskopic time variables for the function s → ExN,jξ (sβ(N))2 (see [F]). Choosing D2

sufficiently small it suffices for (3.2) to hold to show that

sup
N

( sβj(N)∫
0

bN,ju (ξ, ξ)du
)
<∞.(3.5)

For verifying (3.5) we need the behaviour of the transition kernel bN,ju = b̂N,ju in particular
for u = tβj(N) with t > 0. We prove in fact the stronger result

sβj(N)∫
0

bN,ju (ξ, ξ)du −→
N→∞

j + 1− e−s,(3.6)

which follows from the two relations:

KN∫
0

bN,ju (ξ, ξ)du −→
N→∞

j,(3.7)

sβj(N)∫
KN

bN,ju (ξ, ξ)du −→
N→∞

1− e−s,(3.8)

where KN/βj(N) −→
N→∞

0, KN/[βj−1(N) logN ]→∞, as N →∞.

These relations in turn are based on the following facts about the behaviour of random
walks on ΩN as N →∞:

bN,ju (ξ, η)−→
u→∞

N−j ∀ ξ, η ∈ {ζ ∈ ΩN | ‖ζ‖ ≤ j}(3.9)

bN,juβj(N)(ξ, ξ)N
j−→
N→∞

e−u uniformly in u ∈ [a, b] for 0 < a < b <∞.(3.10)
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sup
N

(
sup

KN≤t≤sβj(N)

(bN,jt (ξ, ξ)N j)
)
↓ 0 as s→ 0(3.11)

bN,ju (ξ, ξ) −→
N→∞

e−u, for all u > 0.(3.12)

These relations are proved using characters below. First we finish the proof. The relation
(3.10) and (3.11) implies (3.8), with (3.9), (3.10) and (3.12) one proves with induction over
j relation (3.7).

The relations (3.9) - (3.12) follow via Fourier transformation as follows:
Let Ω̂N denote

{(λk)k∈IN : λk ∈ {0, 1, . . . , N − 1}}(3.13)

and abbreviate

< λ, ξ >= exp
(2πi

N

∞∑
k=1

λkξk

)
.(3.14)

Then we can consider the transform of the distribution bN,jt (0, ·) : λ →
∑
ξ b
N,j
t (0, ξ)〈λ, ξ〉.

Define KN =
( ∞∑
k=1

ck−1

Nk−1 · 1
Nk

)−1

and rN,k = KN
ck−1(N−1)

Nk

(
1 − KN

∞∑
j+1

cl−1(N−1)−1

Nl

)
for

k ≤ j and rN,k = 0 for k > j.
Next introduce the value of the transform on λ1 = 0, . . . , λk−1 = 0, λk 6= 0:

fN,jk = rjN,1 + · · ·+ rjN,k −
1

N − 1
rjN,k+1.(3.15)

Then the transition probabilities can be represented (see Fleischmann and Greven 1994,
(2.11)), by the ”inverse Fourier transform“ as:

bN,jt (0, ξ) = (N − 1)
∞∑

k>‖ξ‖
N−ke−t(1−f

N,j
k

) + (1I{0}(ξ)− 1)N−‖ξ‖e
−t(1−fN,j‖ξ‖ )

.(3.16)

Relations (3.9) - (3.12) are shown by explicit calculation as follows. Observe that fN,jk < 1

for k < j and fN,jk = 1 for k ≥ j. This implies (3.9), by letting tend t→∞ in (3.16). The
relations (3.10) respectively (3.12) are implied by (3.16) and the fact that for k < j:

N j(1− fN,j ) −→
N→∞

1 and N j(1− fN,k) −→
N→∞

N j−k.(3.17)

The latter is found by inspection.

It remains to verify relation (3.11). Here return to (3.16) and use (3.17) to bound the
term k = j in the sum. The terms k > j go to zero since N → ∞. The terms k < j are
handled using that KN (1 − fN,k) ∼ KNN

−k and hence N j−k exp(−KNN
−k) converges to

0 by the assumption on KN .

This completes the proof of Proposition 3.1 and hence in connection with [DG3] the
proof of Theorem 1.

4 Proof of Theorem 2, Theorem 3 and Theorem 4

We shall prove theorems 2 and 3 together, but we treat the two cases Σc−1
k < ∞ and

Σc−1
k =∞ separately.

a) Theorem 2 and 3, Case Σc−1
k <∞
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In step 1 and 2 we prove Theorem 2 and in step 3 the Theorem 3. The key here are
second moment estimates in connection with coupling techniques (compare (2.6) and (2.28)).

Step 1 (Proof of Theorem 2).

Start by observing that for m ≥ n ≥ k, L((Znj )−k,...,0|Zn−n−1 = θ) and
L((Zmj )−k,−k+1,...,0|Zm−m−1 = θ) are two time inhomogeneous Markov chains with transition
kernel K−` at time −` given by

K−`(ϕ, dθ) = Γ`−1
ϕ (dθ) ` ∈ ZZ−, ` ≤ k(4.1)

which differ only in their initial distributions. The latter are

δθK−n−1 ◦ · · · ◦K−k−1 resp. δθK−m−1 ◦ · · · ◦K−k−1,(4.2)

where ◦ denotes the composition of kernels. Note furthermore that∫
[0,∞)

θK−`(ϕ, dθ) = ϕ ∀` ∈ IN, ϕ ∈ [0,∞).(4.3)

Hence we can rewrite the moment formula (2.6) as

Var ((Zn−k−1)|Zn−n−1 = θ) = (
n∑
k+1

c−1
k )F (n)(g)(θ).(4.4)

We shall prove below in step 2:

Lemma 4.1∑
k

c−1
k <∞ =⇒ sup

n
F (n)(g)(θ) <∞. 2(4.5)

As a consequence of (4.5) and (4.4) we get

sup
n≥k

Var (Zn−k−1|Zn−n−1 = θ)−→
k→∞

0(4.6)

which implies in particular that for every n = n(k) ≥ k

L(Zn−k−1|Zn−n−1 = θ) =⇒
k→∞

δθ .

Use this with the Corollary to Lemma 2.4 in Section 2a) and the fact that the Lipschitz
functions are dense in Cb([0,∞)) (take x → eλx with λ ∈ (−∞, 0]!) to conclude that
(m ≥ n!)

(δθK−n−1 ◦ · · · ◦K−k−1 − δθK−m−1 ◦ · · ·K−k−1) =⇒
n→∞

0.(4.7)

Finally note that (use (2.26) again) the kernels K−l satisfy: if νn converges weakly to a
measure ν such that

∫
x2νn(dx) is bounded in n (guaranteeing linear functions are uniformly

integrable) then νnK−l converges weakly to νK−l. Hence with (4.7) and again with the
Corollary to Lemma 2.4 we get then that the process:

L((Zn−j)−k,−k+1,...,0|Zn−n−1 = θ)(4.8)

converges to a Markov chain (Z∞j )−k,−k+1,...,0 with transition kernel K−` at time −`.

Due to (4.3), (4.4), and (4.5) (the latter two implying sup
n
E((Znj )2|Zn−n−1 = θ) < ∞)

we have that the Markov chain

(Z∞j )=−k,−k+1,...,0(4.9)
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is a uniformly integrable martingale with E(Z∞j ) = θ, hence by the backward martingale
convergence theorem

lim
j→∞

Z∞−j = Z∞−∞ exists a.s.(4.10)

and satisfies

E(Z∞−∞) = EZ∞0 = θ.(4.11)

The relations (4.8) - (4.11) prove Theorem 2a) for the case Σc−1
k < ∞. Note that (4.11)

and (4.6) combined imply (via the lemma of Fatou) that Z∞−∞ = θ a.s and hence we obtain
an extremal entrance law. Then theorem 2b) is immediate with (2.26), (2.27) via (4.8). It
remains to prove Lemma 4.1.

Step 2 (Proof of Lemma 4.1)

The proof will be based on Lemma 2.2 and the following elementary fact:
Let f and h be functions [0,∞)→ [0,∞) which are continuous and satisfy for some a, b ∈ IR+

a+ bh ≥ f
f(x) > 0 for x > 0(4.12)

h(x)/f(x)−→
x→∞
∞.

Furthermore let (Xn)n∈IN be a sequence of IR+-valued random variables. Then

sup
n∈IN

[Eh(Xn)/Ef(Xn)] <∞ implies that(4.13)

{f(Xn)}n∈IN is uniformly integrable.

Suppose now we establish

lim inf
n→∞

Fn(g)(θ) > 0, for θ > 0.(4.14)

Then by Lemma 2.2 and
∑
c−1
k <∞ we conclude:

sup
n

[E((Zno )2|Zn−n−1 = θ)

F (n)
(g) (θ)

]
<∞.(4.15)

Hence with setting h(x) = x2, f(x) = g(x) and L(Xn) = L(Zn0 |Zn−n−1 = θ) we get from

(4.13) that (recall F (n)(g)(θ) = E(g(Zn0 )|Zn−n−1 = θ))):

{g(Xn)}n∈IN are uniformly integrable(4.16)

and hence in particular (recall F (n)(g)(θ) = Eg(Xn)) the following estimate holds:

sup
n
F (n)(g)(θ) <∞ θ ∈ [0,∞).(4.17)

which is the desired bound for proving Lemma 4.1.

It remains to verify (4.14). If (4.14) does not hold we get from (4.4) that along a
subsequence nk where F (n)(g)(θ) converges to 0, we must have due to (2.28) that

L((Znkj )j=−l−1,−l,...,0|Znk−nk−1 = θ) =⇒ δ(θ,...,θ), for all l ∈ IN.(4.18)

By the Lemma of Fatou this would imply using (Fng )(θ) = E(g(Zn0 )|Zn−n−1 = θ) that

lim inf
k→∞

Fnk(g)(θ) ≥ g(θ) > 0,(4.19)

which is a contradiction. Hence (4.14) holds and (4.5) is proved.
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Step 3 (Theorem 3 in the case where
∑
c−1
k <∞.)

Recall that (4.11) says that E(Z∞−∞) = θ.

Since formula (4.6) implies that for
∑
c−1
k <∞:

Var (Z∞−∞) = 0(4.20)

we get

Z∞−∞ = θ a.s.(4.21)

It remains to show that for θ > 0, Z∞j > 0 for j ∈ ZZ−. Since we know from the explicit

form of Γkθ(·) (see (0.18)) that for every ` ∈ ZZ−:

K`(ϕ, (0,∞)) = 1 for ϕ > 0,(4.22)

it suffices to prove that

Prob (Z∞−j = 0) ≤ bj bj → 0 as j →∞.(4.23)

This latter relation follows however immediately from the inequality (use (4.4)):

Prob (|Zn−j−θ|≥ε|Zn−n−1 =θ) ≤ 1

ε2
Var (Znj |Zn−n−1 =θ)(4.24)

≤ 1

ε2
(
∞∑
k=j

c−1
k )F (n)(g)(θ),

via (4.5) and the assumption
∑
c−1
k <∞.

This completes the proof of Theorem 3 in the case
∑
c−1
k <∞.

b) Theorem 2 and 3, Case
∑
c−1
k =∞

The key to the argument are consistency considerations based again on (2.6) and (2.28),
which we present now in three steps.
Step 1. We first note that the weak limit points as j →∞ of L((Zjk)k=−j−1,−j,...,0) are en-

trance laws. (Recall that since E(Zjk) = θ, this sequence of measures is weakly relativ com-
pact). Namely, suppose we have a transition kernel K(x, dy) such that x→

∫
K(x, dy)f(y)

is continuous for every f ∈ Cb([0,∞)). Then < νn, f >→< ν, f > for all f ∈ Cb([0,∞))
as n → ∞ implies that < νnK, f >→< νK, f > for all f ∈ Cb([0,∞)). This relation is
then by iteration extended to νK−k ◦ · · · ◦K0 for every k ∈ IN . Since the above continuity
assumption on the kernels is satisfied for K(θ, dρ) = Γc,gθ (dρ), we know

Every weak limit point of L((Zjk)k=−j−1,...,0) is(4.25)

an entrance law for (Kk)k∈ZZ−.

We denote such an entrance law by (Z∞k )k∈ZZ−. Since Kk(θ, ·) has mean θ, (Z∞k )k∈ZZ−, is a
martingale with values in [0,∞]. Hence in particular we know that the following limit exists
almost surely:

Z∞−∞ = lim
k→−∞

Z∞k .(4.26)

We have to prove next in step 2 and 3 in order to obtain Theorem 3:

∞∑
0

c−1
k = +∞ =⇒ Z∞−∞ ≡ 0,(4.27)

Namely, by writing Z∞k = E(Z∞0 |Z∞k , Z∞k−1, · · ·) we see by letting k → −∞ and using
Z∞k ≥ 0, the relation Z∞−∞ = 0 implies (by the uniform integrability of Z∞k , as a closable,
by assumption, martingale) that almost surely Z∞0 = 0 and hence almost surely:

Z∞k ≡ 0 k ∈ ZZ−.(4.28)
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Step 2. The strategy now is to exclude the possiblity of Z∞−∞ taking a positive value, by
exhibiting a contradiction to the convergence of Z∞k as k → −∞. For this purpose we collect
in the present step 2 first a number of facts.

We start with the following first observation:

{Z∞−∞} ∩ {θ > 0| lim sup
n→∞

F (n)(g)(θ̃) = 0, ∀θ̃ ∈ U(θ)} = ∅, Z∞−∞ -a.s.,(4.29)

where U denotes neighbourhood and {X} range of X. Namely note first the following three
relations:

F (k)(g)(θ) = E(g(Z∞0 )|Z∞−k−1 = θ)(4.30)

inf
0<δ≤x≤δ−1

g(x) > 0 ∀δ ∈ (0, 1),

EE(Z∞0 |Z∞−j−1 = θ) = θ.

This implies that starting in a θ contained in the second set in (4.29) the processes
(Zjk)k=−j−1,...,0 converge to a process with Z∞0 = 0 and hence Z∞−k = 0 for all k ∈ IN with
this starting point θ. Combined with the coupling property of Lemma 2.4 this gives (4.29)
by contradiction.

We continue with the second observation. It is clear from explicit form of the transition
kernel (as equilibrium of a diffusion with locally bounded drift, see (0.17)) that Z∞k cannot

converge to a value θ for k → −∞ if inf
n
F (n)(g)(θ̃) > 0 in a neighbourhood of θ and

Σc−1
k = +∞. Hence almost surely

Z∞−∞ /∈
⋃
δ>0

{θ| lim inf
n→∞

F (n)(g)(θ̃) > δ, ∀θ̃ ∈ U(θ)}.(4.31)

Step 3. Now we are ready to start the proof. Since the map θ → Γc,gθ (·) is monotone (in
the stochastic order), recall (0.17) and compare via (2.22) processes starting in θ1 > θ2

and with drift parameters θ1, θ2 respectively, we know that lim inf
n→∞

F (n)(g)(θ̃) = 0 implies

liminf F (n)(g)(θ) = 0 for all θ ≤ θ̃. Furthermore since g is continuous, strictly positive on

(0,∞) and E(Z
(n)
0 |Zn−n−1 = θ) = θ, we even know by (2.27) that for some ε = ε(δ) > 0:

lim inf
n→∞

F (n)(g)(θ̃) ≥ δ > 0 =⇒ lim inf
n→∞

F (n)(g)(θ) ≥ δ/2 ∀θ ∈ [θ̃− ε, θ̃ + ε].(4.32)

Hence we can define

a∗ = inf(θ| lim inf
n→∞

F (n)(g)(θ) > 0)(4.33)

but we know that

a∗ = max(θ| lim inf
n→∞

F (n)(g)(θ) = 0)

and conclude by (4.32) and (4.31) that

Z∞−∞ /∈ (a∗,∞].(4.34)

On the set [0, a∗) we can conclude that for a sequence n(k) ↑ ∞ with F (n(k))(g)(a∗)→ 0
we have F (n(k))(g)(θ) = 0 ∀θ < a∗, by the monotonicity mentioned above. By the coupling
result of Lemma 2.4 we know therefore that in fact even

F (n)(g)(θ) −→
n→∞

0 ∀θ < a∗.(4.35)

Now we use (4.29) to conclude that

Z∞−∞ /∈ (0, a∗).(4.36)
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Finally we exclude Z∞−∞ = a∗ > 0 with positive probability by the coupling Lemma 2.4
which says that an entrance law with Z∞−∞ = a∗ would have to be arbitrarily close to the
trivial process, which is associated with every θ ∈ (0,∞)\{a∗}.
Altogether with (4.35), (4.36) we have proved (4.28).

Proof of Theorem 4
(a) The proof of (i) (local extinction) can be obtained via Theorem 2 in [CFG]. The proof
of (ii) (persistence) can be obtained by the same argument as in Cox and Greven (1994) or
Proposition 6.1 in Dawson and Perkins (1991).
(b) An elementary calculation involving the application of Ito’s lemma toxξ(t)xξ′(t), and
taking the limit t→∞ yields that under the law ν̃Nθ

Cov(xξ, xξ′) ≤
2θH(1, ξ − ξ′)

c0
(4.37)

where H(1, ξ) denotes the expected number of visits to zero by the discrete time hierarchical
random walk. However from A4 we have that

H(1, ξ − ξ′) −→
d(ξ,ξ′)→∞

0

uniformly in N . The first statement in (b) then follows as in the proof of Theorem 0.10(a)
in [DGV]. The second statement of (b) follows from Theorem 11 part(c) which is given be-
low. It can also be proved in the same way as in the proof of (0.71) in [DGV] but using (4.37).

5 Proof of Theorems 5 and 6

A) The diffusive clustering case, Proof of Theorem 5

The proof starts with the case g(x) = dx and will make use of techniques and results
obtained by J. Lamperti and P. Ney [1968] to study the behaviour of a critical Galton-
Watson process conditioned on surviving till time n. By developing comparison methods
we are able to study our time inhomogeneous Markov chains (Zjk)k=j−1,...,0 describing IR+-
valued masses instead of particles, based on knowledge about time-homogenous branching
particle systems. Using comparison methods we generalize finally to the case g ∈ G((d)).

In section 5a) we formulate a key statement about systems of time inhomogeneous
branching masses, which is proved in the lengthy section 5b), next section 5c) proves Theo-
rem 5 in the case g(x) = dx and section 5d) for g ∈ G((d)).

a) Preparations

First we need as a major tool a result on the behaviour of a system of branching masses,
namely the analog to the asymptotics of the extinction probability for IN -valued critical
branching processes.

Suppose that {Kd(θ, dϕ), d ∈ (0,∞)} is a one parameter set of positive transition kernels
on [0,∞)× [0,∞) satisfying for every d ∈ (0,∞) the following assumptions:

Kd(θ, [0,∞)) = 1 and K(0, {0}) = 1(5.1)

Kd(θ1 + θ2, dϕ) = (Kd(θ1, ·) ∗Kd(θ2, ·))(dϕ) for θ1, θ2 ∈ [0,∞)(5.2)

with ∗ denoting convolution of distributions∫
Kd(θ, dϕ)ϕ = θ for θ ∈ [0,∞)(5.3)
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∫
Kd(θ, dϕ)ϕ2 − θ2 =

1

d
θ,(5.4)

sup
d≥d∗

∫
Kd(θ, dϕ)ϕ3 = O(d−2

∗ ) as d∗ → 0,(5.5)

sup
d≥d∗

∫
Kd(θ, dϕ)ϕ4 = O(d−3

∗ ) as d∗ → 0.(5.6)

Consider now a sequence (dk)k∈IN of real numbers satisfying either of the two conditions

0 < (dk)−1 ≤ d∗ <∞ ∀k ∈ IN and
∞∑
k=0

d−1
k = +∞(5.7)

or:

dj

j∑
k=0

d−1
k
−→
j→0
∞ and

∞∑
k=0

d−1
k = +∞

Now we have all ingredients to formulate a result on the extinction probability of branch-
ing masses.

Proposition 5.1 Assume that {Kd}d∈IR+ satisfies (5.1)-(5.6) and the sequence (dk) re-
lation (5.7). Then for every ε > 0 and every θ > 0

(δθ)Kdn ◦Kdn−1 ◦ . . . ◦Kdo([ε,∞)) ∼
n→∞

1

2
θ
( n∑
k=0

1

dk

)−1

. 2(5.8)

Corollary 5.1 For the backward composition we have for ε > 0:

(δθ)Kd0 ◦ · · · ◦Kdn([ε,∞)) ∼
n→∞

1

2
θ
( n∑
k=0

1

dk

)−1

. 2(5.9)

b) Decay of the nonextinction probability, Proof of Proposition 5.1.

Now we come to the proof of the crucial relation (5.8). The problem is that for a realiza-
tion of Zjk of the chain starting in θ at times −j−1 and transitions according to Kdk at time

−k we know that L(Zjk|Z1
−j−1 = θ) may be (and is in the case of interest to us) supported

by (0,∞) for all k provided θ > 0 and hence the point 0 is not reached. On the other hand
the probability of being 0 is the quantity readily read of from the Laplace transform. The
idea of the proof is now to construct a new sequence of transition kernels satisfying on the
one hand K(θ, {0} ∪ [ε,∞)) = 1 but is such that {0} can be hit with positive probability
and such that for ε→ 0 we get good approximations of the original situation. Here however
we have to consider ε of the form εb(j, k) for the chain indexed j at time −k, in order to
achieve this approximation.

Step 1 Construction of the new chain:
Denote by (Zjk) the Markov chain with transition kernels Kdk at time k which starts in θ at
time −j − 1.

On the same probability space we shall construct (Zj,εk )k=−j−1,...,0 such that Zj,ε−j−1 = θ
and such that the following conditions are satisfied

(i) Prob(Zj,ε0 6= 0) ∼ 1
2θ
( j∑
k=0

d−1
k

)−1

(1 + O(ε)) as j →∞ and ε→ 0

(ii) Prob
({[

sup
|k|≤j

|Zjk − Z
j,ε
k |
]
> δ
)

= o
( j∑
k=0

d−1
k

)−1

as j →∞, δ > 0

(iii) Prob
(
Zj,ε0 ∈ (0, δ)|Zj,ε0 > 0

)
−→
j→∞

0 uniformly in ε ∀δ > 0

(5.10)
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Then we can finish the proof by observing that as j →∞ for all ε > 0:

Prob(Zj0 ≥ δ) = (1 +O(ε))Prob(Zj,ε0 6= 0) + o
( j∑
k=0

d−1
k

)−1

(5.11)

∼
j→∞

1

2
θ
( j∑
k=0

d−1
k

)−1

(1 +O(ε)),

which is the desired asymptotic relation.

The next step is therefore to construct the pair ((Zjk)k=−j−1,...,0, Zj,εk=−j−1,j,...,0) satisfying
(5.10). The key to that construction is the following fact. Due to the ”branching property“
(5.2) the measures Kd(θ, ·) are infinitely divisible (and supported by [0,∞)!), hence, we can
represent the Laplace transforms of the measures Kd(θ, ·) as follows:∫ ∞

0

Kd(θ, dy)e−λy = exp(−θψd(λ)), ψd(·) ≥ 0.(5.12)

Consequently by using this relation iteratively we get:∫ ∞
0

(δθKdj ◦ · · · ◦Kd0)(dy)e−λy = exp(−θψdj (ψdj−1 (· · · (ψd0(λ)) · · ·)).(5.13)

Using again that the measures Kd(θ, ·) resp. δΘKdj ◦ · · · ◦Kd1 are infinitely divisible their
Laplace transforms or better the functons ψd can be represented via the socalled canonical
or Levy measure. Namely there exists a measure Rd on [0,∞) such that (recall that our
random variable is nonnegative and hence there is no normal component)

ψd(λ) =

∫ ∞
0

(1− e−λu)Rd(du).(5.14)

Having the relations (5.14) and (5.12), (5.13) in mind we shall specify the law of Zj,εk by
transition kernels which will be defined via Levy-measures Rεd obtained from Rd. This way
we preserve automatically the branching property (5.2) and the property (5.1) for the new
transition kernel.

Define first for a fixed ε > 0 and a d = d(ε) the measure Rεd on [0,∞) by

Rεd : Rεd(A) = αRd(A ∩ [ε,∞))(5.15)

where we choose α = α(ε) such that∫ ∞
0

uRεd(du) = 1, α(ε) ↓ 1 as ε ↓ 0.(5.16)

Next let K̃ε
d be the kernel such that K̃ε

d(θ, ·) has Laplace transform exp(−θψεd(λ)) with

ψεd(λ) =

∫ ∞
0

(1− e−λu)Rεd(du).(5.17)

We can give a particular representation for that kernel as follows: Observe that a (gener-
alised) Poisson process on [0,∞) with intensity measure R(·) has the property that a real-

ization, written as
∞∑
i=0

δmi generates a random variable Z =
∞∑
i=0

mi with Laplace-transform

exp(−
∫∞

0
(1 − e−λu)R(du)). This proves in particular that exp(−θψεd(λ)) is Laplace trans-

form of a probability distribution. We define d̃ as the following function of d : d →
(
∫
K̃ε
d(1, dρ)ρ2 − 1)−1. Furthermore from the representation (5.17) it is easily checked that

we have for fixed ε that:

{K̃ε
d̃
|d ∈ (0,∞)}(5.18)
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satisfies (5.1) - (5.6). Namely (5.2) follows since (5.17) implies that the law is infinitely
divisible in Θ. Furthermore (5.15) and (5.16) give together (5.1) and (5.3). The relation
(5.4) holds by the construction of the function d̃. Finally the representation of the measures
via Poisson point processes together with the fact that Rd and Rεd agree on [0,∞) gives (5.4)
and (5.5).

This makes now the construction of Zjk, Z
j,ε
k on one probability space work as follows:

We shall construct two point processes on [0,∞). We need the following ingredients:

– Y ε,ρ1,d is a Poisson point process with intensity measure ρ(Rd|[ε,∞)). (Here | denotes
restriction)

– Y ε,ρ2,d is a Poisson point process with intensity measure ρ(Rd|[0,ε)).

– Y ε,ρ3,d is the Poisson point process with intensity measure (α − 1)ρ(Rd|[ε,∞)).

All the above three processes are independent. Define (Ỹ ε,ρd ,
≈
Y
ε,ρ

d ) as follows

Ỹ ε,ρd = Y ε,ρ1,d ∪ Y
ε,ρ
2(5.19)

≈
Y
ε,ρ

d = Y ε,ρ1,d ∪ Y
ε,ρ
3 .(5.20)

Now we realize an independent collection of these random variables for d = d1, d2, . . .
and for fixed j with ε of the form εb(j, k) for a given array b and for a particular value of
k. In the notation we will however write ε rather than εb(j, k). For a simple point process
Y represented as Y =

∑
i

δmi we write simply Ī(Y ) =
∑
i

mi. We set

Zj−j−1 = Zj,ε−j−1 = Θ

Zj−j = I(Ỹ ε,Θdj
) Zj,ε−j = I(

≈
Y
ε,Θ

dj )

Zjk+1 = I(Ỹ
ε,Zj

k

dk+1
) Zj,εk+1 = I(

≈
Y
ε,Zj,ε

k

dk+1
).

(5.21)

We are now left with verifying (5.10) (i),(ii) and (iii), which is the content of steps 2,3,
respectively step 4 and 5.

Step 2 (Nonextinction probability of the new chain, Proof of (5.10(i)).) In this section we
fix an array ε = εb(j, k) as in step 1 and work with a given sequence (dk)k∈IN satisfying (5.7).
We assume b(j, k) ≤ 1 throughout this section. This means we have by the construction of
the previous step a Markov chain (Zj,εk ){k∈−j−1,−j,...,0} given.

The key to the proof is the analysis of the Laplace transform of the terminal distributions
of the approximating Markov chains:

Lεj(λ) =

∫ ∞
0

e−λuP (Zj,ε0 ∈ du), λ ∈ [0,∞).(5.22)

It turns out to be useful to extend the domain of this function to complex values as well.
For this purpose define

fd,εθ (z) =

∫ ∞
0

zuK̃ε
d(θ, du), z ∈ IC, |z| ≤ 1.

so that Lεj(λ) = fd,εθ (e−λ).
In order to analyse the expression (5.22) we need the logarithm of the transforms of the

corresponding transition kernels denoted K̃ε
dk

at time −k − 1:

ψd,εθ (λ) = −1

θ
log fd,εθ (e−λ).(5.23)
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The function Lεj(·) can be obtained, due to the branching property (5.2) of the kernels

{K̃ε
d, d ∈ [0,∞)}, as follows:

Lεj(λ) = exp (−θψdj ,ε1 ◦ . . . ◦ ψd0,ε
1 (λ)).(5.24)

Hence we have the formula (recall Zj,ε0 → 0 in law as j →∞)

Prob (Zj,ε0 > 0) = 1− Lεj(∞) ∼ θG(j)
ε (∞) as j →∞(5.25)

with G(j)
ε (λ) = ψ

dj ,ε
1 ◦ . . . ◦ ψd0,ε

1 (λ).

Therefore the remaining task is now to analyse the behaviour of G
(j)
ε (∞) as j →∞ uniformly

in ε.

We define dk(ε) as the reciprocal variance of K̃ε
dk

(1, ·) and define Kε
dk(ε) = K̃ε

dk
. More

generally (cf. (5.18)) we can reparametrize in such a way that we get kernels Kε
d = Kε

d̃
such

that d is the reciprocal variance of Kε
d(1, ·). Since Kε

d satisfies (5.2) (which implies we have
a Levy-Khinchine representation) it is easy to verify that Kε

d satisfies (5.5) and (5.6).To now
complete the agrument the main tools are the following three lemmata:

Lemma 5.2 Assume that Kε
d and the sequence (dk(ε)) satisfies (5.1) - (5.7). Then for

λ ∈ (0,∞) uniformly in ε:

1

G(n)(λ)
=

1

2

n∑
i=0

d−1
i (ε) + o(

n∑
i=0

d−1
i (ε)) as n→∞. 2(5.26)

Lemma 5.3

E(exp(−λZj,ε0 |Z
j,ε
0 > 0)) −→

j→∞
0 uniformly in ε. 2(5.27)

Lemma 5.4
n∑
0

d−1
k /

n∑
0

d−1
k (ε) = (1 +O(ε)) uniformly in n.2

The relation (5.10) (i) is now obtained as follows. For (dk)k∈IN and εb(j, k) we construct
the chain (Zj,εk )k=−j−1,...,o as in step 1 and note that dk(ε) is such that the conditional

variance Var(Zj,εk+1 |Z
j,ε
k = θ) in step −k is given by θ/dk(ε).

Note that with the abbreviation qεn = Prob (Zj,ε0 > 0) we can write

Lεj(λ) = (1− qεj ) + qεjE(exp (−λZj,ε0 )|Zj,ε0 > 0).(5.28)

Hence we get

1− Lεj(λ) = qεj (1− E(exp (−λZj,ε0 |Z
j,ε
0 > 0)).(5.29)

According to Lemma 5.3 we know therefore

(1− Lεj(λ))/(1 − Lεj(∞)) −→
j→∞

1.(5.30)

Combining the relations (5.25) and (5.26) gives the desired relation
(recall

∑n
0 d
−1
i (ε) diverges as n→∞)

Prob (Zj,ε0 > 0) ∼
n→∞

θ

2
(
n∑
i=0

d−1
i (ε))−1,(5.31)

uniformly in ε. By applying finally Lemma 5.4 we get (5.10)(i).

Step 3 Proof of Lemma 5.2 and Lemma 5.4:
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The proof consists of two parts (I) and (II). First we show (5.26) for fixed λ ∈ [0,∞)
and ε > 0. The second part consists in showing the uniformity in ε and Lemma 5.4.
(I) Since we keep θ and ε > 0 fixed here we repress it in the notation and write furthermore

instead of ψ
dj(ε),ε
1 simply ψj and instead of dj(ε) simply dj. In this notation we get the

recursion relation (see 5.24 and 5.25):

G(j)(λ) = ψj(G
(j−1)(λ)) = ψj ◦ ψj−1(G(j−2)(λ)) = . . . = ψj ◦ . . . ◦ ψ0(λ).(5.32)

Since we know by assumption (5.6) that
∫
u4K̃ε

d(1, du) <∞ we know that
∫
u4Kε

d(1, du) <
∞ and we can conclude that the function ψn(λ) is four times differentiable and get (recall
ψn(0) = 0)

ψn(λ) = ψ(1)
n (0)λ + (

ψ
(2)
n (0)

2
)λ2 + (

ψ
(3)
n (0)

6
)λ3 + yn(λ), yn(λ) = O(λ4).(5.33)

We now make the Ansatz:

1

ψn(λ)
= An ·

1

λ
+ Bn + Cnλ+Dnλ

2 +Enλ
3 + δn(λ) with δn(λ) = O(λ3)(5.34)

and abbreviate

an = ψ(1)
n (0), bn =

ψ
(2)
n (0)

2
, cn =

ψ
(3)
n (0)

6
.(5.35)

We find by inserting (5.33) in (5.34) through comparison of coefficients that

An =
1

an
, Bn = − bn

a2
n

, Cn = − cn
a2
n

+
b2n
a3
n

(5.36)

Dn = 2
bncn

a3
n

− b3n
a4
n

− 1

a2
n

yn(λ)

λ4
, En = 0

δn(λ)ψn(λ) =

(
− bn
a2
n

y(λ)

λ4
+ cnCn + bnDn

)
λ4

+

(
cnDn + Cn

yn(z)

λ4

)
λ5

+

(
yn(z)

λ4
Dn

)
λ6

In order to relate the quantities appearing in (5.35) with the moments of the given laws
Kε
d(1, ·) we derive some relations useful later on. Suppose that the random variable X has

a Laplace transform

F (λ) = Ee−λX(5.37)

which can be written as F (λ) = exp (−ψ(λ)). Then[
(
d

dλ
)kF

]
(0) = (−1)kEXk(5.38)

and

ψ(1)(0) = EX, ψ(2)(0) = −Var (X), ψ(3)(0) = EX3 − (EX)3 + 3 Var (X)EX(5.39)

ψ(4)(λ) = −eψ(λ)F (4)(λ) + 4ψ(3)(λ)ψ(1)(λ)(5.40)

+ 3(ψ(2)(λ))2 − 3(ψ(1)(λ))2 + (ψ(2)(λ) + (ψ(1)(λ))4.
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Observe next (recall Lj(λ)→ 1 as j →∞) G(n)(λ) → 0 as n →∞. Using the relations
(5.32) and (5.34) in connection with (5.36) we are able to expand the function (G(n)(λ))−1

and we find:

1

Gn(λ)
=

1

ψn(G(n−1)(λ))
(5.41)

=
1

an
· 1

G(n−1)(λ)
− bn

a2
n

+CnG
(n−1)(λ) +Dn(G(n−1)(λ))2 + δn(G(n−1)(λ)).

We know that (recall (5.1) - (5.4))

ψn(0) = 0, ψ(1)
n (0) = 1, ψ(2)

n (0) = − 1

dn
.(5.42)

Therefore we obtain by iterating (5.41) and substituting an, bn via (5.35) the expression:

1

G(n)(λ)
=

1

ψ0(λ)
+

n∑
i=0

1

di
+

n∑
i=0

CiG
(i−1)(λ)(5.43)

+
n∑
i=0

Di(G
(i−1)(λ))2 +

n∑
i=0

δi(G
(i−1)(λ)).

We have to show now that the expression

Rn(λ) =
n∑
i=0

CiG
(i−1)(λ) +

n∑
i=0

Di(G
(i−1)(λ))2 +

n∑
i=0

δi(G
(i−1)(λ))(5.44)

satisfies Rn(λ) = o(
∑n
i=1 d

−1
i ) as n→∞, for every fixed λ ∈ [0,∞).

At this point we see that we now need information on cn i.e. ψ
(3)
n (0) . For this purpose

we note first that combining (5.35), (5.39) and Jensen’s inequality that

cn > 0.(5.45)

Therefore we know from (5.36) in connection with (5.35) and (5.42) that:

Cn ≤ (
1

dn
)2, Cn ≥ −cn(5.46)

Dn(λ) ≤ (
1

dn
)3 − yn(λ)

λ4
,

Dn(λ) ≥ −yn(λ)

λ4
− |bncn| ≥ −

yn(λ)

λ4
− const

d3
n

δn(z) = (ψn(λ))−1
([
−3cn(

1

dn
)2 + c2n + (

1

dn
)4 +

−2yn(λ)

dnλ4

]
λ4

+

[
−cn(

1

dn
)3 + (

2c2n
dn

) + 2cn
yn(λ)

λ4
+
−yn(λ)

dn
2λ4

]
λ5

+
yn(λ)

λ4

[
(− 1

dn
)3 +

2cn
dn

+
yn(λ)

λ4

]
λ6
)
.

In order to exploit the (5.46) for general sequences (dn)n∈IN we need to use information

on cn and yn(λ) that is on ψ
(3)
(0) and ψ

(4)
n (λ).

With the assumptions (5.5) and (5.6) (and the fact that those relations according to
(5.18) remain true for the approximating kernels) we obtain the following:

cn ≤ K(d−2
n ∨ 1) +K, K ≥ 1(5.47)
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|yn(λ)

λ4
| ≤ K(d−3

n ∨ 1) +K′.

In order to estimate Rn(λ) we discuss separately the two cases

1. 0 < d−1
k ≤ d

∗ <∞ and
∑

d−1
k =∞(5.48)

2. dk −→
k→∞

0 and dk ·
k∑
i=0

d−1
i −→

k→∞
∞.

Case 1 We use that G(i)(λ) converges to 0 as i → ∞ in connection with the bounds
on Cn, Dn, δn(λ) obtained by combining (5.44) - (5.46), (5.36) and bounding cn, yn(λ) by
(5.47).
Case 2 Since now the terms d−1

k diverge we have to use the speed at which G(k)(λ)
converges to zero to get out the desired estimate.

Suppose that along a subsequence G(j)(λ)(
∑j

k=0 d
−1
k ) diverges. Then (G(j)(λ))−1 is

asymptotically smaller than
∑j
k=0 d

−1
k , at least along a subsequence, This would imply

by (5.43) that Rn(λ) ∼ −
∑n
i=0 d

−1
i along that subsequence, which contradicts the bound

on Rn(λ) obtained by combining (5.44) - (5.46) and making use of (5.47). Hence we can
conclude

G(j)(λ) ≤ C
(

j∑
k=0

d−1
k

)−1

∀j ∈ IN.(5.49)

Then the desired relation Rn(λ) = o(
∑n
k=0 d

−1
k ) follows as above from (5.44) - (5.46), (5.36)

and (5.47) by the fact that for case 2: dj ·
∑j
k=0 d

−1
k →∞ as j →∞.

(II) We shall now display again ε in the notation for dk(ε), since both dk and dk(ε) will
appear. In order to prove the uniformity in ε and to prove Lemma 5.4 it suffices to show

that for k ∈ IN : dk(ε)/dk, (ψ
ε,(i)
k (λ)/ψ

(i)
k (λ) for i = 3, 4 converges as ε→ 0 to 1 uniformly

in k.
Note that (recall (5.14) - (5.18))

ψ
(j)
k (λ) = (−1)j

∫ ∞
0

uje−λuRdk(du)

(ψεk)(j)(λ) = (1− α(ε))(−1)j
∫ ∞
ε

uje−λuRdk(du).

Hence we need (as a sufficient condition) in order to get the assertion for dk(ε)/dk:∫ ε

0

u2Rdk(du)/

∫ ∞
0

u2Rdk(du) −→
ε→0

0 uniformly in k.

This suffices at the same time for the remaining points. This can always be achieved by
choosing ε = ε(j, k) sufficiently small as a function of j uniformly in k.

Step 4 (Proof of Lemma 5.3 and (5.10)(iii))

We know that with aεn = 1
2

∑n
i=0 d

−1
i (ε) (recall (5.28)),

aεj(1 − Lεj(λ)) = aεj · qj · (1−E(exp(−λZj,εj |Z
j,ε
j > 0))).(5.50)

The l.h.s. of the equation above converges to 1 for every λ ∈ (0,∞) as a consequence of
(5.26) using the definition (5.24), (5.25). Hence

aεjqj(1 −E(exp(−λZj,εj |Z
j,ε
j > 0))) −→

j→∞
1.(5.51)
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Since the r.h.s. is independent of λ we can conclude that vague limit points of L(Zj,εj |
Zj,εj > 0) are convex combinations of δ0, δ∞ that is have the form βδ0 +(1−β)δ∞ . We need

to exclude the case β > 0 (recall that ε̄ = ε · b(j, k), so that we do not have Zj,εj ≥ δ > 0 for
some δ for all j ∈ IN !). In the case of the vague limit βδ0+(1−β)δ∞ we must have that (along
a subsequence) aεnqn→ (1− β)−1. In order to establish β = 0, it would therefore according
to (5.25) and (5.26) be enough to have uniform convergence of G(j)(λ) in λ, λ ∈ [r,∞) for
some r > 0 as j →∞. Note for this purpose that

ψε,jk (0) = 0, (ψε,jk )(1)(0) = 1, (ψε,jk )(2)(λ) < 0, ψε,jk (∞) <∞.(5.52)

Suppose now that ψε,j0 (∞), (the first term in the composition of G(j)(·) see (5.25)) is

bounded also in j. Then [0,∞) would be mapped onto [0, ψε,j0 (∞)) under ψε,j0 and the

images of the latter interval are bounded intervals in [0, ψε,j0 (∞)]. In such an interval we
obtain then immediately (recall (5.33), (5.41)) the desired uniform convergence of G(j)(λ)
for λ ∈ [r,∞), r > 0. The strategy of the proof is therefore to modify the last transition of
our chain (Zjk)k=−j−1,...,0, obtain the result and later remove the perturbation. The simplest

modification is to put the Levy-measure of L(Zj,ε0 |Z
j,ε
−1 = 1) equal to zero on the interval

[0, δ], where δ can be made arbitrarily small.

Step 5 Approximation, Proof of (5.10)(ii).

The basic strategy will be to construct an array ε̄ = εb(j, k) > 0 such that (5.10)(ii) will
hold. Recall that due to the representation (5.12) and (5.14) the two processes
(Zε,jk )k=−j−1,...,0 and (Zjk)k=−j−1,...,0 can be represented via Poisson point processes with
random intensity measure. Since the processes which we compare can be viewed as built
from 3 Poisson point processes we will consider a 3-type branching process, where the two
processes to be compared appear as the sum of two types each (one common) so that
estimating the difference between the processes will amount to estimate the two populations
associated with the types which do not occur in both Zj and Zj,ε, that is in the ones
generated by the following parts of the canonical measures: (1 − α)Rd1(ε,∞), respectively
Rd1(0,ε].

For this purpose we have to choose for fixed j a sequence of ε-values determining the
approximation in each step. Hence we have to choose ε̄ = {εb(j, k), k ≤ j, k, j ∈ IN}
appropriately. For a branching system generated by the Levy measure R we introduce
masses of three types 1,2,3 according to the following rules:

- The ”offspring“ of mass of type 1 is of type 1, 2 or 3 and is generated by the Levy-
measures R(ε,∞) (α(ε)− 1)R(ε,∞) respectively R[0,ε]. (R[a,b] is R restricted to [a, b])

- The ”offspring“ of mass of type 2 respectively 3 is generated by the Levy-measures
α(ε)R(ε,∞) respectively R(0,∞) and is always of the same type.

We denote by (Aj,εk )−j−1,...,0, (B
(j,ε)
k )−j−1,...,0 and (C

(j,ε)
k )−j−1,...,0 the population of

types 1, 2, 3 and time k with respect to the mechanism prescribed for given j and ε̄.
To conclude the desired asymptotics of (5.10) (ii) it suffices to prove that (recall that

Bj,ε, Cj,ε are submartingales!).

Prob(Bj,ε0 ≥ ε

4
or Cj,ε0 ≥ ε

4
) = o(

j∑
0

d−1
j ),(5.53)

However the processes (Bj,εk )k=−j−1,...,j and (Cj,εk )k=−j−1,...,j have the structure of critical
processes (recall (4.16)) with time inhomogeneous immigration, the latter created by an
independent source. We use Chebychev to estimate

Prob(Bj,ε0 ≥ ε

4
) ≤ 16

ε2
E(Bj,ε0 )2(5.54)

Prob(Cj,ε0 ≥ ε

4
) ≤ 16

ε2
E(Cj,ε0 )2.
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The r.h.s. can be estimated by decomposing Bj,ε0 , (Cj,ε0 ) according to the time the masses
imigrated, which gives a decomposition of the form

Bj,ε0 =
−1∑
k=−j

B̃j,εk , (B̃j,εk )k=−j,...,0.(5.55)

Here B̃j,εk is derived as B̃j,εk,0 from processes B̃j,εk,· which are independent and follow the

branching mechanism of the process Bj,ε but have starting time −k and initial mass m̃j,ε
k .

The latter is random but independent of the evolution of Bj,ε and Bj,ε`.· (` 6= k) and is given
by the mass of type 2, which the process Aj,ε generates at time −k. Similarly we proceed
with Cj,ε0 .

Then (with Const, Const’ independent of ε) and with Dj =
∑j
k=0 d

−1
k :

E(Bj,ε0 )2 =

j∑
k=0

(E(mj
k))2 +

j∑
k=0

E(mj
k)

j−k∑
i=0

1

di
(5.56)

≤
(

j∑
k=0

E(mj
k)

)2

+

(
j∑

k=0

E(mj
k)Dj

)

≤
(

j∑
k=0

εb(j, k)θ

)2

+

(
j∑
k=0

εb(j, k)θDj

)
.

Hence if we choose

b(j, k) =
ε2

j2(vDj)2k+116 · (
∑j
k=1 d

−1
k )2

(5.57)

we can bound the r.h.s. of (5.54) by

Const’
ε

(
∑j
k=1 d

−1
k )2

,(5.58)

which clearly is o((
∑j

0 d
−1
k )−1 for every ε (uniformly in ε).

The same reasoning applies to (Cj,εk )k=−j,...,0. This finishes the proof.

c) Proof of Theorem 5a) and 5b) for the case of branching diffusions

Step 1 We start by recalling a result from the literature on branching and extending it
to our situation of branching masses. In a paper [1968] J. Lamperti and P. Ney proved the
following result:
Let (Un)n∈IN be a critical branching process (discrete time) on IN , with U0 = 1 and with
time homogeneous transition mechanism satisfying

E(U1) = 1 E(U2
1 ) = 1 + σ2 <∞.(5.59)

Then the process

Û (n)
α = U[αn]/nσ

2(5.60)

satisfies (recall (1.8)-(1.9) for the definition of (Zα))

L((Û (n)
α )α∈[0,1]|Û (n)

1 > 0) =⇒
n→∞
L((Zα)α∈[0,1]).(5.61)

The proof is by evaluating the Laplace-functionals of both sides of (5.61), using only
three properties of the process Un, namely, (i) the branching property, (ii) criticality of the
branching and (iii) the following asymptotics of the time n nonextinction probability:

Prob(Un > 0) ∼ 1

2σ2
n−1 as n→∞,(5.62)
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Prob(U[αn] > 0) ∼ α−1 1

2σ2
n−1.

A similar asymptotic has been derived by Jagers [J] for a time inhomogeneous transition
mechanism provided offspring distributions in each step are critical, uniformly square inte-
grable and the variances σ2

k are bounded away from 0 uniformly in k. Namely if EU2
k = 1+σ2

k

then

Prob (Un > 0) ∼ 1
2

( n−1∑
k=0

σ2
k

)−1
,(5.63)

Prob (U[αn] > 0) ∼ α−1 1
2(
∑n−1
k=0 σ

2
k)−1.

Now we can get, due to the fact only the properties (i) - (iii) were used in the proof,
with the arguments in Lamperti and Ney the relation (5.61) if we replace (5.60) by

Û (n)
α = U[fα(n)]/

n−1∑
k=0

σ2
k,(5.64)

with

fα(n) :

fα(n)∑
k=0

σ2
k/

n∑
k=0

σ2
k −→

n→∞α.

Step 2 For us this discussion in step 1 means that all we have to do in order to carry out
the same calculation as Lamperti and Ney [1968] is to establish the relation (5.8), which is
the analog of (5.63) for masses instead of particles. Hence all we need to do now is to verify
the assumptions of Proposition 5.1 which asserts (5.8). Here are the details:

First of all (5.7) is satisfied by assumption for Theorem 5 a). In order to verify (5.1) -
(5.6) we now use that we restrict ourselves in this section to the case g(x) = const. x. This
means the set of kernels we need are given by (w.o.l.g. g(x) = x)

Kd(θ, ·) = Γd,xθ (·).(5.65)

However the distribution Γd,xθ is the Gamma distribution with parameters (θ/d, d). Hence

Γd,xθ (dz) =
1

Γ(ν)
α−2zν−1e−z/αdz(5.66)

with ν = θ/d and α = d. This distribution is supported by (0,∞) hence (5.1) holds. The
branching property (5.2) holds, which is checked using that the Laplace transform L(λ) of

Γd,xθ (·) given below is multiplicative in θ:

L(λ) = exp(−θd
∞∫

0

(1− e−λu/d)e
−u

u
du).(5.67)

¿From this expression it can be derived that∫
Γd,xθ (dz)z = θ(5.68) ∫
Γd,xθ (z)z2 = θ2 +

1

d
θ =

θ

d
(1 + θd)∫

Γd,xθ (z)z3 =
θ

d2
(2 + θd)(1 + θd)∫

Γd,xθ (z)z4 =
θ

d3
(3 + θd)(2 + θd)(1 + θd).
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Hence (5.3) - (5.6) hold and we are finished in the case g(x) = const ·x.

d) Proof of Theorem 5a) and 5b) for g ∈ G((d)).

The proof is based on a comparison argument for expectations of certain convex functions
with respect to branching and more general diffusions. A small technical problem arises if
g(x) vanishes too fast at 0, which we handle later.

¿From [BCGH2] we know that if lim inf
x→0

g(x)/x2 > 0 then F (n)(g) has positive derivative

at 0 for n ≥ n0. We can furthermore assume under these conditions according to that paper
that F (n)(g)(θ)/θ converges to d in the L∞ norm. We assume for now: g(x)/x2 ≥ δ > 0 for
x ∈ [0, ε) and we will later remove the restriction.

For such a function g ∈ G((d)) we can find sequences d−n , d
+
n such that

d−n θ ≤ F (n)(g)(θ) ≤ d+
n θ θ > 0, n ∈ IN(5.69)

d+
n ≥ d−n
d+
n − d−n −→

n→∞
0.

The crucial point now is that we do not have the branching property anymore (only for
large θ asymptotically). We do have criticality, i.e. the martingale property of the markov
chain. However in order to carry out the calculation needed to show the convergence of
the Laplace transform of the multidimensional distributions (see Lamperti and Ney 1968)
it suffices to establish that the following holds:

Prob(Zj0 ≥ ε|Z
j
−j−1 = θ) ∼ θ

2

j∑
0

c−1
k as j →∞

L(Zj0(
θd

2

j∑
k=0

c−1
k )−1|Zj−j−1 = θ, Zj0 ≥ ε) =⇒ exp(1) as j →∞.

The last relation is however nothing but the assertion of the theorem for the special one
dimensional marginal distribution at α = 1. Hence the proof will be completed using the
following, which we shall prove below:

Lemma 5.5 Suppose that g(x) ≤ dx (resp. g(x) ≥ dx). Define fλ(x) = e−λx for
λ ∈ [0,∞), x ∈ [0,∞). Denote again by

Kc,g(θ, dϕ) = Γc,gθ (dϕ).

Then for all m ∈ {0, 1, . . ., n}:

δθK
cn,F(n)(g) ◦ . . . ◦Kcm,Fm(g)(fλ)

≤
(≥)

δθK
cn,dx ◦ . . . ◦Kcm,dx(fλ)(5.70)

δθK
cn,F(n)(g) ◦ . . . ◦Kcm,F(m)

(g) ([ε,∞)) ∼
(n−m)→∞

θ

2

n∑
m

c−1
k . 2(5.71)

To continue the proof we need only to observe that the statements of Theorem 5a),
5b) for g(x) = dx were derived in the previous subsection using Laplace transforms and
therefore we can proceed as follows (recall we only need to prove the result for the α = 1
one dimensional marginal). First introduce

Ln,mg (λ) = 1−E(exp(−λZn−m)|Zn−n−1 = θ).(5.72)
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Then the relation (5.70) implies that for m = m(n) ≤ n:

Ln,m
d+
nx

(λ) ≤ Ln,mg (λ) ≤ Ln,m
d−n x

(λ).(5.73)

Consequently, if m(n) and an, bn are such that for a function L∗ (depending possibly on
m(n)) which is the Laplace transform of a distribution the following relation holds

anL
n,m
d(n)x(bnλ)−→

n→∞
L∗(λ), whenever d(n)−→

n→∞
d ∈ (0,∞)(5.74)

then also for every g ∈ G((d))

anL
n,m
g (bnλ)−→

n→∞
L∗(λ).(5.75)

In order to finish from here the proof of Theorem 5 we need that the following is true.
Let (Xn) be IR+-valued random variables. An be the event (Xn ≥ ε) with P (An) → 0 as
n→∞. Then

an(1− E(exp(−λ(Xn/bn))) −→
n→∞

1− L(λ), L(λ) = Eµ(exp(−λx))(5.76)

is equivalent to

L(Xn/bn|An) =⇒
n→∞

µ, Eµ(e−λx) = L(λ) and an ∼ [P (An)−1].(5.77)

Choose now

an = d/2
n∑
k=0

c−1
k , bn = d/2

( n∑
k=m(n)

c−1
k

)−1

.(5.78)

Then we can conclude with (5.71) and the fact that we have proved the convergence for the
case g(x) = dx by reading (5.76) from right to left that

(d/2
n∑
0

c−1
k )Ln,mg (λ ·

n∑
m

d

2
c−1
k )−→

n→∞
L∗(λ).(5.79)

This completes the proof with (5.76).

Proof of Lemma 5.5 We start with proving (5.70). The proof builds on the fact that the
mapF is order preserving and F(dx) = dx, see in [BCGH,2], so that for all n ∈ IN g(x) ≤ dx
(resp. ≥) implies

F (n)(g)(θ) ≤ dθ (F (n)(g)(θ) ≥ dθ) θ ∈ [0,∞).(5.80)

Now we can complete the proof by exhibiting a class M of functions, which contains
{fλ|λ ∈ [0,∞)} and the following two relations hold:

δθK
c,g(f) ≤ δθKc,dx(f) ∀ θ ≥ 0, f ∈M whenever: g(x) ≥ dx, ∀x ∈ [0,∞),(5.81)

f ∈M =⇒ (θ→ δθK
c,g(f) ∈ M for every g ∈ G).(5.82)

Now (5.80), (5.81) and (5.82) clearly imply the assertion (5.70).

To complete the proof we have to choose M and verify (5.81) and (5.82). We set

M = {f : [0,∞)→ IR+|f is completely monotone and bounded}.(5.83)

Recall that completely monotone bounded positive functions are Laplace transforms of pos-
itive measures [F]. Then the class M is clearly preserved since if f is Laplace transform
of a distribution ν then the new function is Laplace transform of the distribution νKc,g.
Furthermore it suffices to verify (5.70) for all fλ : fλ(x) = e−λx where λ runs through [0,∞),
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since the closed convex hull of this family of functions is M (with respect to the supnorm).
That is we should show that

δθK
c,g(fλ) ≤ δθKc,dx(fλ).(5.84)

We are now going to prove this relation (5.84).

Consider the two semigroups Vt and Ut which are defined on L∞(IR, dx) by

Vt(f) = Ef(Yt) Ut(f) = Ef(Xt)(5.85)

where

dYt = c(θ − Y (t))dt +
√

2g(Yt)dwt(5.86)

dXt = c(θ −X(t))dt +
√

2dXtdwt.(5.87)

If we know that g(x) ≥ dx, then with GU , GV denoting the generators of Ut respectively Vt,
we conclude

GV (f) ≥ GU(f) ∀f ∈ C2(IR), f ′′ ≥ 0.(5.88)

For functions f such that Ut(f) ∈ V(GU ) ∩ V(GV ) (V = domain) we know that

Vt(f) = Ut(f) +

t∫
0

Vt−s(GV −GU)Us(f)ds.(5.89)

Hence for every function f satisfying

Us(f) ∈ C2(IR), Us(f) convex for all s ≥ 0, ‖f‖∞ <∞,(5.90)

we have

Vt(f) ≥ Ut(f).(5.91)

In particular denoting by ΠU ,ΠV the unique equilibria of the semigroups (Ut)t≥0, (Vt)t≥0

we conclude that for every f satisfying (5.90) we know

〈ΠU , f〉 ≤ 〈ΠV , f〉.(5.92)

In order to prove (5.84) we need in view of (5.92) only prove that the function fλ : x→
e−λx satisfies the assumptions (5.90). The nontrivial part is to show that:

z → Ez(exp(−λXt)) is convex for every t ∈ [0,∞), λ ∈ [0,∞).(5.93)

The latter will be proved by giving a representation of the function in (4.93) which allows
immediately to read of the convexity.

Define the process (Zt)t≥0 on [0,∞) by:

dZt = −cZt +
√

2dZtdwt, Z0 = z ∈ [0,∞).(5.94)

This is a subcritical branching diffusion, which satisfies by the branching property, respec-
tively, the coupling principle

Ez1+z2 exp(−λZt) = Ez1 exp(−λZt)Ez2 exp(−λZt).(5.95)

z → Ez exp(−λZt) is continuous in z.

Since our process (Xt)t≥0 is a subcritical branching process (of the above type) with addi-
tional immigration (at a rate independent of the current state) we have

Ez exp(−λXt) = Ez exp(−λZt)E0(exp(−λXt)).(5.96)
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Combining (5.96) with (5.95) we can write using the branching property for Zt:

Ez(exp(−λXt)) = exp(−zψt(λ)) exp(−Φt(λ))(5.97)

for a nonnegative function Φt(·).

¿From the last relation we can conclude immediately

(
∂

∂z
)2Ez(exp(−λXt)) = (ψt(λ))2Ez exp(−λXt) ≥ 0(5.98)

which proves (5.93) and hence completes the proof of (5.84).

Finally we prove (5.71). We use (5.76) and Proposition 5.1, which gives the result for

g(x) = dx. For the latter case observe that the variance of Γc,dxΘ is simply (d/c)Θ so that
we get (5.71) for g(x) = dx. Now by (5.76) read right to left in combination with (5.74) and
(5.75) we obtain with reading (5.76) left to right the conclusion for g ∈ G((d)).

In the case, where g(x)/x is not bounded below as x → 0 we use for comparison from
below functions gδ(x) of the form

gδ(x) = d(x− δ)+.

This generates for fixed δ a process (Zjk)k=j−1,...,0 with the property that (Zjk − δ)k=j−1,...,0

is a process generated by dx and then all the arguments carry over since we can choose δ
arbitrarily small due to the fact that for every x ∈ [0,∞) (see BCGH 2)

Fn(g)(x) −→
n→∞dx, sup

x≥δ
(F (n)(g)(x)/dx) −→

n→∞1 for all δ > 0.

(B) Proof of Theorem 6

The key to this theorem is the representation of the interaction chain via the Levy-
measure associated with Γkθ in the case where g(x) = const x and a scaling argument using
the explicit form of Γkθ(·) in that case. The generalization to g ∈ G((d)) is as in 5 d) and we
will not give the details again.

Proof of part (a)
The relation (1.23) is a direct consequence of the relation (2.6) and the assumption (1.21).
From here (1.22) is immediate. Since (1.23) implies that the variance of Zjfj(α̃) given Zjfj(α)

with 0 < α < α̃ ≤ 1 vanishes after scaling with
∑j

0 c
−1
k the limiting process is constant.

This constant must be 0 since Zj−j scaled goes to 0.

Proof of part (b)
(i) Assume that g(x) = x first. Consider the Markov chain Z̃jk = cjZjk; k ∈ {−j −
1,−j, . . . , 0} and denote for k ∈ IN , deviating from earlier conventions, the corresponding
transition kernels at time −k − 1 by Kj

−k. We begin by calculating the Laplace transform

of Kj
−k(θ, ·). The original chain (Zjk)k=−j−1,−j,...,0 had transition kernels K−k with the

property that the law K−k(θ, ·) is infinitely divisible with a Laplace transform Lk,θ(λ) given
by

Lk,θ(λ) = exp(−θψk(λ))(5.99)

ψk(λ) = ck

∫ ∞
0

(1− e−λu/ck)e
−u

u
du.

Hence if we write Ljk,θ(λ) for the Laplace transform of the transformed kernel Kj
−k(θ, ·) then

Ljk,θ(λ) = exp(−θψjk(λ)) = exp(−Θc−jψk(c−jλ)).(5.100)

Then one has

ψjk(λ) =

∫ ∞
0

(1− e−λu)ck−j exp(−ck−ju)
du

u
.(5.101)
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The next step is to investigate the behaviour of the transformed chain. We consider first
a starting point not scaled. For this purpose let (Xj

n)n=−j−1,−j,...,0 be the Markov chain,

which starts in θ with transition kernels Kj
−k. Note that

Kj
−k(θ, ·) = Γc

k−j,x
θ (·).(5.102)

Put

X̃j
n = Xj

n−j−1 n = 0, 1, . . ., j + 1.(5.103)

This object we can imbedded in the chain (X̂θ
n)n∈IN , which is a Markov chain with initial

value resp. transition kernel

X̂0 = θ(5.104)

K̂n(θ, ·) = Γc
−n,x
θ (·), n ∈ IN.

We know that

X̂θ
n = X̃j

n for n = 0, 1, . . . , j + 1.(5.105)

Since (X̂θ
n)n∈IN is uniformly integrable (Var (X̂θ

n) ≤
∑∞
n=0((1

c )n)−1 =
∑∞

0 cn <∞, c < 1!)

and EX̂θ
n = θ, (X̂θ

n)n∈IN is a uniformly integrable positive Martingale. Hence

X̂θ
n −→

n→∞ X̂θ
∞ a.s. , EX̂θ

∞ = θ.(5.106)

Since L(X̂θ
n) is infinitely divisible, so is L(X̂θ

∞) and we can write due to the branching

property and Var(X̂θ
∞) > 0 for θ > 0:

E exp(−λX̂θ
∞) = exp(−θχ(λ))(5.107)

χ(λ) =

∫ ∞
0

(1− e−λu)R∞(du).

(ii) As a first consequence we get from (5.106) that

L(Z̃j0|Z̃
j
−j−1 = θ) =⇒

j →∞
L(X̂θ

∞).(5.108)

Since

E(exp(−λZ̃j0 )|Z̃j−j−1 = θ) = exp(−θψjj ◦ . . .ψ
j
0(λ))(5.109)

we get

ψjj ◦ . . . ◦ ψ
j
0(λ) −→

j →∞

∫ ∞
0

(1− e−λu)R∞(du).(5.110)

Returning to our original problem (recall Z̃j−j−1 = cjθ) we find

1−E(exp(−λZ̃j0)|Zj0 = θ) ∼
j →∞

cjθ

∫ ∞
0

(1− e−λu)R∞(du).(5.111)

This proves (1.24) in the case g(x) = x.
In order to prove (1.25) we show first that

∫
R∞(du) = +∞. From the explicit form of

the Levy-measure in the case g(x) = dx we know that ψjj ◦ . . . ◦ ψ
j
0 has a representation

ψjj ◦ . . . ◦ ψ
j
0(λ) =

∫
(1− e−λu)Rj(du)
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with Rj([0, ε)) = +∞. The fact that this carries over to R∞ follows however from the
historical representation in Theorem 8, which implies that the limiting point process must
also have realizations with countably many points. Therefore we know that limj→∞(1 −
E exp(−λZ̃j0 |Z̃

j
j−1 = θ) cannot be represented as 1−L∗(λ) and L∗ being the Laplace trans-

form of a probability distribution. If along a subsequence P (Zj0 > ε)c−j converges to a
number in (0,∞) then by (5.76) the r.h.s. of (5.11) would be of the form 1−L∗(λ) with L∗

the Laplace transform of a probability distribution. Due to the assumpotics of (1.23) this
implies c−jP (Zj0 > ε)→∞ as j →∞, which proves (1.25) in the case g(x) = x.

The proof of the relation (1.26) follows by working with X̂θ
m instead of X̂θ

∞ in (5.107)

- (5.111). The relation (1.27) follows from X̂θ
m → X̂θ

∞ ((5.106)) and E exp(−λX̂θ
m) =

exp(
∫∞

0 (1− e−λu)Rm(du).

(iii) The generalization to g ∈ G((d)) is immediate with the relation (5.73) since everything
is expressed in part b) of the Theorem 6 in terms of the Laplace transform.

Proof of part (c)
The relations (1.28), (1.29) are proved using moment calculations and Laplace transform
methods in conjunction with comparison arguments. First assume that g(x) = x, later we
will generalize.

Start by proving the convergence relation of (1.28). Put Lj(λ) = E exp(−λZ̃j0). Then

Lj(λ) = exp(−θcj
∫ ∞

0

(1− e−λu)Rj(du)).(5.112)

Define by F̂j the distribution of Z̃j0 under the Palm measure. If we now define the

corresponding Laplace transform L̂j(λ) =
∫∞

0
e−λuF̂j(du), we obtain

L̂j(λ) = −θ−1c−j
∂

∂λ
Lj(λ).

¿From the above representation and since we already proved in part b) that Rj =⇒ R∞
weakly as j →∞:

L̂j(λ) = (

∫ ∞
0

ue−λuRj(du)) exp(−θcj
∫ ∞

0

(1− e−λu)Rj(du))

−→
j →∞

∫ ∞
0

e−λuuR∞(du) := L̂∞(λ).

The next observation is that∫ ∞
0

uR∞(du) = 1

and hence L̂∞(λ) is the Laplace transform of a probability measure whose distribution

function we call F̂∞. This proves, (via the characterisation of weak convergence by the

convergence of Laplace transforms and the fact that F̂∞ has no positive atoms) the first
part of relation (1.28) for the case g(x) = dx. Again since everything is expressed in
terms of the Laplace transform the comparison methods of section 5d) gives the result for
g ∈ G((d)). (See (5.69) - (5.73)).

In order to establish the formula for the Laplace transform of F̂∞ we prove below the
following behaviour of the k-th moment of Zj0 as j →∞ (the numbers Dk are defined below).

E(Zj0)k ∼
j→∞

Dkθ(c
−j)k−1 + Rk,θ(j), k = 1, 2, . . .(5.113)

∞∑
k=0

λk

k!
[Rk,θ(j)(c

−j)k−1] −→
j→∞

0.(5.114)
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The numbers (Dk)k∈IN are determined as follows: Define first the numbers (Ajk)j=1,...,k, k ∈
IN by:

θ(1 + θ) . . . ((k − 1) + θ) =
k∑
j=1

Ajkθ
j .(5.115)

Then define Dk recursively by

D1 = 1(5.116)

Dk =
1

1− ck−1
(Ak−1

k D2 +Ak−2
k ck−1D2 + . . .+ A1

kc
k−1Dk−1).

With the above information we continue as follows. Put

F j(du) = Prob(Z̃j0 ∈ du)(5.117)

and recall that
F̂ j = (EZ̃j0)−1uF j(du).

Then according to (5.113)∫ ∞
0

ukF̂ j(du) −→
j→∞

Dk+1

and with (5.114) we have∫ ∞
0

e−λuF̂ j(du) −→
j→∞

∞∑
0

(−1)k
λk

k!
Dk+1

which completes the proof. It remains therefore to verify the asymptotics of the k-th mo-
ments, as expressed in (5.113) and (5.114).

We consider the case where g(x) = x, since the assertion is as we already proved inde-
pendent of g within G((1)). In the special case where g(x) = x, we can use relation (5.68)
to obtain with Akk = 1 for all k ∈ IN :∫

Γd,xθ (z)zk =
θ

dk−1
((k − 1) + θd) . . . (1 + θd)(5.118)

=
k∑
j=1

Ajkd
−(k−j)θj .

Define for ` ∈ ZZ−

jM
(k)
` = E(Zj` )k with Zj−j−1 = θ.(5.119)

Then we obtain by conditioning on Zj` in connection with (5.118) for the k-th moment at
time `+ 1, that:

jM
(k)
`+1 = (

k−1∑
n=1

Ank (
1

c`+1
)k−n jM

(n)
` ) + jM

(k)
` .(5.120)

Now we turn to the representation of Z̃j0 from the previous step of the proof, namely (5.99)
- (5.107). We conclude that for ` fixed (note A1

k = 1)

jM
(k)
`+1/

jM
(k)
` −→

j→∞

1

ck−1
.(5.121)

Then the first asymptotic relation follows by induction over k. The induction is started in
k = 2 which has been asymptotically evaluated already in part a) of the Theorem 5. ¿From

63



the asymptotic relation for g(x) = x we obtain by scaling (recall Γc,dxθ = Γ
c/d,x
θ ) the result

for g(x) = dx. Then again we generalize with the comparison lemma of section 5 d).

Next we prove the relation (5.114). As before it suffices to consider the case g(x) = x.
The agrument proceeds in two steps. First one shows that

∞∑
k=0

λk

k!
[Rk,θ(j)(c

−j)k−1]−→
j→∞

0, for θ ∈ (0,∞) sufficiently small.(5.122)

The next step is to extend the definition of Φj(θ) = E exp(−θZj0 ) to values θ ∈ IC with
Reθ > 0. If we can show that

|Φj(θ)| ≤ Const |θ|(5.123)

then we have a family of holomorphic functions on the right half plane, which is bounded on
compact sets. Combining then relations (5.122) and (5.123) gives the assertion, since such
a family converges uniformly on compact sets if it converges on one interior point.

The two missing estimates in order to establish above relations are obtained as follows:
The relation (recall 5.111)

|1− E exp(−θZ̃j0 )| ≤ |θcj
∫

(1− e−λu)Rj(du)|(5.124)

together with Rj =⇒ R∞ gives (5.123). For the relation (5.122) we want to use Lebesgue
dominated convergence theorem for |θ| small enough. Hence we need that we can find a
constant C such that

E((Zj0)k|Zj−j−1 = θ) ≤ c−jkCkk!.(5.125)

This can be derived from the representation from (5.99) - (5.107) using that E(X̂θ
n)k ≤

E(X̂θ,k
∞ )k and the variable X̂θ

∞ satisfies E exp(λX̂θ
∞) <∞ for λ ∈ (0, ε) with ε > 0 suitable.

The latter follows from the explicit form of the transition kernel K̂n of (5.104).

In order to prove (1.29) we follow the same strategy as before, that is we use Laplace
transforms in connection with the markovian structure. In particular it suffices to consider
the case g(x) = x. In fact we have already established the asymptotics of the marginal distri-
butions in part b) of this theorem. From the special representation in (5.102) - (5.107) we can

in fact read off immediately that weak limit points of P̂ ((Z̃j−j−1+m)m=1,...,k ≥ (um)m=1,...,k)
is the Markov Process given by the expression of the r.h.s. of (1.29) (Recall the definition
of Palm distributions preceeding Theorem 6). This completes the proof.

6 Proof of Theorems 7 - 12

The main work here has to be done for Theorems 8 - 12, since Theorem 7 can be treated in
analogy to previous work. The most essential tools in this chapter are the properties of the
Gamma distribution and the relation to resampling systems as recalled in the Appendix,
the tools available for infinitely divisible random measures on polish spaces including Palm
measures and finally previous result from the multiple space-time scale analysis in [DGV].

(i) Proof of Theorem 7
The process (XN (t))t≥0 can be viewed as a super random walk with respect to a transient
walk. The transience of the random walk follows from the hypotheses

∑
k

1
ck
<∞ and (0.3)

(cf. Appendix A4). Parts (a)-(d) of Theorem 7 are obtained by a straightforward modifi-
cation of Theorem 6.3 of Dawson and Perkins (1991) for superprocesses on IRd instead of a
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superprocess on the discrete group ΩN . The main difference is the replacement of the sym-
metric stable process in IRd there by the random walk in ΩN in the present case. The state
space E plays the role of the space Mp(IRd) there. The key property required of the state
space is that the semigroup associated to the random walk maps the state space into itself.
But the assumption (0.7) implies that for x ∈ E, ||a(x)|| =

∑
i,j a(i, j)xjα(i) ≤M ||x|| and

hence the semigroup at of the random walk has, as a map E → E, norm bounded by eMt,
so that the random walk semigroup maps the space E continuously into itself.

(ii) Proof of Lemma 1, Theorem 8 and Corollaries 1,2
Proof of Lemma 1
(a) Computing second moments from the Gamma distribution we obtain for ` > k ≥ 0 :

E[(z`−k(u)− z`+1
−k (u))2](6.1)

= E[E[(z`−k(u)− z`+1
−k (u))2|z`+1

k (u)]

=
d

c`
E[z`+1
−k (u)] =

du

c`

Therefore for each u,

lim
j′→∞

sup
j≥j′

E[(zj−k(u)− zj
′

−k(u))2]

≤ lim
j′→∞

sup
j≥j′

const

j∑
`=j′

1

c`
= 0.

Then zj−k(θ) converges in distribution and in L2 as j →∞. In addition the limit z∞−k(θ) is
a reverse martingale with mean measure θ. The almost sure convergence follows from the
reverse martingale convergence theorem.
(b) By construction z∞−k(θ) conditioned on {z∞−j}j>k has the gamma distribution Γk

zj−k−1
(θ)

.

This means that the sequence {z∞k }k=−j−1,...,0 is a Markov chain with Gamma transition
kernels K−k and therefore is a version of the entrance law for the interaction Markov chain
(z∞k )k∈ZZ− whose existence was established in Theorem 2.

Proof of Theorem 8

The properties (i) and (ii) are immediate consequences of the following construction: We
begin with the sequence of independent gamma processes (γk)k∈IN . For each k ∈ ZZ+ let
{m−k(i)}i∈IN denote the size ordered jumps in {γk(u) : 0 ≤ u ≤ z∞−k−1}, that is, m−k(i) is
the ith largest jump of γk(·) in the interval [0, z∞−k−1]. (Note that without loss of generality
we can ignore ties.) Property (iii) follows from the basic property of the Moran gamma
process described in (A3.3) under basic fact. This implies that conditioned on the indepen-
dent gamma processes (γj)j>k the random variable γk(z∞−k−1(θ)) and the random vector

{m−k(i)
z∞−k

}i∈IN are independent. Moreover γk(z∞−k−1(θ)) has the distribution Γkz∞−k−1
(θ) and

{m−k(i)
z∞−k

}i∈IN has the Poisson Dirichlet distribution with parameter
z∞−k−1ck

d .

Property (iv) will follow immediately from the following construction: Starting with level
zero we now make the following definitions introducing the “father-son” relation between
jumps according to the time interval a jump occurs. However for this purpose we have to
consider the size ordered jumps in the father generation, since the canonical measure of γk
is infinite (near 0) and formally we proceed as follows. For each i ∈ IN , let G(1, i) be the
unique integer n ∈ IN such that the jump of size m0(i) in γ0 occurs in the interval

[
∑
`<n

m−1(`),
∑
`≤n

m−1(`) ).
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Similarly let G(2, i) be the unique integer n such that the jump of size m−1(G(1, i)) in γ1

occurs in the interval [
∑
`<nm−2(`),

∑
`≤nm−2(`)). Continuing in this way we inductively

construct a sequence G(1, i), G(2, i), . . ..

Property (v) is proved as follows. First consider only jumps in the gamma process γk−1

of size ε or larger. These follow a Poisson process on the time interval of length z∞−k and
the times of jumps are given by i.i.d. uniform random variables in [0, z∞−k]. Therefore the
probability that a given jump of size ε or larger occurs in the interval of length m−k(i) is

equal to
m−k(i)
z∞−k

. We then let ε→ 0.

Property (vi). Given {m−k−1(·), m−k−2(·), . . .}, the collection (
∑
im−k(i)1G−k−1(i)=j)i∈IN

is given by the sums of the jumps of γk over disjoint intervals of lengths m−k−1(j) and there-

fore are independent Γ( ck+1m−k−1(j)
d

, d
ck+1

) random variables.

Proof of Corollary 1

We first prove the result when j = 1. By Theorem 8(c,iii), conditioned on the sequence

Z∞−k, m−k(·)
Z∞−k

are independent Poisson Dirichlet with parameters λk := Z−k−1ck
d

. Moreover by

Theorem 8(v), m−k(G(k, 1)) is obtained by size-biased sampling from
m−k(·)
Z∞−k

. This means

(cf. A3.4) that m−k(G(k,1))
Z∞−k

has distribution with density

λk(1 − p)λk−1, 0 ≤ p ≤ 1.(6.2)

Hence the density of the rescaled random variable λk
m−k(G(k,1))

Z∞−k
is

(1− p

λk
)λk−1, 0 ≤ p ≤ λk.

But since ck →∞ and Z∞−k → θ, λk →∞. Noting that
Z∞−k−1

Z∞−k
→ 1, it is then elementary to

verify that as k→∞,

L(
ck

d
m−k(G(k, 1))) ⇒ Exponential(1)

E(
ck

d
m−k(G(k, 1))) → 1.

We obtain the result for j > 1 in a similar way. If i1, . . . , ij belong to different fam-
ilies, then m−k(G(k, i1)), . . . , m−k(G(k, ij)) are obtained by size-biased sampling (without

replacement) from {m−k(·)
Z∞−k

} and therefore has the same law as vk,1, (1 − vk,1)vk,2, . . . , (1−
vk,1) · · · (1−vk,j−1)vk,j where vk,r are independent and each of their distributions has density
(6.2) (cf. the GEM representation - A3.4). The proof is completed as above with the addi-

tional observation that maxi=1,...,j vk,i =⇒ 0 as k →∞ and therefore
∏i−1
`=1(1 − vk,`) =⇒ 1

for each i = 1, . . . , j and λkvk,i =⇒ Exponential(1).

Proof of Corollary 2

(a) This follows from the representation (1.39). Conditioned on {M∗` (·)}`≤−j, the random
variables {M∗−(j−1)(i)}i∈IN are given by the sum of the jumps of the Gamma process γj−1

which occur in disjoint intervals of lengths {M∗−j(i)}i∈IN and therefore have independent

Gamma distributions {Γj−1
M∗−j(i)

}i∈IN . This proves that they are independent inhomogeneous

Markov chains with transition functions {Γj−1
θ }j∈IN . The martingale property follows since∫

xΓj−1
θ (dx) = θ.
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(b) By definition (in this step j, k, ` ∈ IN and i labels the families)

M∗−k(i) =
∑

j≡k`−1(i)

m−k(G−k(j)).

that is, M∗−k(i) consists of the mass of the subpopulation at level k having a common ancestor
at some level ` ≥ k. Therefore it can be decomposed as

M∗−k(i) =
∞∑
`=k

M∗−k,−`(i)

where M∗−k,−`(i) denotes the mass at level k of the subfamily of i which has a last com-
mon ancestor at level `. We will compute the law of the M∗−k,−`(i) conditioned on the
{m−`(G−`(i))}`≥k. We have M∗−k,−k(i) = m−k(G−k(i)) and M∗−k,−`(i) for ` > k de-
notes the mass of the descendents at level k of m−`(G−`(i)) excluding descendents of
m−`+1(G−`+1(i)). But conditioned on the {m−`(G−`(i))}`≥k, the descendents at level `−1
of m−`(G−`(i)) excluding descendents of m−`+1(G−`+1(i)) are given via γ`−1(m−`(G−`(i))
conditioned on the event that γ`−1 has a jump of size m−`+1(G−`+1(i)) in [0, m−`(G−`(i)).
But (using in A2.3 the relation (P )x = P ∗Qx) and the identification of Qx) the conditional
law satisfies

L[γ`−1(m−`(G−`(i))) −m−`+1(G−`+1(i))(6.3)

|γ`−1 has a jump of size m−`+1(G−`+1(i))]

= Γ`−1
m−`(G−`(i))

.

At levels `′ < ` − 1 the mass of these descendents evolve by the interaction chain with
transition function Γ`

′
. Therefore M∗−k,−`(i) = Ẑ`−k(m−`(G−`(i))) where Ẑ`−k(m−`(G−`(i))

are independent copies of the interaction chain starting at level ` in m−`(G−`(i)).

(iii) Proof of Theorem 9

The key to this theorem are properties of special distributions arising in sampling sys-
tems. By Corollary 2(b), conditioned on {M∗−` : ` > k}, {M∗−k(j)}j∈I are independent

Gamma(
ck+1M

∗
−k−1(j)

d ,
ck+1

d ) random variables. On the other hand for the case of interacting
Fleming Viot processes the corresponding kernel is given by a GEM-distribution, see (6.8)
below (and the corresponding order statistics have Poisson Dirichlet distribution). We need
some facts about these three special distributions.

We first recall the relation between Beta- and Gamma-distributions. Suppose that X, Y
are both Gamma-distributed with parameter (α1, β), respectively (α2, β) and are indepen-
dent. Then X+Y and X/(X+Y ) are independent and X/(X+Y ) is Beta-distributed with
parameter (α1, α2), while X + Y is Gamma-distributed with parameter (α1 + α2, β).

This means that we can characterize the P(IN)-valued random variable Q∗k as follows.
If A ⊆ IN , let

Q∗k(A) :=
∑
`∈A

Q∗k(`) k ∈ ZZ−.(6.4)

Then for all A ⊂ IN, k ∈ ZZ−:

Q∗k(A) is Beta-distributed with parameter (Q∗k−1(A)/γk , (1−Q∗k−1(A))/γk)(6.5)

and for any two disjoint subsets A1, A2 of IN ,

Q∗k(A1) +Q∗k(A2) and
Q∗k(A1)

Q∗k(A1) +Q∗k(A2)
are independent(6.6)
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and
Q∗k(A1)

Q∗k(A1) +Q∗k(A2)
has a Beta distribution with parameter:

(
Z∞−k+1ck

d
Q∗k−1(A1),

Z∞−k+1ck

d
Q∗k−1(A2)).

This means that if we divide families into two groups, then the relative frequencies of the
two groups evolve according to a kernel given by a Beta distribution.

It remains to show that (q∗k)k∈ZZ− has the same structure. Under the hypothesis
∑
k

1
ck
<

∞, Z∞−k → θ, d′k → d∗ where 0 < d∗ < ∞ and
c′k
ck
→ d∗

d θ as k → ∞ and hence
∑ d′k

c′
k
<

∞. Therefore by Theorem 0.5 of [DGV] the associated interacting Fleming-Viot system
has a unique non-degenerate entrance law with mean measure Θ. The forward transition

mechanism Γ
c′k,d

′
k

θ on P([0, 1]) for the interaction chain of the Fleming-Viot system is given
by the GEM representation (see Theorem 0.3, (0.25) of [DGV]) which is defined as follows:

(a) Let (Ui)i∈IN be an i.i.d. sequence with marginal distribution Θ ∈ P([0, 1]).

(b) Let (V ki )i∈IN be an i.i.d. sequence with marginal Beta(1,
Z∞−k−1ck

d ).

(c) Construct (Ui)i∈IN , (V ki )i∈IN as independent processes.

Set

Γ
c′k,d

′
k

θ = L
( ∞∑
i=1

[
V ki

i−1∏
j=1

(1 − V kj )
]
δUi

)
∈ P(P([0, 1])).(6.7)

The representation (1.56) of the transition function for (q∗k)k∈ZZ− is then obtained from
(6.7) by taking a decomposition of the interval [0, 1] into disjoint subintervals of lengths
{p`}`∈IN as follows:

By combining the m + 1, m+ 2, . . . pieces of this partition we obtain a finite partition.
Note that for any such finite partition the distribution is a Dirichlet process correspond-
ing to the measure {p̃`}`=1,...,m where p̃` = p` if ` < m and p̃m = 1 −

∑m−1
`=1 p`. Then

L
( ∞∑
i=1

[
V ki
∏i−1
j=1(1 − V kj )

])
has a Dirichlet distribution with parameters αi =

Z∞−k+1ck
d p̃i.

Therefore for any two disjoint subsets A1, A2 of IN , q∗k(A1) + q∗k(A2) and
q∗k(A1)

q∗
k

(A1)+q∗
k

(A2) are

independent and
q∗k(A1)

q∗
k

(A1)+q∗
k

(A2) has a Beta distribution with parameter

(
Z∞−k+1ck

d
q∗k−1(A1),

Z∞−k+1ck

d
q∗k−1(A2)).(6.8)

To see this, represent q∗k(A1), q∗k(A2) and q∗k(IN∩(A1∪A2)c) in terms of independent Gamma

random variables (cf A3.2). Then
q∗k(A1)

q∗
k
(A1)+q∗

k
(A2) and the pair q∗k(A1) + q∗k(A2), q∗k(IN ∩ (A1 ∪

A2)c) are independent. This yields the required independence and the fact that
q∗k(A1)

q∗
k

(A1)+q∗
k

(A2)

is Beta follows from the relation between the Beta and Gamma distributions referred to
above.

(iv) Proof of Theorem 10

(a) By Theorem 9, the
M∗k (i)
Z∞−k

have the same law as the entrance law q∗k(i)k∈IN associated to

the interacting Fleming-Viot system with coefficients (c′k)k∈IN and (d′k)k∈IN where the latter
as given in terms of the (ck)k∈IN and Z∞−k by (1.51). Therefore, since Z∞−k → θ as k →∞,
it suffices to show that

max
i
q∗k(i)−→

k→∞
0.
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But this now follows immediately from Theorem 0.7(a) of [DGV].

(b) Combining Theorem 9 and Theorem 0.7(b) of [DGV], we get

lim
α→0

lim
k→∞

αck∑
i=1

M̂∗−k(i) = 0

and

lim
α→∞

lim
k→∞

αck∑
i=1

M̂∗−k(i) = 1.

This second equality implies the tightness statement and the first equality implies that the
limit is nondegenerate, that is, not δ0.

(c) By Corollary 1, (1.43),

E(
ck

d
m−k(G−k(i)))−→

k→∞
1,(6.9)

and by Corollary 2(c) ,

M∗−k,`(i) = Ẑ`k(m−`(G−`(i))).

Since (Ẑ`k)k=−`−1,...,0 is a martingale

E[M∗−k,`(i)] = E[(m−`(G−`(i)))].

Together with (6.11) this yields

E(M∗−k(i)) =
∑
`≥k

E(M∗−k,`(i))(6.10)

=
∑
`≥k

E(m−`(G−`(i))) ∼
∑
`≥k

d

c`
.

(v) Proof of Theorem 11 and 12

Preparations

We begin with a Lemma that characterizes the interaction chain under the Palm measure
(P∞)0 defined by (1.62).
Lemma 6.1
(i) Under the Palm measure (P∞)0 defined in (1.62), the interaction chain {Z∞k }k∈ZZ− is
a Markov chain with transition functions

P (Z∞k ∈ ·|Z∞k−1 = θ) = Γ̂k−1
θ (·)(6.11)

where Γ̂k−1
θ (·) is the Gamma(1 +

ck−1

d θ,
ck−1

d ) distribution.

(ii) Under the Palm measure (P∞)0, conditioned on {Z∞k }k∈ZZ−, the {m−k(·)
Z∞−k

}k∈ZZ− are in-

dependent and for each k, {m−k(i)
Z∞−k

}i∈I has the Poisson Dirichlet distribution with parameter

Z∞−k−1ck

d
.

(iii) The transition kernel of the interaction chain under the Palm measure has the following
representation:

Γ̂k−1
θ = Γk−1

θ ∗Ek−1(6.12)
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where Ek−1 is the exponential distribution with mean d
ck

. 2

Proof (i) Since {Z∞k }k∈ZZ− is both a Markov chain and a martingale, the function h(x) = x
is a harmonic function for all the kernels Γk−1

θ . Hence we can consider the h-transform
of Doob (see Doob, p. 566), that is, the Markov chain with transition kernel phk given
by phk(x, y) = h(y)(h(x))−1pk(x, y) instead of pk. This process has in our situation (i.e.
(Z∞k )k∈ZZ−) exactly the law induced by (P∞)0, as is immediately checked writing down the
probabilities of a path.

Hence we can explicitly determine the h-transformed transition functions as follows. We
write down the calculation for K = −2 first. Let p(0,−1,−2)(z0, z−1, z−2) denote the joint
density of Z∞0 , Z∞−1, Z

∞
−2, etc. and by p(Z0|Z−1, Z−2) the conditional density of Z∞0 given

Z∞−1, Z
∞
−2 etc.

Under the Palm measure (P∞)0, the conditional density of Z∞−1 given Z∞−2 is then given by

e
z−1p(−1|−2)(z−1|z−2)

z−2
.

Since conditioned on Z∞−2, Z∞−1 has distribution d
c1
Gamma( c1d Z

∞
−2, 1), this means that

under the Palm measure it has distribution d
c1
Gamma( c1d Z

∞
−2 + 1, 1). Continuing in this

way we get that the transition function Z∞−k → Z∞−k+1 is given by Gamma(
ck−1

d Z∞−k+1,
ck−1

d ).

(ii) Recall from Theorem 8(iii) that the entrance law, conditioned on {Z∞k }k∈ZZ−, has the

property that the {m−k(·)
Z∞−k

}k∈ZZ− are independent and for each k, {m−k(i)
Z∞−k

}i∈I has the Poisson

Dirichlet distribution with parameter
Z∞−k−1ck

d . Let F1, F2 be bounded measureable functions

defined on σ({Z∞k }k∈ZZ−), σ({m−k(·)
Z∞−k

}k∈ZZ−), respectively. Then

E(P∞)0(F1 · F2) = EP (Z∞0 F1 · F2)(6.13)

= EP [EP (F2|σ({Z∞k }k∈ZZ−) · Z∞0 F1)]

= E(P∞)0 [EP (F2|σ({Z∞k }k∈ZZ−) · F1)]

where EP , E(P∞)0 denotes expectation with respect to the probability laws P (recall that
the processes γk are defined on (Ω,F , P )),and (P∞)0 respectively. Therefore

E(P∞)0(F2|σ({Z∞k }k∈ZZ−) = EP (F2|σ({Z∞k }k∈ZZ−)

which implies (ii).
(iii) This relation follows from the above facts since the sum of two independent random
random variables one exponential with mean d

ck−1
(= Gamma (1, ck−1

d
)) and the other

Gamma(
ck−1θ
d , ck−1) yields a Gamma(

ck−1θ
d + 1, ck−1

d ) random variable. This completes
the proof of the lemma.

Remark In fact we get that under the Palm measure the system of gamma processes have
the same parameters but each runs for an additional time interval of length d

ck
. If we then

choose a sequence of jumps, the first has the exponential distribution and the remainder
have the same distribution as in the original process. Therefore we can identify the system
under the Palm measure as the sum of two independent random objects, one the family
measure given in the theorem and the other is simply the original historical process. Note
that this is analogous to what we get from the Palm of the historical process at site ξ = 0
(cf. Theorem 7(d)).

Proof of Theorem 11 (a)
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We have to show that under the Palm measure, (P∞)0, the {m̄k}k∈ZZ− are independent
exponential random variables with means d

c|k|
. By the Lemma 6.1(ii) for k ∈ IN we have

that conditioned on {Z∞−`}`≥k+1 , Z∞−k and {m−k(·)
Z∞−k

} are independent and have under the

Palm measure (P∞)0 distribution d
ck

Gamma( ckd Z
∞
−(k+1) + 1, 1) , respectively, the Poisson

Dirichlet distribution with parameter
Z∞−k−1ck

d
. By definition m̄−k = m−k(G−k(i)) where i

is the index of a randomly chosen individual at level zero. By Theorem 8(v)

P (G−k(i) = j) =
m−k(j)

Z∞−k
.

Therefore, by A3.4,
m̄−k
Z∞−k

has distribution Beta(1, ckd Z
∞
−(k+1)) and is independent of Z∞−k

which has distribution d
ck

Gamma( ck
d
Z∞−(k+1) + 1, 1) .

Therefore conditioned on the {Z∞−k} we obtain using A3.1(2) that the m̄−k have dis-

tributions d
ck

Gamma(1, 1), that is, exponential with means d
ck

and therefore they are also

independent of the {Z∞−k}.

Proof of Theorem 11 (b)

By the construction of M∗−k,−` preceeding Theorem 11, it follows that M̄∗−k,−` denotes
the mass of the descendents at level k of the mass m−`(G−`(i))). Part (b) then follows from
Lemma 6.1, equations (6.12), (6.13) since this says that under the Palm measure the family
masses still evolve via the interaction chain.

In addition, by Lemma 6.1(iii) the interaction chain under the Palm measure is a Markov

chain with transition function Γ̂k−1
θ . Then starting at level L we obtain

M∗−k = zLk (Z∞−L−1) +
L∑
`=k

ẑ`k(E`)

where the zL, ẑ` are independent copies of the Gamma processes (1.39) and the {E`)} are
independent exponential random variables with means d

c`
. Taking the limit as k →∞ gives

then the desired decomposition of the entrance law under the Palm measure.
We will denote the law of

∑∞
`=0 ẑ

`
0(E`) by (P̂∞)0. The identification of (P̂∞)0 as the

Palm measure of the canonical measure of the infinitely divisible measure P∞ follows from
the general result relating these two Palm measures (see A2.2).

Proof of Theorem 12 (a)

We start by first preparing the basic ingredients to prove this theorem. By Theorem
7(d) the Palm measure, (PN)y of the equilibrium historical process HN,−∞

0 at y is the
distribution of the sum of two independent random measures on D((−∞,∞),ΩN) one of

these has the same law as HN,−∞
0 and a second which is concentrated on the y − clan and

has law (P̂N )y defined by (1.30).
We now consider the law of the M̄N

0,−k(ξ) under the Palm distribution. By the defining

property of the Palm measure if B ∈ σ({M̄N
0,k(ξ)}k∈ZZ−}), then

(PN)ξ,0(B) = θ−1E[HN,−∞
0 ({y′ : y′(0) = ξ})1B(HN,−∞

0 )](6.14)

= L(HN,−∞
0 ) ∗ (

∫
Π∞0,ξ(dy)(P̂

N )y(B)).

Without loss of generality we can take ξ = 0 and we will do so below.
Now let P∞ be the law constructed in our historical representation of the entrance law.

Then the modified Palm measure of H was defined by the analogue of (6.16), namely,

(P∞)0(B) := θ−1

∫
Z∞0 · 1B(H)P∞(dH).(6.15)
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In the following discussion we will consider only the restriction of this measure to
σ({M∗Nk (·)}k∈ZZ−).

We will now prove part (c) of Theorem 11 which asserts that

(PN)ξ,0 =⇒
N→∞

(P∞)0.

Recall that the above distributions are infinitely divisible and compare A.2.2. By Theorem
10.4 and Lemma 10.8 in Kallenberg (1976), it suffices to show that the mean measures
converge and that the Palm measures of the canonical measures converge, that is,

(P̂N)ξ,0 =⇒
N→∞

(P̂∞)0.

Since by construction,

E[HN({y′ : y′(0) = 0})] = θ = E[Z∞0 ]

the convergence of the mean measures is automatic. Therefore we will focus on the conver-
gence of the Palm measures of the canonical measures.

By Theorem 7, part (d) and (1.34) under the Palm distribution the contribution to the
family mass of an individual (that is one chosen at random) has Laplace functional

(P̂N)y =
∏
k

exp(−2d

∫ −τNk−1

−τN
k

(V Nr,0φ)(yr)dr)(6.16)

where y denotes the ancestral “backbone” and τNk denotes the exit time of the backbone of
the randomly chosen ”individual“ from the ball of radius k (in reverse time). Therefore this
can be represented as the sum of independent contributions, M̄N

0,−k(0), which occur in the
time intervals between the first exits of the “backbone” y from the balls of radii k + 1 and
k respectively.

The proof is divided in three steps (i) - (iii) and the strategy of proof is as follows:
We will show that the k-th such contribution to the family mass at the fixed site 0,
M̄N

0,−k({0}), converges in distribution to the distribution of M̄∗0,−k. To do this we first

show that the (normalized) masses of the families, m̄N
−k, produced in the interval [τNk−1, τ

N
k )

along the backbone converge as N →∞ to independent exponential random variables. We
then show that all but a negligible portion of this mass lies at a distance k from 0. Finally
we will show that M̄N

0,−k(0), the descendents at level 0 at site 0 of m̄N
−k are described by the

quasiequilibria of Theorem 1 and therefore described by the interaction chain in the limit.
In order to carry this program out we need information about the limiting behaviour of the
random walks as N →∞, and this will be obtained in the first step below.

Step (i) Associate with the random walk on ΩN generated by the transition kernel
a(·, ·) of (0.8) the continuous time Markov chain on ΩN which gives the distance from the
element 0 and then observe it at times of the form s(N)Nk with k running through the
natural numbers. (Recall that the transitions within distance k are uniformly distributed)
Remember that the random walk on ΩN with kernel (a, (·, ·) takes a jump on a randomly
chosen point in a k-block with rate

ck−1

Nk−1 . Recall that Π∞0,ξ denotes the law of the random
walk starting at ξ at time 0.
Lemma 6.2.
(i)

ck
Nk

τNk =⇒
N→∞

Exponential(1), E
( ck
Nk

τNk

)
−→
N→∞

1,

and

Π∞0,0(d(0, y(τNk )) = k + 1) −→
N→∞

1.
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(ii) ∫ τNk
0

1(d(ys,0)<k)

τNk
−→
N→∞

0 in probability.

(iii) Define the return times σNk := inf{t > τNk−1, yt ∈ Bk−1}, where Bk = {ξ|d(0, ξ) ≤ k}.
Then

P ((σNk − τNk−1)/Nk <
ε

Nα
)→ 0

for any α > 0 2.

Proof (i) The random walk exits the ball of radius k by making a jump to k + `, ` ≥ 1,
and the rate of such a jump is ck+`−1

Nk+`−1 . Therefore ck
Nk
τNk is exponential with parameter∑

`≥k
c`
N` . By our assumptions, ck ≤ C2k for some constant C. Therefore

ck

Nk
≤
∑
`≥1

ck+`−1

Nk+`−1
≤ ck

Nk
+C

∑
`≥1

2k + `

Nk+`

≤ ck
Nk

+C
2k+1

Nk+1

1

1− 2
N

∼ ck
Nk

as N →∞.

This yields the result. In addition the probabilty that the jump is to k+1 is bounded below
by

ck
Nk

ck
Nk

+ C 2k+1

Nk+1
1

1− 2
N

.

(ii) In the Nk time scale the exit time of the ball of radius k, τNk /N
k, is asymptotically expo-

nential with parameter (ck)−1. During this time it can jump to a lower level with rate ck−1.
However if it jumps to any lower level k−` then it returns to level k in a time of order O( 1

N
).

(iii) This follows since since (σNk − τNk−1) dominates an exponential random variable with
mean

ck−1

Nk
.

Remark Lemma 6.2 implies that as N →∞ in the time scale Nk the embedded discrete
time Markov chain describing the distance of the walk from 0, in the limit has nontrivial
probabilities to leave the point k. Denote with pk resp. qk the probabilities to jump from
state k to k + 1 resp. k − 1. Then pk = ck and qk = ck−1 since the probability that a jump
k → k +m, resp. k → k −m with m > 1 occurs before a jump to k ± 1 is of order N−1.
Therefore the distribution of τNk −τNk−1 is asymptotically exponential with parameter 1

ck
Nk.

Part (ii) of the lemma says that in all but a negligible fraction of the interval [0, τNk ) the
backbone is at distance k.

Step (ii) We now determine the distribution of the mass, m̄N
−k(·) at time −τNk−1 which

arises from the production at rate 2d in the interval [τNk−1, τ
N
k ).

Lemma 6.3
Let Bk := {ξ′ : d(ξ′, 0) ≤ k}. Then

N−km̄N
−k(Bk) =⇒

N→∞
m̄−k(6.17)

N−(k+1)m̄N
−k(Bk+1) =⇒

N→∞
0(6.18)

N−k+1m̄N
−k(Bk−1) =⇒

N→∞
0 2(6.19)
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Proof
The proof will proceed in three steps labelled 1-3. First we introduce an approximating
system (N →∞) and then in step 2 calculate corresponding log-Laplace transforms which
are then in step 3 used to complete the argument.

Recall the relation (1.30), which tells us that we can express the Laplace transform of

(P̂ )y in terms of the object Vs,t defined by the historical process of the original system.
Therefore we now focus on that system first. Note furthermore that for functionals of the
path process which depend only on one time point, the semigroup action of Vs,t is given via
the action of the semigroup of the interacting system itself.

Step 1
Return now to the system (xξ(t))ξ∈ΩN . The normalized mass in a k-block at time Nkt is
given by

yNk (t) := xξ,k(N
kt)

where xξ,k is as defined section 0(c). We shall derive now a one dimensional approximating
(asN →∞) diffusion in the case where the initial state satisfies xNξ (0) = 0 for d(ξ, 0) ≥ k+1.

Adding the corresponding equations and changing to time Nkt in (0.2) (when g(x) = dx)
yields the equations

dyNk (t) = −ckyNk (t)dt+
√

2dyNk (t)dwk(t)(6.20)

+ cky
N
k+1(t) +

∞∑
`=k+2

c`

N `−1+−k (y`(t)− yNk (t))dt, k ∈ IN.

This describes the flow of mass in and out of a k-block as well as the branching in the
k-block.

The following calculations which keep track of the mass which has entered and exited
the k-block can be made precise using the historical process or by introducing a multitype
modification of the process but we will carry this out at an informal level. In particular
we will now show that in order to determine the mass in the k-block it suffices to consider
the branching and the flow out of the k-block but that the contribution of the mass that
reenters the k-block is negligible.

We first note that if
∑
d(ξ′,ξ)>k xξ′(0) = 0, then ζNk (t) := N−k

∑
ξ′ xξ′(N

Kt) is a criti-

cal Feller branching diffusion with generator d( ∂
∂x)2 and hence is a martingale with a law

independent of N and therefore

P ( sup
0≤t≤T

ζNk (t) > K) ≤ const 1

K
.

If initially
∑
d(ξ′,ξ)>k xξ′(0) = 0, then at later times t we can get the estimate∑
d(ξ′,ξ)>k

xξ′(N
kt) ≤ eckt sup

0≤s≤t
ζNk (s),

since the migration mechanism is given by a deterministic system of differential equations.
Recall that the rate of flow of mass from the complement of a k-block back into the k-block
( in time scale Nkt) is bounded above by

Nk
∞∑

`=k+1

c`

N `
≤ NkC

∞∑
`=k+1

2`

N `
.

Therefore the total mass to first leave the k-block and then return to this block in the time
interval [0, NkT ] is bounded above by

const

N
TeckT · sup

0≤t≤T
ζNk (t).
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Thus we have the evolution of the normalized mass in the k-block, in time scale tNk,
which was denoted yNk (t) can, if xNξ (0) = 0 for d(0, ξ) ≥ k + 1, be written in the form

yNk (t) = yk(t) +O(
1

N
)(6.21)

uniformly in t ∈ [0, T ] as N →∞, where yk is continuous subcritical branching diffusion

dyk(t) = −ckyk(t)dt+
√

2dyk(t)dwk(t).(6.22)

If we consider our initial states xNξ (0) we know that xξ,k+1(tNk) (see Theorem 1) con-
verges to the constant path equal to θ. In this case we approximate by the system ỹk(t)
given by the subcritical branching diffusion with immigration:

dỹk(t) = ckθdt − ckỹk(t) +
√

2dỹk(t)dw(t).(6.23)

Since our system starts in a configuration with xNξ (0) positive on all of ΩN , we have
to study the process given in (6.24) with additional immigration. Due to the branching
property of the diffusion yk(t) this is no problem since the ỹk process can be disintegrated into
independent contributions following an evolution mechanism as given in (6.23). Therefore
it is of particular interest to calculate the probability that yk(t) > 0 as a function of t and
of the initial mass. This will be done in the next step.

Step 2
Then we define for yk(t) log-Laplace function vk(t, u) by E[(exp(−λyk(t))|yk(0) = m)] =
exp(−mvk(t, λ)).

Then the log-Laplace function vk(t, u) (cf. [D] Section 4.5) satisfies

∂vk

∂t
= −dv2

k − ckvk vk(0) = λ.(6.24)

This equation has the explicit solution given by:

vk(t, λ) =
ckλe

−ckt

ck + λd(1− e−ckt) .(6.25)

Using (6.27) we get that the probability that an initial mass m will produce a non-zero
cluster of age t is

1− lim
λ→∞

E[(exp(−λyk(t))|yk(0) = m)](6.26)

= 1− lim
λ→∞

exp(−mvk(t, λ))(6.27)

= 1− lim
λ→∞

exp(− mckλe
−ckt

ck + λd(1− e−ckt))

= 1− exp
(
− mcke

−ckt

d(1− e−ckt)
)
∼ mcke

−ckt

d
as t→∞.

As a side remark note that, then (cf. [DP], Prop. 3.3 (b)) the non-zero cluster of age t
has Laplace transform

lim
m→0

E(e−λyk(t)|yk(0) = m) − exp(− mcke
−ckt

d(1−e−ckt) )

1− exp(− mcke−ckt

d(1−e−ckt) )
(6.28)

=
ck

(ck + λd(1− e−ckt)) .

Therefore the cluster is exponentially distributed with mean d(1−e−ckt)
ck

.

Step 3
We now turn to the Palm distribution and determine the distribution of the normalized
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mass at time −τNk−1 produced in a k-block whose last common ancestors lie in [τNk−1, τ
N
k ).

By (6.17) the contribution under the Palm distribution (cf. Theorem 7(d)) to MN
−k(ξ) which

arises from the subfamilies that branch off in the interval [τNk−1, τ
N
k ) has Laplace transform

exp
(
− 2d

∫ −τNk−1/N
k

−τN
k
/Nk

(V Nr,τN
k−1

φ)(yr)dr
)
.(6.29)

For special choices of φ, we can use the approximation result of (6.31) below. Namely if we
let φk = 1

Nk 1d(ξ′,ξ)≤k, then since ys remains in the k-block during this interval we obtain
(recall (1.33)) for 0 ≤ a < b:

exp
(
−
∫ −b
−a

2d(V Ns,−bλφk)(ys))ds
)

(6.30)

−→
N→∞

exp
(
−
∫ −b
−a

2dvk(t, λ)dt
)

=
( ck

ck + λd(1− e−ck(b−a))

)2

Observe that the r.h.s. of (6.31) is a bounded continuous function of the variable (b−a) ∈
[0,∞). Now by Lemma 6.2 [τNk /N

k − τNk−1/N
k] is exponential with mean c−1

k + O( 1
N ).

Therefore we get from (6.31) with φ = λφk

E
(

exp
(
−
∫ −τNk−1/N

k

−τN
k
/Nk

2d(V Ns,−τN
k−1

/Nkλφk)(ys))ds
))

(6.31)

−→
N→∞

∫ ∞
0

cke
−ckt

( ck

ck + λd(1− e−ckt)

)2

dt(6.32)

=
ck

ck + λd
.

That is, we obtain the Laplace transform of an exponential with mean d
ck

thus identical to

the distribution of m̄−k obtained in (a). This completes the proof of (6.19) of Lemma 6.3.

Since m̄N
−k(Bk+1∩Bck) is produced from the mass which emigrates from Bk, it is of order

O(Nk) which implies (6.20).

By (6.28) and Lemma 6.2 (iii) any clusters in Bk−1 produced in the subinterval of
[τNk−1, τ

N
k ) while the backbone has returned to Bk−1 has negligible probability (e−ckN

α

)
(with 0 < α < 1) of survival. Moreover by Lemma 6.2(ii) the backbone spends a negligible
fraction of the sojourn time in Bk−1. Hence applying (6.30) and (6.26) with φk replaced by
φk−1 (and noting that in this calculation we are working with the solution of (6.24) with k
replaced by k − 1 but in the time scale Nkt) we get as N →∞

E
(

exp
(
−
∫ −τNk−1/N

k

−τN
k
/Nk

2d1Bk−1(ys)(V Ns,−τN
k−1

/Nkλφk−1)(ys))ds
))

(6.33)

∼ E
(

exp
(
−
∫ −τNk−1/N

k

−τN
k
/Nk

2d1Bk−1(ys)
ck−1λe

−Nck−1(|s|−τNk−1/N
k)

ck−1 + λd(1− e−Nck−1(|s|−τN
k−1

/Nk))
ds
))

−→
N→∞

0.

The last step follows because 1Bk−1(ys) = 0 for |s|− τNk−1/N
k ≤ τ∗k−1 where τ∗k−1 is the time

until the first return to Bk−1 after τNk−1 and is exponentially distributed with mean 1
ck−1

(in

the Nk time scale). This completes the proof of (6.20) and of Lemma 6.3.
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Step (iii) Recalling the discussion preceding (6.17) we can now complete the proof as
follows.
Lemma 6.4

(P̂N)0,0|M =⇒
N→∞

(P̂∞)0|M .(6.34)

where |M denotes the restriction to the σ{M∗0,−`}`∈IN . 2

Proof We must now compute M̄N
0,−k({0}), that is, the distribution of the mass of indi-

viduals at site 0, due to the family branches produced in the interval [τNk−1, τ
N
k ). By Lemma

6.3, in the N →∞ limit all but an asymptotically negligible fraction of this mass, m̄N
k (Bk),

belongs to families which broke off while the backbone was at distance k from site 0. Some
mass of these families can reach site 0 by having immigrants enter successively smaller balls
and then producing subfamilies. Now observe that the branching property implies that sys-

tems started in intitial state x̃N(0) and
≈
x
N

(0) and evolving independently can be added to

form a version of the system started in x̃N(0)+
≈
x
N

(0). Furthermore the distribution of the
ancestral mass over the (k + 1)-block is not relevant for the probability laws governing the
immigration, since the jump distribution to a point depends only on the distance from this
point. Therefore using this relation (6.30) we are back into the setup of Theorem 1c and
the successive immigrations will be described in terms of the quasiequilibria which in the
limit as N →∞ converge to the interaction chain (cf. 0.13) and (0.14). This has been made
precise in (6.22) - (6.24). Therefore with (6.18) the contribution converges (as N →∞) to
L(m̄k(Bk)) which equals L(zk0 (Ek)) with Ek being an exponential variable with mean d

ck

thus yielding (6.35).

Proof of Theorem 12(b) Note that (1.66) is a consequence of part (a) since this implies

that the Palm measures converge and as pointed out above the equality of the mean measures
is automatic. The proof of (1.67) then follows along same lines as the proof of (0.70) in section
5(f) of [DGV] and will not be given in detail here. The main additional step involves second
moment bounds uniform in N analogous to (0.68) in [DGV]. The necessary bound is given
by (0.30) in Theorem 4(b).

Appendix 1: Tools from the Laplace transformation.

Define (for bn →∞ denoting a sequence increasing to ∞) the random variable X̂n by

L(Xn/bn|Xn ≥ ε) = L(X̂n).

Assumption (i) L(X̂n) =⇒
n→∞L(X̂), independent of ε (ii) P (Xn ≥ ε) −→

n→∞0 for all ε > 0.

(iii) an = O(bn).
Let Fn denote the distribution of Xn and let a−1

n = P (Xn > ε). Then we set

Ln(λ) =

∫ ∞
0

e−λxFn(dx), L(λ) =

∫ ∞
0

e−λxF (dx).

Next calculate as follows:

Ln(λ) =

∫ ε

0

e−λxFn(dx) +

∫ ∞
0

e−λxFn(dx)

hence

1− Ln(λ) = (1−
∫ ε

0

e−λxFn(dx))−
∫ ∞
ε

e−λxFn(dx)
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and

an(1− Ln(λ)) = an(1−
∫ ε

0

e−λxFn(dx))−
∫ ∞
ε

e−λx
Fn(dx)

a−1
n

.

Then

(∗) an(1− Ln(λ/bn)) = an(1−
∫ ε

0

e−λx/bnFn(dx))−
∫ ∞
ε

e−λx/bn
dFn(x)

a−1
n

.

By the assumption we know that∫ ∞
ε

e−λx/bn
dFn(x)

a−1
n

−→
n→∞L(λ).

On the other hand rewrite the frist summand on the r.h.s. of (*) as

an[1− (1− a−1
n )

∫ ε

0

e−λx/bn · dFn(x)

1− a−1
n

]

For bn →∞ we know that we can rewrite this as

an[1− (1− a−1
n )

∫ ε

0

(1− λx/bn)
dFn(x)

1− a−1
n

] + O(
an
b2n

),

Use an = o(b2n) to get

an(1− 1− 1

anbn
λ

∫ ε

0

x
dFn(x)

1− a−1
n

+
1

an
+
λ

bn

∫ ε

0

x
dFn(x)

1− a−1
n

) + o(1)

= − 1

bn
λ ·
∫ ε

0

x
dFn(x)

1− a−1
n

+ 1 +
λan
bn

∫ ε

0

x
dFn(x)

1− a−1
n

+ o(1).

Next use an = O(bn) and assumption (ii) to conclude∫ ε

0

x
dFn(x)

1− a−1
n

= E(Xn|Xn ≤ ε) −→n→∞0

to obtain that the first summand in the r.h.s. of (*) converges to 1 as n→∞. Hence:

an(1− Ln(λ/bn)) −→
n→∞1− L(λ), L(λ) =

∫
e−λxF (dx).

Assumption (i) an(1 − Ln(λ/bn)) −→
n→∞1 − L(λ) (ii) L(λ) =

∫
e−λxF (dx). (iii) an →

∞, bn →∞, an/bn −→
n→∞1.

Use the same decomposition as in the argument above to get via (i).

− 1

bn
λ

∫ ε

0

x
dFn(x)

1− a−1
n

+ 1 + λ
an

bn

∫ ε

0

x
dFn(x)

1− a−1
n

−
∫ ∞
ε

e−λx/bn
dFn(x)

a−1
n

−→
n→∞1− L(λ)

Since L(λ) is a Laplace transform i.e. L(λ) −→
λ→∞

0 we know an
bn

∫ ε
0
xdFn(x)

1−a−1
n

−→
n→∞0 and

hence ∫ ε

0

x
dFn(x)

1− a−1
n

−→
n→∞0 i.e. Fn(x)⇒ δ0.

Then we must have∫ ∞
ε

e−λx/bn
dFn(x)

a−1
n

−→
n→∞L(λ),

∫ ∞
ε

dFn(x)

a−1
n

−→
n→∞1.

This means for L(X̂) = F (·),

L(X̂n) −→
n→∞L(X̂), a−1

n ∼
n→∞ Prob (Xn ≥ ε).
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Appendix 2: Some tools on infinitely divisible random
measures

A2.1 Canonical Representation of infinitely divisible random measures and processes
Let E be a Polish space and let MLF (E) denote the space of locally finite (nonnegative) mea-
sures on E. An infinitely divisible random measure on E with no deterministic component
has a canonical representation such that

− logE(e−<X,φ>) =

∫
MLF (E)

(1− e−<ν,φ>)R(dν)

where the canonical or Lévy measure R is a measure on MLF (E) satisfying∫
(1 ∧ µ(A))R(dµ) <∞

for every bounded set A.

A2.2 Campbell measures and Palm distributions
Let P be the law of a random measure on the Polish space E with locally finite intensity
(denotedMLF (E)) Define the intensity measure I by I(B) :=

∫
µ(B)P (dµ). The associated

Campbell measure P̄ is a measure on MLF (E)× E.

P̄ (B × A) =

∫
B

µ(A)P (dµ).

The associated Palm distributions {(P )x : x ∈ E} are a collection of measures on the
Borel-σ-algebra ofMLF (E) such that
(i) x −→ (P )x(B) is B(E)-measurable for all sets B ∈ B(MLF (E)).
(ii) For every x ∈ E : (P )x(·) is a probability measure on (MLF (E), B(MLF (E))).
(iii) For every measurable bounded function g onMLF (E)× E, the following holds∫

I(dx)

∫
(P )x(dµ)g(µ, x) =

∫
P̄ (dµ, dx)g(µ, x).

If the random measure, X, is infinitely divisible law P with canonical measure R, then
the Palm distributions of X and R are related as follows (see Kallenberg (1976), Lemma
10.6)):

(P )x = P ∗ (R)x.

For example, in the case E = IN , and Z =
∑
Ziδi, using the representation of the

Laplace transform with the canonical measure we can write:

E(exp(−
∑

λiZi)) = exp
(
−
∫

(1− e(
∑

λiµ(i)))R(dµ)
)
.

Then

E(Z0 exp(−
∑
λiZi))

E[Z0]
=

1

E[Z0]

∂

∂λ0
E(Z0 exp(−

∑
λiZi))

∣∣∣
λ0=0

=

∫
exp

(
−
∑

λiµ(i)
)µ(0)R(dµ)

E[Z0]

· exp
(
−
∫

(1 − e(
∑

λiµ(i)))R(dµ)
)

and the last expression is the Laplace functional of (µ(0)R(dµ))∫
µ(0)R(dµ)

∗ L(Z).

A2.3 Moran Gamma Process
The Moran-Gamma-process was defined in (1.38) and (1.39) as a specific nondecreasing
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jump process with independent stationary increments. We will view this process here as a
random measure on [0,∞) as follows:
Let G be an infinitely divisible locally finite random measure on [0,∞) with canonical (Lévy)
measure:

R({uδx : u ∈ (u1, u2], x ∈ A}) = |A|
∫ u2

u1

e−u

u
du

where |A| is the Lebesgue measure of A. Consider the law, P , of the random measure G.
Then the Palm distribution (P )x can be calculated as follows:

(P )x = P ∗Qx

where Qx({µ = uδx : u ∈ B)} =
∫
B
e−udu = (R)x for B ∈ B(IR+).

Then the infinitely divisible process defined by

γ(u) := G([0, u])

is called the standard Moran Gamma process. Note that the random variable X := γ(m) is
Gamma(m, 1) distributed (see A.3.1).

Appendix 3: Some tools on sampling systems

A3.1. Beta distribution and its relation to the Gamma Distribution
The Beta(`,m) distribution on [0, 1] has probability density function

B(`,m)−1x`−1(1− x)m−1

where

B(`,m) =
Γ(`)Γ(m)

Γ(`+m)

The Gamma (`,m) distribution on [0,∞) has density

m`

Γ(`)
x`−1 exp(−mx).

Also for this distribution

E[X] =
`

m
, V ar[X] =

`

m2
.

Basic Facts
(1) Let X and Y be independent random variables with Gamma distributions Γ(`, 1) and
Γ(m, 1). Then X

X+Y
has the Beta(`,m) distribution.

(2) Let U, V be independent random variables, U have distribution B(`,m) and V have
distribution Gamma (`+m, 1). Then Z = UV has distribution Gamma (`). (See Moran p.
330).

A3.2 Dirichlet Distributions The k-variate Dirichlet distribution with parameters α1, . . . , αj+1

is a distribution on the simplex {(x1, . . . , xk) : xi ≥ 0, i = 1, . . . , k,
∑k
i=1 xi ≤ 1} with joint

probability density function:

f(x1, . . . , xk)

=
Γ(α1 + · · ·+ αk+1)

Γ(α1) · · ·Γ(αk+1)
xα1−1

1 · · ·xαk−1
k (1− x1 − · · · − xk)αk+1−1.
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Basic Fact
If X1, . . . , Xk+1 are independent Gamma(α1, 1), . . . , Gamma (αk+1, 1) then

Yi :=
Xi

X1 + · · ·+Xk+1
, i = 1, . . . , k

is k-variate Dirichlet with parameters (α1, . . . , αk, αk+1) and independent of
∑k+1
j=1 Xj.

A3.3 Poisson Dirichlet Distributions

Assume that (X
(n)
1 , . . . , X

(n)
k ) is k-variate Dirichlet with parameters (α

(n)
1 , . . . , α

(n)
k , α

(n)
k+1).

Let (X
(n)
[1] , X

(n)
[2] , . . .) denote the decreasing order statistics of (X

(n)
1 , . . . , X

(n)
k ). Assume that

max(α
(n)
1 , . . . , α(n)

n )→ 0

and that

λ(n) = α
(n)
1 + · · ·+ α(n)

n → λ as n→∞.

Then the joint distribution of (X
(n)
[1] , X

(n)
[2] , . . .) converges to the Poisson Dirichlet distribution

with parameter λ.

On the other hand if X
(∞)
[1] , X

(∞)
[2] , . . . has a Poisson Dirichlet distribution with parameter λ

and Yi if a sequence of i.i.d. {1, . . . , m}-valued random variables with distribution p1, . . . , pm,
then

{
∞∑
i=1

X
(∞)
[i] 1j(Yi)}j=1...,m

has a Dirichlet distribution with parameters λp1, . . . , λpm.

A key tool in relating the branching and Fleming-Viot systems is the relation between
the standard Moran gamma process and the Poisson Dirichlet distribution.

Basic Fact
Denote by {∆γ(u)}u∈[0,λ] the size-ordered jumps of the nondecreasing process γ in the time

interval [0, u]. The distribution of the normalized order jumps {∆γ(u)
γ(λ) }u∈[0,λ] of the Moran

Gamma process has the Poisson Dirichlet distribution with parameter λ and it is indepen-
dent of γ(λ). (See Kingman (1993), Chapter 9).

A3.4 Size-biased sampling
Let {pk}k∈IN be a random probability vector with the Poisson Dirichlet distribution with
parameter λ. Now let N be a random natural number satisfying

P (N = k) = pk, ∀k.

Then the probability mass, q1 := pN of the chosen point has the Beta (1, λ) distribution
with probability density function

λ(1− x)λ−1, 0 ≤ x ≤ 1

If we chose a sequence q1, q2, . . . in this way (“without replacement”) then this sequence has
the GEM representation:

q1 = v1, q2 = (1− v1)v2, . . .

where the vi are i.i.d. Beta(1, λ) random variables.
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Appendix 4: The hierarchical random walk

We consider the discrete time hierarchical random walk on ΩN . The transition probability
ξ → ξ′, Q(ξ − ξ′), is given by

pj
Nj

where j = d(ξ, ξ′) and pj resp. c̃j is defined by

pj
N j

=
c̃j
N2j

=
∞∑
k=j

ck−1

N2k−1
if j = d(ξ, ξ′) ≥ 1

Introduce the following transform in the time variable

nH(s, ξ) =
∞∑
n=1

snQn(ξ) = −N−k sf2
k

(1− sf2
k )

+
∞∑

j=k+1

(N − 1)

N j

sf2
j

(1 − sf2
j )

where k = d(ξ, 0) and

fk = p1 + . . .+ pk−1 −
pk

N − 1

pk =
c̃k
Nk∑∞
k=1

c̃k
Nk

c̃m =
∞∑
k=m

ck−1N
−(2(k−m)−1) ≥ Ncm

Sawyer-Felsenstein (1983) proved that the random walk is transient if

∞∑
1

1

N j−1

1

1− fj
<∞.

But

1− fj =
pj

N
+
∞∑
k=j

pk ≥ const ·
∞∑
k=j

c̃k

Nk
≥ const · Ncj−1

N j
.

Therefore

∞∑
j=1

1

N j−1

1

1− fj
≤ const ·

∞∑
j=1

1

cj
.

Moreover the mean number of visits to 0 starting at ξ is given by

H(1, ξ) =
∞∑
n=1

Qn(ξ) ≤
∞∑

j=k+1

1

N j−1

1

(1− fj)
≤ const ·

∞∑
j=d(0,ξ)

1

cj

and this is uniform in N .
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