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DYNAMICS AND PATTERN FORMATION IN DIFFUSIVE
PREDATOR-PREY MODELS WITH PREDATOR-TAXIS

ZHONGYUAN SUN, JINFENG WANG

ABSTRACT. We consider a three-species predator-prey system in which the
predator has a stage structure and the prey moves to avoid the mature preda-
tor, which is called the predator-taxis. We obtain the existence and uniform-in-
time boundedness of classical global solutions for the model in any dimensional
bounded domain with the Neumann boundary conditions. If the attractive
predator-taxis coefficient is under a critical value, the homogenerous positive
steady state maintains its stability. Otherwise, the system may generate Hopf
bifurcation solutions. Our results suggest that the predator-taxis amplifies
the spatial heterogeneity of the three-species predator-prey system, which is
different from the effect of that in two-species predator-prey systems.

1. INTRODUCTION

Predator-prey interaction is common in ecological systems. The relatively sim-
ple models which describe the behaviors of one predator and one prey have been
extensively studied. Some problems of stage structures were proposed since there
are always two stages in the growing process of the majority of species, such as
immature and mature stages [0 8, 26] 27, B2 [33]. A reaction diffusion model with
stage structure for the predator was proposed in [§],

%—dAu:bv—mu, x € t>0,
%—dAv:ruw—v, zeQt>0,
%_dlAw:(a—w)w—evw—uw, reQ,t>0, (1.1)
ou Ov Jw
5_5_6V_07 x € 08,

u(@,0) > 0,0(2,0) > 0,w(x,0) > 0, =€,

where u(z,t),v(z,t) and w(z,t) represent the densities of mature predator, im-
mature predator and prey respectively at position x and time ¢; 2 is a bounded
domain in RN, N > 1 with smooth boundary 9Q and unit outer normal v; the ho-
mogeneous Neumann boundary condition indicates that the predator-prey system
is self-contained with zero population flux across the boundary. It can deem that
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the diffusion rates of immature and mature organisms are identical since the im-
mature predator always follows the mature one for the same species, the constants
d, dy (diffusion rates) and b, m,r, a, € are all positive.

The pursuit and evasion between predators and prey (predators chasing prey
and prey evading from predators) have a strong impact on the movement pattern
of predators and prey [I4] 22| [34]. Such movement is not random but directed:
predators move toward the gradient direction of prey distribution, and prey moves
in the negative gradient direction of predator distribution. It is important to study
such movement that describes an ecological interesting phenomenon and provides
new insights into the effects of dispersal on predators and prey.

Besides the fact that predators forage prey, prey may avoid predators actively
as well. Because of the great gap between the ability of the mature and immature
predators to capture prey, the reality of the interaction among the prey, the mature
predators and their young is that the prey tends to avoid the mature predators.
We model this by the cross diffusion term aV - (8(w)wVu) for the predator-taxis
with predator-tactic coefficient a > 0, which implies that the prey w moves to the
opposite direction of the increasing mature predators gradient u, and S(w) is the
sensitivity of prey to predation risk (i.e. predator-taxis). Combined with (self-
)diffusion, the prey thus diffuses with flux diyVw + o(f(w)wVu). Thus, the cross
diffusion system that we shall study is the following,

@fdAu:bvfmu, xeQt>0,
ot
%fdAv:ruw—v, r€Nt>0,
% —diAw — aV - (B(w)wVu) = (a — w)w — evw —uw, x € Q,t >0, (12
ou Jv Jw
%75f5f0, x € 01,

u(z,0) = up(x) > 0,v(x,0) = vo(z) > 0,w(x,0) = wo(xz) >0, z€N.

Taking into account the volume filling effect for g(w), we adopt S(w) as (e.g. see
[29]):

M
0, w> M,

where M measures the maximum number of prey that one unit volume can be
filled. Referring to [19] 29], we can assume that M > a, where a represents the
carrying capacity of prey. The parameters €,r are both restricted in the interval
(0,1) and abr > m is set to warrant the existence of non-trivial steady states. The
initial data ug, vg, wg are continuous functions.

It is noticed that volume filling is also common in chemotaxis models. For
example, Hillen and Painter in [I2] considered the prevention of overcrowding in
the chemotaxis model, namely there is no chemo-tactic response when the cell
density is high. This phenomenon also exists in other two-species predator-prey
systems (e.g. see [I, M1l 21] 29]): so many prey occur that the volume can not
accommodate, prey will not move towards the area around them which leads to
nothingness of the predator-taxis term [29].

In two-species predator prey systems with prey-taxis, a large body of outcomes
have been obtained. The traveling wave solutions, the pattern formation in a

-2 0<w<M
{ =w=4 (1.3)
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bounded domain under zero Neummann boundary conditions and the global exis-
tence of classical solutions were successively studied in [T}, [4, [TT], 13}, [15] 16} 17, 2T,
28, [30]. These results show that prey-taxis plays a stabilization role in the dynami-
cal behavior. Compared with prey-taxis system, predator-taxis (a > 0) systems are
much less common. The global existence of positive classical solutions and stability
of positive equilibria in three-species predator-prey systems with prey-taxis were
studied (see [I0, 23] 24]). As a result, they found that attractive predator-taxis
(a > 0) inhibits spatial pattern formation, instead of generating that. Without
predator taxis (i.e. a = 0), model was proposed in [8], based on the classical
Lotka-Volterra interaction, the authors studied the stability of nonnegative steady
states of the system and the reduced ODE system. In addition, the dynamics
of the cross diffusion system were also analyzed.

Our main result in this paper is further to investigate the effect of repulsive
predator-taxis on the dynamics of three-species system . It found that a strong
predator-taxis can promote the spatial pattern, while the constant equilibrium re-
gains its stability for weak predator-taxis. Moreover, attractive predator-taxis can
drive the generation of spatial pattern. This provides another mechanism for spatial
pattern formation: introducing an attractive predator-taxis into a reaction-diffusion
system with three-species predator-prey interaction. We also obtain the existence
of non-constant equilibrium of rigorously by using the bifurcation theory. The
results here differ from earlier partial results for prey-taxis systems [16], [25] 28] and
predator-taxis systems [31] with two species.

The remainder of this paper is organized as follows: In Section 2, the global
existence of the classical solutions of is investigated; In Section 3, the effect of
predator-taxis coefficient « on pattern formation is explored. Pattern formation is
numerically illustrated in Section 4. We use || - ||, as the norm of LP(Q2), 1 <p < o0
through the paper.

2. EXISTENCE OF GLOBAL CLASSICAL SOLUTION

In this section, the existence of global classical solutions to will be estab-
lished. First, we shall ensure that the solutions to are classical. However, it
is obvious that S(w) is not differentiable. To overcome this problem, referring to
[29], we make a smooth extension of S(w) by

> 1, w <0,
B(w) §=Bw), 0<w<M, (2.1)
<0, w > M.
Replacing B(w) with A(w) in (T.2)), we obtain
%—dAu:bv—mu, e t>0,
@—dAv:ruw—v, reN,t>0,
ot
86—1;} —diAw —aV - (B(w)wVu) = (a —w)w — evw — uw, = € At >0, (2.2)
ou Ov Ow
5—5—%—0, 3)669,

u(x,0) > 0,v(z,0) > 0,w(z,0) >0, =€
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If 0 < w < M, we can see 3(w) = B(w) in which case system (1.2) is equivalent to
(2.2). Indeed, it is a fact that 0 < w < M (we will explain it later). Let p € (n, c0),
then W1P(Q, R?) is continuously embedded in C(€2, R3). Define

X :={weW(Q,R% | % =0 on 900Q}. (2.3)

It is easy to see that (2.2]) can be written as a triangular system, then we obtain
the existence of local solutions with the help of Amann’s theorem [3].

Lemma 2.1. (1) System has a unique solution (u(z,t),v(x,t),w(x,t)) € X
defined on Q x (0,T) satisfying (u,v,w) € C((0,T), X)NC?1((0,T) x Q, R?), where
T depends on the initial data (ug,vo,wp) € X.

(2) Define X1 = {(u,v,w) € R? | u > 0,v > 0,0 <w < M} at G C R? such
that X1 C G. If for every G C R? containing X1, (u,v,w) is bounded away from
the boundary of G in L>=(2) norm fort € (0,T), then T = oo, this means that the
solution (u,v,w) exists globally.

Based on the second part of Lemma [2.1] it remains to derive the L°°-bound of
u, v, w to prove the global existence of solutions.

Theorem 2.2. Assume that ug > 0,v9 > 0,0 < wg < M, and M > a. Then the
solution (u(x,t),v(z,t), w(zx,t)) of satisfies 0 < u(x,t) < K*,0 < v(z,t) <
K* and 0 < w(x,t) < M, where K* depends on ||, M and ||bvg(x) + uo(z)]co,
and it exists globally in time.

Proof. Firstly, we show that w € [0, M]. We define an operator

Lw = wy — doAw — aV (B(w)wVu). (2.4)
From wy > 0, w = 0 is a lower solution of the equation. Plugging w = M into
(2.4), we obtain

LM=0>(a—M)M —eMv— Mu (2.5)
since M > a. It is noticed that (2.5) satisfies the boundary condition and initial
value:

oM
W = 07 M Z wo-. (26)

Thus we have that w = M is an upper solution of the w equation from (2.5)) and
(2.6)), which implies

0<w<M (2.7)
from the comparison principle of parabolic equations [20]. Now we prove that the
L®° norm of u,v are bounded. Integrating the second equation of (1.2)), we obtain

/Qvtdx = /QV - (dVv)dx + /Q(ruw —v)dz
= /m(dVv) -ndS + / (ruw — v)dz (2.8)

= /Q(ruw —v)dz. )

Similarly, integrating the first equation and the third equation of (1.2)), respectively,

we have
/ updr = / (bv — mu)dz, (2.9)
Q Q
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/ wpdx = / ((a — w)w — evw — vw)dz. (2.10)
Q Q
Multiplying (2.10) by r and adding the resulting equation to (2.8)), we obtain

(rw+v)dx = / (r(a — w)w — ervw — v)dx

zr/(a—w—ev—l—1)wdx—/(rw—|—v)dx
o Q

(2.11)
Sr/(a+1)wdx—/(rw+v)dx
Q Q
<7|Q(a+ 1)M—/(7‘w—|—v)dx.
Q
In view of (2.11)), it can be shown that

d
%Hrw—l—vﬂl <7r|Ql(a+ 1)M — ||rw + v||;. (2.12)

From ([2.12)), we have

tlim sup [[rw + vy < 7|Q|(a+1)M,
— 00
which indicate that ||rw 4 vy is bounded. Hence
vl < r|Q(a+ 1)M. (2.13)
Referring to (2.9) and (2.13)), we obtain

d
pn Qudac = /Q(bv — mu)dx

:b/ vdw—m/ udx (2.14)
Q Q
< br\Q|(a+1)M—m/ udz,

Q

which implies that

br|Q(a + 1)M
- .

From and (2:15), we obtain [[bv + u; < CHUHAEEOM g finite

positive constant) and sup,sq [, (bv + u)dz < K + 1. Below we will illustrate that

lbv + ]| is bounded. Clearly,

[[ullr < (2.15)

w = dA(u + bv) + (bruw — mu)
< dA(u+bw)+brMu
< dA(u+bw) + brM(u + bo).

Therefore, by [2, Theorem 3.1], we conclude that sup,~q [|bv + ullc < K*, where

K* is a constant which depends on K and ||bvg(z) + uo(x)||co- The desired results
are proved. O

Theorem [2.2] indicates that the taxis terms can not give rise to blow up of solu-
tion, which is consistent with the results of many models with taxis terms introduced
in volume filling effect (see [12], [19] [29]).
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Furthermore, we can obtain the boundedness of steady state solutions, which
solve the elliptic system

dAu+bv—mu=0, x€§,
dAv+ruw —v =0, x€Q,

diAw + aV - (B(w)wVu) + (a —w)w — evw —uw =0, =z €, (2.16)
ou Ov Ow

Theorem 2.3. Let (u,v,w) be a positive solution of (2.16) and d* > 0 be a fized
positive constant. Then there ezists a positive constant C(d*) > 0 such that

oty 0, Wl oy < C(d), (2.17)
where d,d; > d*.
Proof. We define the operator
Lw = —diAw — oV - (f(w)wVu) — ((a — w)w — evw — uw). (2.18)
Inserting w = M into 7 we obtain
LM =-M(a—M —ev—u)>0.

Then we know that w = M is an upper solution in the w equation. Therefore
w < M by the comparison principle of elliptic equations [9], which also shows
maxg w < M. Suppose that

max u, max v, maxw < C(d") (2.19)
Q Q Q

is not true, then there exists (d,, d1,) satisfying d,,, d1,, > d*, and a corresponding
positive solution (uy,, vy, wy,) of (2.16) with (d,d1) = (dn, d1n), such that

max u, + maxuv, — 00 as n — 0. (2.20)
Q Q

Assume that u,(r9) = max,cq un(z), then we obtain bv(zg) — mu(xo) > 0 with
the help of the maximum principle in the equation of w,,, which implies that

max u, < bmaxuv,. (2.21)
Q Q

Similarly, let v, (z1) = max,cg vn(x). Again the maximum principle to the equa-
tion of v,, we have v,(z1) < ru,(z1)w,(z1) < rMuy(x1) < rMu,(zg), which
indicates that

max v, < rM maxi,. (2.22)
Q Q

Based on (2.20)-(2.22)), we have

lim maxwu, = lim maxw, = oco.
n—oo n—oo ()
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Set i, = Hu’;ﬁ and 7, = HvZﬁ’ then (i, 0n, wy,) satisfies
- L Jvnlleo - ~
—At, = —(b — e

U
—d, AU, =T ||||v”||°°anwn —Up, T €L,
n || oo

—d1nAwy, = alluy ]|V - (B(wp)w, Vi) + (a — wp)ws, (2.23)
— €U ||UnllocWn — Unlltn||cown, x € £,

o, 0v, O,

v 0w ov

In view of and (2.22)), we have Alv,||oo < |Jtnllos < Bl|vn|ls, where both A

and B are positive constants. Notice that 0 < w,, < M and 0 < 4,7, < 1, we can

suppose that

=0, |tn]loo = |Pn]lec =1, x € .

[[vn oo
l[unllo
and d,, — d, dy,, = dy with d,dy > d*, 0,, — 0 strongly in LP(Q), w,, — w weakly
in LP(Q), @, — @ weakly in W?P(Q), and ||ils = 1, where p > N. These yield
@ € C'(Q) for some o > 0, and @, — @ in C*+*(Q).
If di = oo, then @ satisfies

=7 (y>0), (2.24)

-Au=0, z€q,
ou

v _ )
£y 0, =z €99,

which implies that @ = 1 along with ||@] e = 1. If d < oo, then 4 satisfies ||y, ||co = 1
and
—dAT = byo — mu, x €,

90 _ o, seon, (2:25)

ov
which gives % > 0 on € by the strong maximum principle and the Hopf boundary
lemma for the W?2P(2) solution (see [9] and [7]).

Clearly, we have % > 0 on . Hence, there exists § > 0 such that @ > § on

(we might as well suppose 6 = %’Yb +1). Accordingly, i, > §/2 on Q for all large

n. From (2.24)), we can see lon]lee €0 + v for n large sufficiently, where ¢y can be

llunlloo

restricted as €y < ’;—f — . Consequently, for large n, we have

—d, A, =b 195l Tp — mily, < b(y+¢€) —m(§/2) <0, x€Q,

12 [l oo . (2.26)
U
Gun _ O
5 0, z€09Q,
which contradicts [, Ati,dz = 0. Finally we have estimate (2.17) from the regu-
larity of elliptic equations. ([

3. EFFECT OF PREDATOR-TAXIS ON DYNAMICAL BEHAVIORS

In this section, we shall study the role that the predator-taxis plays in the dy-
namical behavior of (|1.2). Obviously, system (1.2 has two trivial solutions (0,0, 0),
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(0,0, a), and a positive constant steady state (@, v, @) under the condition abr > m,
where
— abr—m’ ﬁzm(abr—m)) . (3.1)
r(b+ me) br (b + me) br
Firstly, we consider the stability of the positive steady state (@,v,w). For that
purpose, we make a linearization of the reaction-diffusion-taxis system at
(ﬂa v, ’U_}),

8—;‘ Au u
S |=D|Av|+J|v],
w
e Aw w
with
d 0 0 a1 ai2 a3
D= 0 d 0], J=|axn ax aa]|,
04,8(’@)’@ 0 d as1 Qasz ass3
where
ann =-m, ai2=>b, a3=0,
ao1 = TW, ag = —1, a3 =r1U,
a3y = —W, azy = —€w, a3z = —w.

We denote the eigenvalue of —A under Neumann boundary conditions and the
corresponding eigenfunction by pg and ¢ (k > 0). Then the stability of (u, v, w)
is determined by the eigenvalue problem

o1 ®1
(DA+T) | d2| =2 2],
¢3 ¢3

where A is an eigenvalue of DA + J (i.e. —upD + J) for each k > 0. The charac-
teristic equation for the eigenvalue A is

N+ AN+ BA+ Cy =0, (3.2)
where
A = (2d + d1)pk — (a11 + a2 + agz) > 0,
By = (d2 + 2dd1),uk2 — (2dass + (d + d1)(a11 + a22))pk
+ ai1ag2 + ar1ass + aggazs — aizazr — agzaze > 0,
Cr = (ddy)pi® — (d®ags + ddy(a11 + az2)) i’
+ (d(az2a33 + a11a33 + azzazz) + di(ai1a22 — ai2a21))
+ Q11023432 — @12023031 — A11A22033 + 412021033
+ aizazzaf(w)wpy > 0.
Therefore,
Hy, = ApBy, — Cr, = hapu® + hopu® + hapu® + ha + frp®, (3.3)
where
hy = (2d + dy)(d? + 2ddy) — d*dy,
hy = —((4d* + 4ddy)azs + (3d* + di* + 4ddy)aze
+ (3d® + di% 4 4ddy)ary),
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hs = 2(2d + dy)(a11a92 + a11a33 + assass) + 2dazs + (d + di) (a3, + a3y)
— 2dayzaz1 — (d + dy)agzass,
hy = —2a11022a33 — afl(azz +as3) — 032(011 +as3) — aﬁg(au + as2)
+ a11a12a21 + 23032033 + @12023031 + Q22012021 + A22023032,
f1 = —aiza3af(w)w.

Lemma 3.1. Suppose that b < e(1 + ), B(w) > 0, then oy has the minimum
value & for some k € Ny, i.e. & = mingen, oy, where

_ hipw® + hop? + hapr + ha

= 3.4
k braB(w)wy, (34
Proof. 1t is easy to see that oy can be reformulated as
ha b g hs hy

= . 3.5
= prap@o | brap@)w | brup(@)o | brB(w) o (3:5)

Taking the derivative of ay with respect to ui, we obtain

2hq pg, ha hy
= — 3.6
= prab(w)yw | raf(w)w | brab(w)wmug?’ (36)

2h 2hy

b= 0 3.7
= prapo)o + braB(@yom? (87)
which indicate that oy can achieve its minimum value & at some k. O

Theorem 3.2. Assume 3(w) >0, b < e(1+ %) and the condition m < abr holds.

Let (u,v,w) be the unique positive constant steady state of .
(1) If a < @&, then (u,v,w) is locally asymptotically stable; If o > &, then
(u,v,w) is unstable.
(2) Assume that a; # oy, for any j # k, then ay, can derive the occurrence of
periodic solutions bifurcating from (u,v,w), where k,7 € Ny.

Proof. According to the Routh-Hurwitz criterion [5], or [I8], Corollary 2.2], we know
that the constant steady state (@,v,w) is asymptotically stable if and only if the
following conditions hold:

A, >0, Cy>0, Hp>0, for all k € N,

while (4,7, w) is unstable provided that Ay < 0, or Cx < 0, or Hy < 0 for some
k € Ni. Note that we always have Ay > 0,Cy > 0 for each k£ € N, thereby
the stability /instability of (u,v,w) is subject to consider the sign of Hy. Setting
Hj, = 0 and choosing « as the bifurcation point, we obtain . It is easy to check
that H, >0 as a < & and H, <0 as a > a.

Next we demonstrate that Hopf bifurcation occurs at every ay(k € Ny ). It is
known that Hy, = A, By —C), = 0 at oy, and direct calculations show that has
one negative real root and two pure imaginary roots, i.e. A\; = —Ay, Ao 3 = ++/Bi.
This indicates the possibility of Hopf bifurcation and the existence of a branch
of periodic solutions bifurcating from (u,v,w) at @ = ai. Denote \y = £ + ni,
Ao = & —ni, then it remains to verify % |a=a, 7 0 to ensure the occurrence of Hopf
bifurcation at . We notice that AxBy — Cr = —2£((€ + A1)? + 7?), which along

with (3.3]) gives
Fa, &) = =26((€ + M)2 +02) — (hapr® + hop® + hapy, + hy) + braaB(w)wu, = 0.
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By the implicit function differentiability theorem, we have

d¢ F,  braB(w)w
bt —_—o_ 7PV 5. 3.8
dalo=on = "R T a0 4 P) 35

The proof is complete. O

Remark 3.3. It can not expect the steady state bifurcation occurring at (u, v, @)
since there is no zero root for the characteristic equation (3.2]).

Remark 3.4. The second part in Theorem implies that the Hopf bifurcation
can not occur at ag. In fact, we can claim that (@,7,w) is asymptotically stable
under the condition b < e(1 + %) for k = 0. It is noticed that
Ao = —(a11 + az +asz) > 0,
By = ai1a92 + ar1a33 + aseazs — a12a21 — azzaze > 0, (3.9)
Co = a11a23a32 — a12023031 — 11022033 + a12a21a33 > 0.

Moreover, it can be derived that

2 2 2
Hy = —2a11a22a33 — 077 (a2 + ass) — azq(a11 + ass) — azs(air + ag2) (3.10)
+ a11a12a21 + a23a32a33 + A12023a31 + A22G12a21 + A22a23a32 > 0

under the condition b < €(1 4 #+). Combining (3.9) and (3.10) implies the desired
results.

Now, we investigate the stability of steady state (0,0, a) of system (1.2)).

Theorem 3.5. (1) If m > abr, then (0,0,a) is asymptotically stable; if m < abr,
then (0,0,a) is unstable.
(2) If m > Mbr, then (0,0,a) is globally attractive.

Proof. (1) Linearizing system (1.2)) at (0,0, a) leads to the characteristic equation

(A + prdr + a) (A + pd + m)(A + prd 4+ 1) — rab) = 0, (3.11)
then
A+ ppd +a =0, (3.12)
or
(A + pd +m)(A+ ppd + 1) — rab = 0. (3.13)

We denote the roots of (3.11) by X\;(i = 1,2, 3), we readily get A\ = —purdy —a <0
by (3.12]). Moreover, it follows from (3.13)) that

/\2+/\3:—(2ukd+1+m) <0,

o B (3.14)
AoAg = pup“d” + ppd + ppmd + m — rab.

Therefore, the condition m > abr indicates that A; < 0, (i = 1,2,3), thus (0,0, a)
is asymptotically stable. And m < abr shows that AaAg < 0 for k£ = 0, thus
has a positive real root and (0,0, a) is unstable.

(2) We claim that lim; oo (u,v,w) = (0,0, M), where (u,v,w) represents the
nonnegative solution of and w # 0. As w < M, we have limsup,_,  w(z,t) <
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M uniformly in z € Q. It is clear to see that there exists T > 0 such that w(x,t) <
M + ég for sufficiently small §o > 0. Suppose that (u*,v*) satisfies

d *
Y =" —mu*, t>T,
dt
d *
;t =r(M + d)u* —v*, t>T, (3.15)
u*(T) = maxu(z,T), v*(T)=maxv(z,T).
€ €N

Then, u(z,t) < u*(t) and v(z,t) < v*(¢t) for all ¢ > T and = € Q. Notice the
condition m > Mbr, we have (M + do)br < m, thus lim;_, (u*(t),v*(¢)) = (0,0),
which implies that lim;_, o (u(z,t), v(x,t)) = (0,0) uniformly in x € Q. This, along
with the fact lims oo w(z,t) = M, yields lims o0 (u, v,w) = (0,0, M). Moreover,
the equation of w in can be written as

%—l:—dlAw:(a—w)w, z€N,t>0,
gw =0, z€09Q, (3.16)
ov

w(z,0) =wo(x) >0, z€Q

when (u,v) = (0,0). It is well known that the solution w(z,t) of (3.16]) eventually
tends to a for any non-negative initial value wg(z). According the above analysis,
we conclude that (0,0, a) is globally attractive. (I

4. CONCLUSIONS AND NUMERICAL SIMULATIONS

In this paper, we propose a three species predator-prey model with stage struc-
ture for the predators. Predators are assumed to move randomly in their habitats,
and prey mobiles to avoid the mature predators. Our analysis shows that the
addition of repulsive predator-taxis does destroy the stability of constant steady
states and induce the occurrence of spatial patterns, see Theorem Contrast
to the results, the predator-taxis induced instability can not occur for two species
predator-prey systems as shown in [24] 3], where both predator-taxis and prey-
taxis may annihilate the spatial patterns.

Some numerical simulations of are shown in Figures where we use
d=dy =1, a=2,b=071r=3€¢ =05 m= 12 M = 10 defined in
and © = (0,207) (one-dimensional space). We can calculate that (u,v,w) =
(0.7692,1.3187,0.5714) is the unique positive constant steady state solution. With-
out loss of generality, the initial value is always chosen as

(uo,vo,wo) = (0.7692 + 0.02sin(2x), 1.3187 4 0.02sin(2z), 0.5714 + 0.02 cos(2x)).
From (3.4), we can find that

E \6 E \4 k \2
oy = 8(55)° +22.1712(55)* + 1}?.1942(20) + 3.59707 KeN,, (1)
0.8703(55)2
whose picture can be plotted with respect to varying k(k € N), see Figure We can
calculate that & = 43.8978 for k£ = 11 as defined in Lemma As a =0, (4,7, )
is asymptotically stable, see Figure [2] which is consistent with the consequence in
[8]. As shown in Theorem 3.2} the value of o which is less than & may inhibit spatial
patterns since (@, v, w) still keeps its local stability, see Figure [3l However, when «
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increases to be larger than the critical value &, the system produces spatially
inhomogeneous periodic solutions bifurcating from (@, 9, w), as shown in Figure El
(corresponds to the Hopf bifurcation value as4), and Figure [5[ (corresponds to the
Hopf bifurcation value ass).

@ a

FI1GURE 1. Change of ay, with nonnegative integer k. Left: k varies
from 1 to 50. Right: k varies from 1 to 100.
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FIGURE 2. (u,7,w) is asymptotically stable for (1.2) when a = 0.
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FIGURE 3. (@, ?,w) remains stable for ((1.2)) when o = 10 < a.

Space x

FIGURE 4. Spatial heterogenous and time-periodic patterns in sys-
tem (1.2) when o = 48.582(k = 16).
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