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EXISTENCE OF POSITIVE SOLUTIONS FOR SYSTEMS OF

NONLINEAR STURM-LIOUVILLE DIFFERENTIAL EQUATIONS

WITH WEIGHT FUNCTIONS

JINFANG HE, LU YANG

Abstract. This article concerns the existence of component-wise positive so-

lutions for systems of nonlinear Sturm-Liouville differential equations with
weight functions, in which one nonlinear term is uniformly superlinear or uni-

formly sublinear, and the other is locally uniformly superlinear or locally

uniformly sublinear. As applications, we consider the existence of global
component-wise positive solutions to the corresponding nonlinear eigenvalue

problem with respect to positive parameters. The discussion is based on the

product formula of fixed point index on product cone, the fixed point index
theory in cones and Leray-Schauder degree theory.

1. Introduction and statement of main results

In this article, we consider the existence of component-wise positive solutions for
the following system of nonlinear Sturm-Liouville differential equations with weight
functions

−(p(t)u′)′ + q(t)u = w1(t)f1(t, u, v), t ∈ (0, 1),

−(p(t)v′)′ + q(t)v = w2(t)f2(t, u, v), t ∈ (0, 1),

au(0)− bp(0)u′(0) = cu(1) + dp(1)u′(1) = 0,

av(0)− bp(0)v′(0) = cv(1) + dp(1)v′(1) = 0,

(1.1)

and the existence of global component-wise positive solutions to the corresponding
nonlinear eigenvalue problem

−(p(t)u′)′ + q(t)u = λw1(t)f1(t, u, v), t ∈ (0, 1),

−(p(t)v′)′ + q(t)v = µw2(t)f2(t, u, v), t ∈ (0, 1),

au(0)− bp(0)u′(0) = cu(1) + dp(1)u′(1) = 0,

av(0)− bp(0)v′(0) = cv(1) + dp(1)v′(1) = 0,

(1.2)

with respect to positive parameters λ and µ, here functions p, q, wi, fi (i = 1, 2)
and constants a, b, c, d satisfy the following conditions:

(H1) p ∈ C1([0, 1],R+
0 ), q ∈ C([0, 1],R+) and {w1, w2} ⊂ C([0, 1],R+)\{0}, here

R+
0 = (0,∞), and R+ = [0,∞);
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(H2) a, b, c, d > 0 and (a+ b)(c+ d) > 0, in addition, q(t) 6≡ 0 if a = c = 0;
(H3) {f1, f2} ⊂ C([0, 1]× R+ × R+,R+).

The elliptic boundary value problem arises in many areas of applied mathematics
and physics, and only its positive solution is significant in practice (see [1, 2, 4,
14, 19, 22, 29]). First, we give the definitions of positive solutions for systems of
nonlinear Sturm-Liouville differential equations.

Definition 1.1. Let C+[0, 1] = {u ∈ C[0, 1]|u(t) > 0, ∀t ∈ [0, 1]}. We say that
(u, v) is one positive solution to system (1.1) (resp. (1.2)), if (u, v) ∈ C+[0, 1] ×
C+[0, 1]\{(0, 0)} satisfies (1.1) (resp. (1.2)); we say that (u, v) is one component-
wise positive solution to system (1.1) (resp. (1.2)), if (u, v) ∈ [C+[0, 1]\{0}] ×
[C+[0, 1]\{0}] satisfies (1.1) (resp. (1.2)).

In recent years, the study of positive solutions for ordinary elliptic systems and
the study of positive radial solutions for elliptic systems in annular domains have
received considerable attention, see [6, 13, 15, 16, 25, 26, 31, 32, 35] and the refer-
ences therein. These references discussed mainly (1.1) or (1.2) for the special case
p(t) = w1(t) = w2(t) = 1 and q(t) = b = d = 0, and established some interesting
results by introducing some new types of sublinear or superlinear conditions except

for the classical sublinear or superlinear conditions (i.e., lim|(u,v)|→0
f(u,v)
u+v =∞ and

lim|(u,v)|→∞
f(u,v)
u+v = 0, or lim|(u,v)|→0

f(u,v)
u+v = 0 and lim|(u,v)|→∞

f(u,v)
u+v = ∞) and

applying the fixed point theorems of cone expansion/compression type, the lower
and upper solutions method and the fixed point index theory in cones, and espe-
cially extended the relevant results on the scalar second-order ordinary differential
equation. For instance, Ubilla and co-authors [31, 32] have developed new notions
of local superlinearity and superlinearity, where they have considered the existence,
nonexistence and multiplicity of positive solutions for elliptic systems and ordinary
elliptic systems involving parameters, and obtained some crucial results by the
fixed point theorem of cone expansion/compression type, the lower and upper so-
lutions method and topological degree theory. Subsequently, Cheng [6] introduced
two classes of nonlinear terms (i.e. uniformly superlinear and uniformly sublinear
terms) and obtained some results on the existence of component-wise positive solu-
tions under the so-called uniformly superlinear and uniformly sublinear conditions
by use of the fixed point index formula on product cone and fixed point index theory
in cones.

Recently, there have been also many extensive attentions (see [3, 5, 8, 17, 18,
23, 24, 27, 28, 30, 33, 34] and references therein) for the Sturm-Liouville boundary
value problem

−(p(t)u′)′ + q(t)u = f(t, u), t ∈ (0, 1),

au(0)− bp(0)u′(0) = cu(1) + dp(1)u′(1) = 0.
(1.3)

Usually, the nonlinearity f has some conditions involving the limiting behavior of
f(t, u)/u at zero and at infinity, for example, the classical sublinear condition (i.e.,
limu→0 f(t, u)/u =∞ and limu→∞ f(t, u)/u = 0) or the classical superlinear condi-
tion (i.e., limu→0 f(t, u)/u = 0 and limu→∞ f(t, u)/u =∞). In addition, Li [28] and
Sun and Zhang [33, 34] considered (1.3) under the general sublinear condition (i.e.
limu→0 f(t, u)/u > δ1 > limu→∞ f(t, u)/u) or general superlinear condition (i.e.
limu→0 f(t, u)/u < δ1 < limu→∞ f(t, u)/u) involving the principal eigenvalue δ1 of
Sturm-Liouville operator, in some sense their conditions are optimal. As to the clas-
sical sub-superlinear case (i.e. limu→0 f(t, u)/u = ∞ and limu→∞ f(t, u)/u = ∞),
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in [8] Cheng and Dai have discussed the following Sturm-Liouville nonlinear eigen-
value problem

−(p(t)u′)′ + q(t)u = λf(t, u), t ∈ (0, 1),

au(0)− bp(0)u′(0) = cu(1) + dp(1)u′(1) = 0,
(1.4)

and showed that there exists a positive real number λ∗ such that problem (1.4) has
at least two solutions, at least one or no positive solutions according to λ ∈ (0, λ∗),
λ = λ∗ or λ > λ∗.

In this paper, we intend to improve and extend the relevant results in [6, 8, 28]
to systems of nonlinear Sturm-Liouville differential equations with weight functions
(i.e. systems (1.1) and (1.2)). In concrete, we try to weaken the uniformly super-
linear or uniformly sublinear conditions used in [6] to some extent such that our
results include the relevant results in [6, 8, 28] at the same time, in particular, our
results are also new even for the scalar Sturm-Liouville differential equation. For
convenience and simplicity, denote by λi,1 the first eigenvalue of linear eigenvalue
problem with a weight function

−(p(t)u′)′ + q(t)u = λwi(t)u, t ∈ (0, 1),

au(0)− bp(0)u′(0) = cu(1) + dp(1)u′(1) = 0.
(1.5)

It is well-known that λi,1 > 0 is a simple eigenvalue with a positive eigenfunction
ei,1(t) such that ei,1(t) > 0 for t ∈ (0, 1) and ‖ei,1‖ = maxt∈[0,1] |ei,1(t)| = 1
(i = 1, 2).

Our main results are the following. First, we present some results (see Theorems
1.2–1.6) about the existence of component-wise positive solutions to system (1.1).
In the case that the nonlinear terms are so called “super-sublinear”, we have the
following result.

Theorem 1.2. Assume that f1 and f2 respectively satisfy the following hypotheses:

(H4)

lim sup
u→0+

max
t∈[0,1]

f1(t, u, v)

u
< λ1,1 < lim inf

u→+∞
min
t∈[0,1]

f1(t, u, v)

u

uniformly with respect to v ∈ R+;
(H5)

lim inf
v→0+

min
t∈[0,1]

f2(t, u, v)

v
> λ2,1 > lim sup

v→+∞
max
t∈[0,1]

f2(t, u, v)

v

uniformly with respect to u ∈ [0,M ],

where M ∈ R+ is arbitrary. Then system (1.1) has at least one component-wise
positive solution.

Remark 1.3. In particular, if w1(t) = w2(t) = 1, f1 and f2 is respectively indepen-
dent of v and u, then Theorem 1.2 implies the results on nonlinear Sturm-Liouville
boundary value problem (1.3) (see [28]). In addition, if p(t) = w1(t) = w2(t) = 1
and q(t) = b = d = 0, then Theorem 1.2 implies the main result in [6] and the
locally uniformly sublinear condition (H5) is weaker than the uniformly sublinear
condition used in [6].

The “sub-superlinear” case is different from the “super-sublinear” case, since
the uniformly sublinear term f1 need to be controlled at the infinity for a priori
estimates of solution component u. On this purpose, we introduce condition (H7)
and get the following result.
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Theorem 1.4. Assume that f1 and f2 satisfy the following conditions:

(H6)

lim inf
u→0+

min
t∈[0,1]

f1(t, u, v)

u
> λ1,1 > lim sup

u→+∞
max
t∈ [0,1]

f1(t, u, v)

u

uniformly with respect to v ∈ R+;
(H7) lim supv→+∞maxt∈[0,1] f1(t, u, v) = g(u) uniformly with respect to u ∈

[0,M ], here g is locally bounded;
(H8)

lim sup
v→0+

max
t∈[0,1]

f2(t, u, v)/v < λ2,1 < lim inf
v→+∞

min
t∈[0,1]

f2(t, u, v

v

uniformly with respect to u ∈ [0,M ],

where M ∈ R+ is arbitrary. Then system (1.1) has at least one component-wise
positive solution.

From the proofs of Theorems 1.2 and 1.4, it is not difficult to obtain the following
results on the “super-superlinear” and “sub-sublinear” cases.

Theorem 1.5. Assume (H4) and (H8) are satisfied. Then system (1.1) has at least
one component-wise positive solution.

Theorem 1.6. Assume (H5)–(H7) are satisfied. Then system (1.1) has at least
one component-wise positive solution.

As a direct conclusion of Theorems 1.2, 1.4, 1.5 and 1.6, we have the following
corollary.

Corollary 1.7. Assume that f1 satisfies one of the following conditions:

(H4*) lim supu→0+ maxt∈[0,1] f1(t, u, v)/u = 0 and

lim inf
u→+∞

min
t∈[0,1]

f1(t, u, v)

u
= +∞,

uniformly with respect to v ∈ R+;
(H6*) lim infu→0+ mint∈[0,1] f1(t, u, v)/u = +∞ and

lim sup
u→+∞

max
t∈[0,1]

f1(t, u, v)

u
= 0,

uniformly with respect to v ∈ R+, and condition (H7) is valid;

and assume that f2 satisfies one of the following conditions:

(H5*) lim infv→0+ mint∈[0,1] f2(t, u, v)/v = +∞ and

lim sup
v→+∞

max
t∈[0,1]

f2(t, u, v)

v
= 0

uniformly with respect to u ∈ [0,M ];
(H8*) lim supv→0+ maxt∈[0,1] f2(t, u, v)/v = 0 and

lim inf
v→+∞

min
t∈[0,1]

f2(t, u, v)

v
= +∞

uniformly with respect to u ∈ [0,M ],

where M ∈ R+ is arbitrary. Then problem (1.2) has at least one component-wise
positive solution for all (λ, µ) ∈ R+

0 × R+
0 .
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Secondly, we give a result (see Theorem 1.10) about the multiplicity of positive
solutions to system (1.1). On this purpose, we need a concept of a strict upper
solution. Let us consider the following more general system of nonlinear Sturm-
Liouville differential equations

−(p(t)u′)′ + q(t)u = F(t, u, v), t ∈ (0, 1),

−(p(t)v′)′ + q(t)v = G(t, u, v), t ∈ (0, 1),

au(0)− bp(0)u′(0) = cu(1) + dp(1)u′(1) = 0,

av(0)− bp(0)v′(0) = cv(1) + dp(1)v′(1) = 0,

(1.6)

where F ,G : D → R is a continuous function and D ⊂ [0, 1]× R2.

Definition 1.8. For αu, αv ∈ C2(0, 1) ∩ C1[0, 1], (αu, αv) is said to be a lower
(strict lower) solution of (1.6) if (t, αu(t), αv(t)) ∈ D for all t ∈ (0, 1) and

−(p(t)α′u)′ + q(t)αu −F(t, αu, αv) 6 0 (< 0), t ∈ (0, 1),

−(p(t)α′v)
′ + q(t)αv − G(t, αu, αv) 6 0 (< 0), t ∈ (0, 1),

aαu(0)− bp(0)α′u(0) 6 0 (< 0), cαu(1) + dp(1)α′u(1) 6 0 (< 0),

aαv(0)− bp(0)α′v(0) 6 0 (< 0), cαv(1) + dp(1)α′v(1) 6 0 (< 0).

An upper (strict upper) solution (βu, βv) ∈ (C2(0, 1)∩C1[0, 1])×(C2(0, 1)∩C1[0, 1])
can also be defined if it satisfies the reverse of the above inequalities.

Definition 1.9. For a function F : D → R, F(t, u, v) is said to be quasi-monotone
nondecreasing with respect to v (or u) if for fixed t,

F(t, u, v1) 6 F(t, u, v2) as v1 6 v2,

(or F(t, u1, v) 6 F(t, u2, v) as u1 6 u2).

Theorem 1.10. Suppose that {w1, w2} ⊂ C([0, 1],R+
0 ), and that f1 and f2 satisfy

the following assumptions:

(H9) f1 (resp. f2) is quasi-monotone nondecreasing with respect to v (resp. u);
(H10) lim infu→0 mint∈[0,1] f1(t, u, 0)/u > λ1,1 and

lim inf
v→0

min
t∈[0,1]

f2(t, 0, v)

v
> λ2,1;

(H11) lim infu→∞mint∈[0,1] f1(t, u, 0)/u > λ1,1 and

lim inf
v→∞

min
t∈[0,1]

f2(t, 0, v)

v
> λ2,1.

In addition, if system (1.1) has a strict upper solution (βu, βv), then system (1.1)
has at least two positive solutions.

Finally, we provide the following result about the existence of a global component-
wise positive solutions to problem (1.2).

Theorem 1.11. Assume that {w1, w2} ⊂ C([0, 1],R+
0 ), and that f1 and f2 satisfy

(H9) and the following conditions:

(H10*) fi ∈ C([0, 1]× R+ × R+,R+
0 ) (i = 1, 2);

(H11*) lim infu→∞mint∈[0,1] f1(t, u, 0)/u =∞ and

lim inf
v→∞

min
t∈[0,1]

f2(t, 0, v)

v
=∞.
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Then there exist a simple arc Γ0 ⊂ R+
0 × R+

0 excluding both end points (λ∗, 0) and
(0, µ∗), which separates R+

0 × R+
0 into two disjoint subsets O1 and O2 such that

problem (1.2) has at least one or at least two component-wise positive solutions
according to (λ, µ) in Γ0 or O1 respectively, and has no solutions for (λ, µ) ∈ O2.

In plane, a curve is said to be a simple arc if it is homeomorphic with a straight
line segment (see [36] for more details).

Remark 1.12. It is remarkable that our conditions (H9) and (H11*) are weaker
than the nondecreasing conditions and the classical superlinear conditions used in
[16, 26]. In particular, if λ = µ, w1(t) = w2(t) = 1, f1(t, u, v) = f(t, u) and
f2(t, u, v) = f(t, v), then Theorem 1.11 covers the result on Sturm-Liouville non-
linear eigenvalue problem (1.4) (see [8]).

On the existence results of component-wise positive solutions for system (1.1),
the difficulty in proving is how to construct a proper cone and open sets in the
cone. In order that the features of weight functions and nonlinear terms can be
exploited better, we choose a product cone K × K with K ⊂ C+[0, 1] being a
proper sub-cone and construct a proper open set O1 × O2 ⊂ [K\{0}] × [K\{0}],
and then seek solutions to system (1.1) in O1×O2, here the main idea derives from
[10, 13, 7, 12]. Motivated by the idea in [9, 11], we analyze the structure and prop-
erties of the parameters set S (defined in Section 4) and obtain the existence and
nonexistence of component-wise positive solutions to problem (1.2). In addition,
for dealing with the multiplicity of component-wise positive solutions to problem
(1.2), we consider a general system of Sturm-Liouville differential equations with
quasi-monotone nondecreasing nonlinear terms and establish the relation between
Leray-Schauder degree and a pair of strict lower and upper solutions for this system
(see Theorem 2.7 in Section 2), here the idea involved partly comes from [2, 20].
Based on Theorem 2.7 and the construction of a pair of strict lower and upper
solutions, we can show the multiplicity of positive solutions for systems (1.1) and
(1.2).

This article is organized as follows: in Section 2, we state some preliminaries. In
Section 3, we prove our main results on problem (1.1). In Section 4, as applications,
we prove the global existence of component-wise positive solutions to the nonlinear
eigenvalue problem (1.2).

2. Preliminaries

In this section, we shall establish some functional analytic framework and change
problems (1.1) and (1.2) into the equivalent fixed point problems. At the same time,
we will give some useful preliminary results.

2.1. Equivalent fixed point problems. First, for a given h ∈ C[0, 1], we recall
the construction and properties of Green’s function of the linear boundary value
problem

−(p(t)u′)′ + q(t)u = h(t), t ∈ (0, 1),

au(0)− bp(0)u′(0) = cu(1) + dp(1)u′(1) = 0.
(2.1)
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For this matter, let ϕ(t) ∈ C2[0, 1] be the unique solution of the linear boundary
value problem

−(p(t)ϕ′)′ + q(t)ϕ = 0, t ∈ (0, 1),

aϕ(0)− bp(0)ϕ′(0) = 0,

cϕ(1) + dp(1)ϕ′(1) = 1,

(2.2)

and ψ(t) ∈ C2[0, 1] be the unique solution of the linear boundary value problem

−(p(t)ψ′)′ + q(t)ψ = 0, t ∈ (0, 1),

aψ(0)− bp(0)ψ′(0) = 1,

cψ(1) + dp(1)ψ′(1) = 0.

(2.3)

Then, by the maximum principles ϕ,ψ > 0, moreover ϕ(t), ψ(t) > 0 for all t ∈ (0, 1).

Lemma 2.1 ([28]). ϕ′(t) > 0, ∀t ∈ (0, 1], ψ′(t) < 0, ∀t ∈ [0, 1), and

p(t)(ϕ′(t)ψ(t)− ϕ(t)ψ′(t)) ≡ ρ > 0, t ∈ [0, 1], (2.4)

where ρ is a positive constant.

Let h ∈ C[0, 1], then problem (2.1) has a unique solution

u(t) =

∫ 1

0

G(t, s)h(s) ds, t ∈ [0, 1], (2.5)

where the Green’s function G : [0, 1]× [0, 1]→ R+ is

G(t, s) =

{
1
ρϕ(t)ψ(s), 0 6 t 6 s 6 1,
1
ρϕ(s)ψ(t), 0 6 s 6 t 6 1,

(2.6)

and G(t, s) has the following properties:

(i) G(t, s) = G(s, t) for all t, s ∈ [0, 1];
(ii) G(t, s) > 0 for all t, s ∈ (0, 1);

(iii) G(t, s) 6 G(s, s) for all t, s ∈ [0, 1];
(iv) G(t, s) > δG(t, t)G(s, s) for all t, s ∈ [0, 1], where δ > 0 is a constant.

It is well known that C[0, 1] is a Banach space with the maximum norm ‖u‖ =
maxt∈[0,1] |u(t)|, and C+[0, 1] := {u ∈ C[0, 1] : u(t) > 0, ∀t ∈ [0, 1]} is a total cone
of C[0, 1].

Lemma 2.2 ([28]). Let h ∈ C+[0, 1], then the solution of (2.1) satisfies

u(t) > δG(t, t)‖u‖, ∀t ∈ [0, 1].

Noticing that {w1, w2} ⊂ C([0, 1],R+)\{0}, there exists {t1, t2} ⊂ (0, 1) such
that w1(t1) > 0 and w2(t2) > 0. Choose δ0 ∈ (0, 1/2) such that {t1, t2} ⊂ (δ0, 1 −
δ0). Now we construct a sub-cone K of C+[0, 1] as follows

K = {u ∈ C+[0, 1] : u(t) > σ‖u‖, ∀t ∈ [δ0, 1− δ0]},

here σ = δϕ(δ0)ψ(1 − δ0)/ρ > 0. For convenience, we also introduce some subsets
in cone K,

Kr = {u ∈ K : ‖u‖ < r}, ∂Kr = {u ∈ K : ‖u‖ = r},
Kr = {u ∈ K : ‖u‖ 6 r}, for r > 0.
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For τ ∈ [0, 1], define the mappings Tτ,1, Tτ,2 : C+[0, 1]×C+[0, 1]→ C+[0, 1] and
Tτ , T τλ,µ : C+[0, 1]× C+[0, 1]→ C+[0, 1]× C+[0, 1] by

Tτ,1(u, v)(t) =

∫ 1

0

G(t, s)w1(s)[τf1(s, u(s), v(s)) + (1− τ)f1(s, u(s), 0)] ds,

Tτ,2(u, v)(t) =

∫ 1

0

G(t, s)w2(s)[τf2(s, u(s), v(s)) + (1− τ)f2(s, 0, v(s))] ds,

Tτ (u, v)(t) = (Tτ,1(u, v)(t), Tτ,2(u, v)(t)),

T τλ,µ(u, v)(t) = (λTτ,1(u, v)(t), µTτ,2(u, v)(t)) ≡ (Aτλ(u, v)(t), Bτµ(u, v)(t)).

(2.7)

It is clear that the existence of component-wise positive solutions of system (1.1)
(resp. (1.2)) is equivalent to the existence of fixed points of T1 (resp. T 1

λ,µ) in

[K\{0}]× [K\{0}].

Lemma 2.3. Tτ (K × K) ⊂ K × K and Tτ : K × K → K × K is completely
continuous.

Proof. For (u, v) ∈ K×K, we show that Tτ (u, v) ∈ K×K, i.e., Tτ,1(u, v) ∈ K and
Tτ,2(u, v) ∈ K. Let

h(t) = w1(t)[τf1(t, u(t), v(t)) + (1− τ)f1(t, u(t), 0)],

then Tτ,1(u, v)(t) is the solution of (2.1). By (2.6), Lemmas 2.1, 2.2, we have

Tτ,1(u, v)(t) > δG(t, t)‖Tτ,1(u, v)‖

>
δ

ρ
ϕ(δ0)ψ(1− δ0)‖Tτ,1(u, v)‖ = σ‖Tτ,1(u, v)‖, t ∈ [δ0, 1− δ0].

Similarly,
Tτ,2(u, v)(t) > σ‖Tτ,2(u, v)‖, t ∈ [δ0, 1− δ0].

Consequently Tτ,1(u, v) ∈ K and Tτ,2(u, v) ∈ K, thus Tτ (K × K) ⊂ K × K.
By Ascoli-Arzelà theorem, we known that Tτ : K × K → K × K is completely
continuous. �

Remark 2.4. Let T (τ, u, v)(t) = Tτ (u, v)(t) and Tλ,µ(τ, u, v)(t) = T τλ,µ(u, v)(t),

then by the Ascoli-Arzelà theorem, T , Tλ,µ : [0, 1] × K × K → K × K are both
compactly continuous.

2.2. Fixed point index and its properties. Now we recall some concepts and
results about the fixed point index (see [9, 14, 22]), which will be used in the proofs
of our theorems. Let X be a Banach space and let P ⊂ X be a closed convex cone
in X. Assume that W is a bounded open subset of X with boundary ∂W , and let
A : P ∩W → P be a completely continuous operator. If Au 6= u for u ∈ P ∩ ∂W ,
then the fixed point index i(A,P ∩W,P ) is defined. One important fact is that if
i(A,P ∩W,P ) 6= 0 then A has a fixed point in P ∩W . The following results are
useful in our proofs.

Lemma 2.5 ([22, 37]). Let E be a Banach space and let P ⊂ E be a closed convex
cone in E. For r > 0, denote Pr = {u ∈ P : ‖u‖ < r}, ∂Pr = {u ∈ P : ‖u‖ = r}.
Let A : P → P be completely continuous. Then the following conclusions are valid:

(i) if µAu 6= u for every u ∈ ∂Pr and u ∈ (0, 1], then i(A,Pr, P ) = 1;
(ii) If mapping A satisfies the following two conditions:

(a) infu∈∂Pr
‖Au‖ > 0;
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(b) µAu 6= u for every u ∈ ∂Pr and µ ≥ 1,

then i(A,Pr, P ) = 0.

Lemma 2.6 ([9]). Let X be a real Banach space, Pi ⊂ X be a closed convex cone,
Wi be a bounded open subset of X with boundary ∂Wi (i = 1, 2) and P = P1 × P2,
W = W1×W2. Assume that T : P∩W → P is completely continuous and that there
exist compactly continuous mappings Ai : Pi∩Wi → Pi and H : (P∩W )×[0, 1]→ P
such that

(a) H(·, 1) = T,H(·, 0) = A, where A(u, v) := (A1u,A2v) for all (u, v) ∈ P∩W ;
(b) Aiui 6= ui for all ui ∈ Pi ∩ ∂Wi;
(c) H(w, τ) 6= w for all (w, τ) ∈ (P ∩ ∂W )× (0, 1].

Then

i(T, P ∩W,P ) = i(A1, P1 ∩W1, P1) · i(A2, P2 ∩W2, P2).

2.3. Sub and super solutions and Leray-Schauder degree. Now we con-
sider the fixed point operator associated with (1.6), i.e., the compact operator
T : C[0, 1]× C[0, 1]→ C[0, 1]× C[0, 1] defined by T (η, ξ) := (u, v) if

−(p(t)u′)′ + q(t)u = F(t, η, ξ), t ∈ (0, 1),

−(p(t)v′)′ + q(t)v = G(t, η, ξ), t ∈ (0, 1),

au(0)− bp(0)u′(0) = cu(1) + dp(1)u′(1) = 0,

av(0)− bp(0)v′(0) = cv(1) + dp(1)v′(1) = 0.

(2.8)

In fact, by (2.5), the operator T above can be expressed as

T (η, ξ)(t) =
(∫ 1

0

G(t, s)F(s, η(s), ξ(s)) ds,

∫ 1

0

G(t, s)G(s, η(s), ξ(s)) ds
)
. (2.9)

The following theorem provides the relation between Leray-Schauder degree of
compactly continuous field id−T and a pair of strict lower and upper solutions for
(1.6).

Theorem 2.7. Let (αu, αv) and (βu, βv) be a strict lower solution and a strict
upper solution of (1.6) respectively such that

(i) αu(t) < βu(t), and αv(t) < βv(t), for all t ∈ [0, 1];
(ii) E β

α := {(t, u, v) ∈ [0, 1]× R2 : αu(t) < u < βu(t) and αv(t) < v < βv(t)} ⊂
D ;

(iii) F(t, u, v) is quasi-monotone nondecreasing with respect to v and G(t, u, v)
is quasi-monotone nondecreasing with respect to u.

Denote Ω = {(u, v) ∈ C[0, 1] × C[0, 1] : αu < u < βu and αv < v < βv on [0, 1]},
then

deg(id− T,Ω, (θ, θ)) = 1,

in particular, problem (1.6) has at least one solution (u, v) such that

αu(t) < u(t) < βu(t), and αv(t) < v(t) < βv(t), for all t ∈ [0, 1].

Proof. Define the modified functions

F∗(t, u, v) = F(t, p1(t, u, v), p2(t, u, v)), G∗(t, u, v) = G(t, p1(t, u, v), p2(t, u, v)),

where pi are given by

p1(t, u, v) = max{αu(t),min{u, βu(t)}}, p2(t, u, v) = max{αv(t),min{v, βv(t)}}.
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Then F∗,G∗ : [0, 1]× R2 → R are continuous and bounded.
Let us consider a modified problem

−(p(t)u′)′ + q(t)u = F∗(t, u, v), t ∈ (0, 1),

−(p(t)v′)′ + q(t)v = G∗(t, u, v), t ∈ (0, 1),

au(0)− bp(0)u′(0) = cu(1) + dp(1)u′(1) = 0,

av(0)− bp(0)v′(0) = cv(1) + dp(1)v′(1) = 0,

(2.10)

and corresponding compact operator T ∗ : C[0, 1]×C[0, 1]→ C[0, 1]×C[0, 1]; (η, ξ) 7→
(u, v) if

−(p(t)u′)′ + q(t)u = F∗(t, η, ξ), t ∈ (0, 1),

−(p(t)v′)′ + q(t)v = G∗(t, η, ξ), t ∈ (0, 1),

au(0)− bp(0)u′(0) = cu(1) + dp(1)u′(1) = 0,

av(0)− bp(0)v′(0) = cv(1) + dp(1)v′(1) = 0.

(2.11)

Now we have the following claims.

Claim 1. T ∗(η, ξ) = T (η, ξ) for all (η, ξ) ∈ Ω. It follows from the definitions of
modified functions and operators T ∗ and T .

Claim 2. If (u, v) is a solution of (2.10), then (u, v) ∈ Ω. We only prove that
αu < u on [0, 1], the remainder is similar and omitted here.

First, we show that αu 6 u on [0, 1]. By contradiction, assume that there exists
a t0 ∈ (0, 1) such that u(t0) < αu(t0). Then there is an interval [t1, t2] ⊂ [0, 1] such
that one of the following cases is valid:

(i) t1, t2 ∈ [0, 1] and u(t) < αu(t) for all t ∈ (t1, t2), u(ti) − αu(ti) = 0 for
i = 1, 2;

(ii) t1 = 0, t2 ∈ (0, 1) and u(t) < αu(t) for all t ∈ [t1, t2), u(t2)− αu(t2) = 0;
(iii) t1 ∈ (0, 1), t2 = 1 and u(t) < αu(t) for all t ∈ (t1, t2], u(t1)− αu(t1) = 0;
(iv) t1 = 0, t2 = 1 and u(t) < αu(t) for all t ∈ [t1, t2].

Thus, αu − u has a positive maximum on [t1, t2]. On the other hand,

− (p(t)(αu(t)− u(t))′)′ + q(t)(αu(t)− u(t))

< F(t, αu(t), αv(t))−F∗(t, u(t), v(t))

= F(t, αu(t), αv(t))−F(t, αu(t), p2(t, u(t), v(t))) 6 0

for all t ∈ (t1, t2). Hence, maxt∈[t1,t2](αu−u)(t) 6 max{(αu−u)+(t1), (αu−u)+(t2)}
by the maximum principle (see [21]). Moreover, combining with the boundary
conditions of αu and u, the cases (ii), (iii) and (iv) above can not happen. Therefore,
αu−u 6 0 on [t1, t2] from the case (i), which contradicts that αu−u has a positive
maximum on [t1, t2].

Next, we prove that αu < u on [0, 1]. Obviously, αu < u on (0, 1). In fact, by
contradiction, assume that there exists a t∗ ∈ (0, 1) such that αu(t∗) = u(t∗). Then

u′(t∗) = α′u(t∗), (αu − u)′′(t∗) 6 0,

−(p(αu − u)′)′(t∗) + q(t∗)(αu − u)(t∗) = −p(t∗)(αu − u)′′(t∗) > 0.

However,

− (p(αu − u)′)′(t∗) + q(t∗)(αu − u)(t∗)

< F(t∗, αu(t∗), αv(t
∗))−F∗(t∗, u(t∗), v(t∗))
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= F(t∗, αu(t∗), αv(t
∗))−F(t∗, αu(t∗), p2(t∗, u(t∗), v(t∗))) 6 0,

which is a contradiction. Furthermore, combining the proved fact that αu < u on
(0, 1) with the boundary conditions of αu and u, it is easy to prove that αu(t) < u(t)
also for t = 0, 1.

Claim 3. There exists an open ball

Br = {(u, v) : max{max
t∈[0,1]

|u(t)|, max
t∈[0,1]

|v(t)|} < r} ⊂ C[0, 1]× C[0, 1],

such that T ∗(C[0, 1]× C[0, 1]) ⊂ Br and Ω ⊂ Br. It is sufficient to notice that F∗
and G∗ are both continuous and bounded.

Combining the claims with the excision and homotopy invariance of Leray-
Schauder degree, we have

deg(id− T,Ω, (θ, θ)) = deg(id− T ∗,Ω, (θ, θ))
= deg(id− T ∗, Br, (θ, θ))
= deg(id, Br, (θ, θ)) = 1.

The proof is complete. �

3. Proofs of Theorems 1.2, 1.4 and 1.10

As for Theorems 1.2-1.4, our main idea of proofs is to choose a bounded open
set D = (KR1

\Kr1) × (KR2
\Kr2) in product cone K ×K (here Rj > rj > 0 are

to be determined for j = 1, 2), such that the family of operators {Tτ}τ∈[0,1] satisfy
the sufficient conditions for the homotopy invariance of fixed point index on ∂D.
Furthermore, Lemmas 2.5-2.6 can be applied to T1.

Proof of Theorem 1.2. In turn, we will determine r1, R1, r2 and R2 according to
the following steps.

Step 1. From the uniformly superlinear assumption of f1 at u = 0, there are
ε ∈ (0, λ1,1) and r1 > 0 such that

τf1(t, u, v)+(1−τ)f1(t, u, 0) 6 (λ1,1−ε)u, ∀t ∈ [0, 1], (u, v) ∈ [0, r1]×R+. (3.1)

We claim that

µTτ,1(u, v) 6= u, ∀µ ∈ (0, 1] and (u, v) ∈ ∂Kr1 ×K. (3.2)

In fact, if it were not true, then there exist µ0 ∈ (0, 1] and (u0, v0) ∈ ∂Kr1×K, such
that µ0Tτ,1(u0, v0) = u0, that is, (u0, v0) satisfies the following differential equation

−(p(t)u′0)′ + q(t)u0 = µ0w1(t)[τf1(t, u0, v0) + (1− τ)f1(t, u0, 0)],

au0(0)− bp(0)u′0(0) = cu0(1) + dp(1)u′0(1) = 0.
(3.3)

In combination with (3.1), it follows that

−(p(t)u′0)′ + q(t)u0 6 w1(t)[τf1(t, u0, v0) + (1− τ)f1(t, u0, 0)] 6 (λ1,1 − ε)w1(t)u0.

Multiplying the both sides of this inequality by e1,1(t) and integrating on [0, 1], we
obtain that

λ1,1

∫ 1

0

w1(t)u0(t)e1,1(t) dt 6 (λ1,1 − ε)
∫ 1

0

w1(t)u0(t)e1,1(t) dt.

Noticing that
∫ 1

0
w1(t)u0(t)e1,1(t) dt > 0, hence λ1,1 6 λ1,1 − ε, which is a contra-

diction!
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Step 2. From the uniformly superlinear hypothesis of f1 at u = +∞, there exist
ε > 0 and m > 0 such that

τf1(t, u, v) + (1− τ)f1(t, u, 0) > (λ1,1 + ε)u, (3.4)

for all t ∈ [0, 1], (u, v) ∈ [m,+∞)× R+; thus

τf1(t, u, v) + (1− τ)f1(t, u, 0) > (λ1,1 + ε)u− C1,1, (3.5)

for all t ∈ [0, 1], (u, v) ∈ R+ × R+, where C1,1 = (λ1,1 + ε)m.
Now we can prove that there exists a R1 > r1 such that

µTτ,1(u, v) 6= u, inf
u∈∂KR1

‖Tτ,1(u, v)‖ > 0, ∀µ > 1, (u, v) ∈ ∂KR1 ×K. (3.6)

First, if there are (u0, v0) ∈ K × K and µ0 > 1 such that u0 = µ0Tτ,1(u0, v0),
together with (3.5), we obtain

−(p(t)u′0)′ + q(t)u0 > w1(t)[τf1(t, u0, v0) + (1− τ)f1(t, u0, 0)]

> w1(t)[(λ1,1 + ε)u0 − C1,1].

It follows that

λ1,1

∫ 1

0

w1(t)u0(t)e1,1(t) dt

> (λ1,1 + ε)

∫ 1

0

w1(t)u0(t)e1,1(t) dt− C1,1

∫ 1

0

w1(t)e1,1(t) dt,

which yields ∫ 1

0

w1(t)u0(t)e1,1(t) dt 6
C1,1

ε

∫ 1

0

w1(t)e1,1(t) dt.

Furthermore, in view of the definition of cone K, we know that

σ

∫ 1−δ0

δ0

w1(t)e1,1(t) dt‖u0‖ 6
C1,1

ε

∫ 1

0

w1(t)e1,1(t) dt;

that is,

‖u0‖ 6
C1,1

σε

∫ 1

0

w1(t)e1,1(t) dt
(∫ 1−δ0

δ0

w1(t)e1,1(t) dt
)−1

=: R∗. (3.7)

Therefore, as R > R∗, u 6= µTλ,1(u, v) for all (u, v) ∈ ∂KR × K and µ > 1. In
addition, if R > m/σ, then by use of (3.4) we know that for all (u, v) ∈ ∂KR ×K,

‖Tτ,1(u, v)‖

> Tτ,1(u, v)(
1

2
)

=

∫ 1

0

G(
1

2
, s)w1(s)[τf1(s, u(s), v(s)) + (1− τ)f1(s, u(s), 0)] ds

> δG(
1

2
,

1

2
)

∫ 1

0

G(s, s)w1(s)[τf1(s, u(s), v(s)) + (1− τ)f1(s, u(s), 0)] ds

> δG(
1

2
,

1

2
)

∫ 1−δ0

δ0

G(s, s)w1(s)[τf1(s, u(s), v(s)) + (1− τ)f1(s, u(s), 0)] ds

>
δ

ρ
ϕ(δ0)ψ(1− δ0)G(

1

2
,

1

2
)

∫ 1−δ0

δ0

w1(s)[τf1(s, u(s), v(s)) + (1− τ)f1(s, u(s), 0)] ds
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> (λ1,1 + ε)σ2G(
1

2
,

1

2
)

∫ 1−δ0

δ0

w1(s) ds · ‖u‖ .

It follows that inf(u,v)∈∂KR×K ‖Tτ,1(u, v)‖ > 0. We choose R1 > max{r1, R∗,m/σ}.

Step 3. In view of the locally uniformly sublinear assumption of f2 at v = 0, there
exist ε > 0 and r2 > 0 such that

τf2(t, u, v) + (1− τ)f2(t, 0, v) > (λ2,1 + ε)v, (3.8)

for all t ∈ [0, 1], (u, v) ∈ [0, R1] × [0, r2]. By (3.8) and the proof similar to steps 1
and 2, we can deduce that

µTτ,2(u, v) 6= v, inf
v∈∂Kr2

‖Tτ,2(u, v)‖ > 0, ∀µ > 1, (u, v) ∈ KR1
× ∂Kr2 . (3.9)

Step 4. From the locally uniformly sublinear hypothesis of f2 at v = +∞, there
exist ε ∈ (0, λ2,1), n > 0 and C2 > 0 such that

τf2(t, u, v) + (1− τ)f2(t, 0, v) 6 (λ2,1 − ε)v, (3.10)

for all t ∈ [0, 1], (u, v) ∈ [0, R1]× [n,+∞), and

τf2(t, u, v) + (1− τ)f2(t, 0, v) 6 (λ2,1 − ε)v + C2, (3.11)

for all t ∈ [0, 1], (u, v) ∈ [0, R1] × R+. From (3.11) and the similar argument used
in step 2, it can be proved that if v0 = µ0Tτ,2(u0, v0) for (u0, v0) ∈ KR1

×K and
µ0 ∈ (0, 1], then

‖v0‖ 6
C2

σε

∫ 1

0

w2(t)e2,1(t) dt
(∫ 1−δ0

δ0

w2(t)e2,1(t) dt
)−1

:= R′. (3.12)

Hence, we choose R2 > max{r2, R′}, then

µTτ,2(u, v) 6= v, ∀µ ∈ (0, 1] and (u, v) ∈ KR1 × ∂KR2 . (3.13)

Now we choose an open set D = (KR1\Kr1) × (KR2\Kr2). Based on the ex-
pressions (3.2), (3.6), (3.9) and (3.13), it is easy to verify that {Tτ}τ∈[0,1] satisfy
the sufficient conditions for the homotopy invariance of fixed point index on ∂D.
Hence, by Lemmas 2.5 and 2.6, we obtain

i(T1, D,K ×K) =

2∏
j=1

i(T0,j ,KRj\Krj ,K)

=

2∏
j=1

[i(T0,j ,KRj
,K)− i(T0,j ,Krj ,K)] = −1.

Therefore, system (1.1) has at least one component-wise positive solution. �

Proof of Theorem 1.4. Similar to the arguments used in the proof of Theorem 1.2,
we will determine r1, R1, r2 and R2 in turn.

Step 1. In view of the uniformly sublinear assumption of f1 at u = 0, there are
ε > 0 and r1 > 0 such that

τf1(t, u, v) + (1− τ)f1(t, u, 0) > (λ1,1 + ε)u, (3.14)

for all t ∈ [0, 1], (u, v) ∈ [0, r1]× R+. Now we can deduce that

µTτ,1(u, v) 6= u, inf
u∈∂Kr1

‖Tτ,1(u, v)‖ > 0, ∀µ > 1, (u, v) ∈ ∂Kr1 ×K. (3.15)
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First, by contradiction suppose that there are µ0 > 1 and (u0, v0) ∈ ∂Kr1 ×K such
that u0 = µ0Tτ,1(u0, v0), together with (3.14), we have that

−(p(t)u′0)′ + q(t)u0 > w1(t)[τf1(t, u0, v0) + (1− τ)f1(t, u0, 0)] > (λ1,1 + ε)w1(t)u0.

It follows that

λ1,1

∫ 1

0

w1(t)u0(t)e1,1(t) dt > (λ1,1 + ε)

∫ 1

0

w1(t)u0(t)e1,1(t) dt,

which yields a contradiction λ1,1 > λ1,1 + ε.
In addition, by (3.14) we know that for all (u, v) ∈ ∂Kr1 ×K,

‖Tτ,1(u, v)‖ > Tτ,1(u, v)(
1

2
)

=

∫ 1

0

G(
1

2
, s)w1(s)[τf1(s, u(s), v(s)) + (1− τ)f1(s, u(s), 0)] ds

> (λ1,1 + ε)

∫ 1

0

G(
1

2
, s)w1(s)u(s) ds

> (λ1,1 + ε)δ2G(
1

2
,

1

2
)

∫ 1

0

w1(s)G2(s, s) ds · ‖u‖,

(3.16)

which implies that inf(u,v)∈∂Kr1
×K ‖Tτ,1(u, v)‖ > 0.

Step 2. From the uniformly sublinear hypothesis of f1 at u = +∞ and condition
(H7), there exist ε ∈ (0, λ1,1), n > 0 and C2 > 0 such that

τf1(t, u, v) + (1− τ)f1(t, u, 0) 6 (λ1,1 − ε)u, (3.17)

for all t ∈ [0, 1], (u, v) ∈ [n,+∞)× R+, and

τf1(t, u, v) + (1− τ)f1(t, u, 0) 6 (λ1,1 − ε)u+ C2, (3.18)

for all t ∈ [0, 1], (u, v) ∈ R+ × R+.
From (3.18) and the similar argument used in step 2 of proof of Theorem 1.2, it

can be proved that if u0 = µ0Tτ,1(u0, v0) for (u0, v0) ∈ K ×K and µ0 ∈ (0, 1], then
‖u0‖ 6 R′ (defined in (3.12) with w2(t) and e2,1(t) replaced by w1(t) and e1,1(t)
respectively). Hence, we choose R1 > max{r1, R′}, then

µTτ,1(u, v) 6= u, ∀µ ∈ (0, 1], (u, v) ∈ KR1
×K. (3.19)

Step 3. From the locally uniformly superlinear assumption of f2 at v = 0, there
are ε ∈ (0, λ2,1) and r2 > 0 such that

τf2(t, u, v) + (1− τ)f2(t, 0, v) 6 (λ2,1 − ε)v, (3.20)

for all t ∈ [0, 1], (u, v) ∈ [0, R1]× [0, r2]. We claim that

µTτ,2(u, v) 6= v, ∀µ ∈ (0, 1] and (u, v) ∈ KR1
× ∂Kr2 . (3.21)

In fact, if this were not true, then there exist µ0 ∈ (0, 1] and (u0, v0) ∈ KR1
×∂Kr2 ,

such that µ0Tτ,2(u0, v0) = v0. In combination with (3.20), it follows that

−(p(t)v′0)′ + q(t)v0 6 w2(t)[τf2(t, u0, v0) + (1− τ)f2(t, 0, v0)] 6 (λ2,1 − ε)w2(t)v0.

Multiplying the both sides of this inequality by e2,1(t) and integrating on [0, 1], we
obtain that

λ2,1

∫ 1

0

w2(t)v0(t)e2,1(t) dt 6 (λ2,1 − ε)
∫ 1

0

w2(t)v0(t)e2,1(t) dt,
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which yields that λ2,1 6 λ2,1 − ε, a contradiction!

Step 4. From the locally uniformly superlinear hypothesis of f2 at v = +∞, there
exist ε > 0 and m > 0 such that

τf2(t, u, v) + (1− τ)f2(t, 0, v) > (λ2,1 + ε)v, (3.22)

for all t ∈ [0, 1], (u, v) ∈ [0, R1]× [m,+∞); thus

τf2(t, u, v) + (1− τ)f2(t, 0, v) > (λ2,1 + ε)v − C2,1, (3.23)

for all t ∈ [0, 1], (u, v) ∈ [0, R1]× R+, where C2,1 = (λ2,1 + ε)m.
From (3.23) and the similar argument used in step 2 of proof of Theorem

1.2, it can be proved that if v0 = µ0Tτ,2(u0, v0) for (u0, v0) ∈ KR1
× K and

µ0 > 1, then ‖v0‖ 6 R∗ (defined in (3.7) with w1(t), e1,1(t) and C1,1 replaced
by w2(t), e2,1(t) and C2,1 respectively); in addition, by (3.22) it can also be
showed that inf(u,v)∈KR1

×∂KR
‖Tτ,2(u, v)‖ > 0 as R > m/σ. Hence, choose R2 >

max{r2, R∗,m/σ}, then

µTτ,2(u, v) 6= v, inf
v∈∂KR2

‖Tτ,2(u, v)‖ > 0, ∀µ > 1, (u, v) ∈ KR1
× ∂KR2

. (3.24)

Based on the expressions (3.15), (3.19), (3.21) and (3.24), it is easy to verify
that {Tτ}τ∈[0,1] satisfy the sufficient conditions for the homotopy invariance of

fixed point index on ∂D, here D = (KR1
\Kr1) × (KR2

\Kr2). So, by Lemmas 2.5
and 2.6, we have

i(T1, D,K ×K) =

2∏
j=1

i(T0,j ,KRj
\Krj ,K)

=

2∏
j=1

[i(T0,j ,KRj ,K)− i(T0,j ,Krj ,K)] = −1.

Therefore, system (1.1) has at least one component-wise positive solution. �

Proof of Theorem 1.10. First, we construct the strict lower solutions to system
(1.1). For this purpose, we define the extensions of fi (i = 1, 2) preserving conti-
nuity, nonnegativity and quasi-monotone non-decreasing as follows

f1(t, u, v) = f1(t, |u|, v+), ∀(t, u, v) ∈ [0, 1]× R× R,
f2(t, u, v) = f2(t, u+, |v|), ∀(t, u, v) ∈ [0, 1]× R× R.

Then, by (H9) and (H10), there exist ε > 0 and r > 0 such that

f1(t, u, v) > f1(t, u, 0) > (λ1,1 + ε)|u|, ∀(t, v) ∈ [0, 1]× R, |u| ∈ (0, r),

f2(t, u, v) > f2(t, 0, v) > (λ2,1 + ε)|v|, ∀(t, u) ∈ [0, 1]× R, |v| ∈ (0, r).
(3.25)

Now we give strict lower solutions (αu(t), αv(t)) of system (1.1) according to the
following cases.

Case 1: a > 0, c > 0. By using (3.25), it is easy to verify that

(αu(t), αv(t)) = (−r/2, −r/2)

is a strict lower solution of (1.1).

Case 2: a > 0, c = 0. Let ei,1(t) be the normalized eigenfunction according to the
first eigenvalue λi,1 of (1.5) with a > 0 and c = 0, then by the maximum principles
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and Hopf’s boundary point lemma (see [21]), ei,1(t) > 0 for all t ∈ (0, 1] (i = 1, 2).
In addition, let ωε(t) be a unique solution to the problem

−(p(t)u′)′ + q(t)u = ε2, t ∈ (0, 1),

au(0)− bp(0)u′(0) = 0,

u(1) + u′(1) = 0.

(3.26)

Here ε > 0 small enough, so that ωε(t) > 0 for all t ∈ (0, 1] and ωε = o(ε) (ε→ 0).
Now choose ε > 0 small enough such that there hold for all t ∈ [0, 1],

ε2ei,1(t) + ωε(t)− ε ∈ (−r, 0),

wi(t)[(2λi,1 + ε)ε2ei,1(t) + (λi,1 + ε)ωε(t)] + ε2 < [q(t) + (λi,1 + ε)wi(t)]ε,
(3.27)

which is valid by the assumptions wi ∈ C([0, 1],R+
0 ) (i = 1, 2). In view of (3.25)

and (3.27), it is not difficult to verify that

(αu(t), αv(t)) = (ε2e1,1(t) + ωε(t)− ε, ε2e2,1(t) + ωε(t)− ε) (3.28)

is a strict lower solution of (1.1).

Case 3: a = 0, c > 0. Let ei,1(t) be the normalized eigenfunction according to
the first eigenvalue λi,1 of (1.5) with a = 0 and c > 0, then by the maximum
principles and Hopf’s boundary point lemma, ei,1(t) > 0 for all t ∈ [0, 1) (i = 1, 2).
In addition, let ωε(t) be a unique solution to the problem

−(p(t)u′)′ + q(t)u = ε2, t ∈ (0, 1),

u(0)− u′(0) = 0,

cu(1) + dp(1)u′(1) = 0.

(3.29)

Here ε > 0 small enough, so that ωε(t) > 0 for all t ∈ [0, 1) and ωε = o(ε) (ε→ 0).
Noticing that wi ∈ C([0, 1],R+

0 ) (i = 1, 2), we can choose ε > 0 small enough
such that for all t ∈ [0, 1] it holds

ε2ei,1(t) + ωε(t)− ε ∈ (−r, 0),

wi(t)[(2λi,1 + ε)ε2ei,1(t) + (λi,1 + ε)ωε(t)] + ε2 < [q(t) + (λi,1 + ε)wi(t)]ε.
(3.30)

In view of (3.25) and (3.30), it is easy to verify that

(αu(t), αv(t)) = (ε2e1,1(t) + ωε(t)− ε, ε2e2,1(t) + ωε(t)− ε) (3.31)

is a strict lower solution of (1.1).

Case 4: a = 0, c = 0;
Let ei,1(t) be the normalized eigenfunction according to the first eigenvalue λi,1

of (1.5) with a = 0 and c = 0, then by the maximum principles and Hopf’s boundary
point lemma, ei,1(t) > 0 for all t ∈ [0, 1] (i = 1, 2). In addition, let ωε(t) be a unique
solution to the problem

−(p(t)u′)′ + q(t)u = ε2, t ∈ (0, 1),

u(0)− u′(0) = 0,

u(1) + u′(1) = 0.

(3.32)

Here ε > 0 small enough, so that ωε(t) > 0 for all t ∈ [0, 1] and ωε = o(ε) (ε→ 0).
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Now choose ε > 0 small enough such that for all t ∈ [0, 1],

ωε(t)− εei,1(t) ∈ (−r, 0),

(λi,1 + ε)wi(t)ωε(t) + ε2 < (2λi,1 + ε)εwi(t)ei,1(t),
(3.33)

which is valid because of the assumptions wi ∈ C([0, 1],R+
0 ) (i = 1, 2). In view of

(3.25) and (3.33), it is not difficult to verify that

(αu(t), αv(t)) = (ωε(t)− εe1,1(t), ωε(t)− εe2,1(t)) (3.34)

is a strict lower solution of (1.1).
Noticing that fi > 0 and wi > 0 (i = 1, 2), by the definitions of strict upper so-

lutions, the maximum principles and Hopf’s boundary point lemma, we can deduce
that βu(t) > 0 and βv(t) > 0 for all t ∈ [0, 1]. Let Ω = {(u, v) ∈ C[0, 1] × C[0, 1] :
αu < u < βu, and αv < v < βv on [0, 1]}, then from Theorem 2.7 we have

i(T1,Ω ∩ (K ×K),K ×K) = deg(id−T1,Ω, (θ, θ)) = 1. (3.35)

In the expressions (3.15), (3.9), (3.6) and (3.24), choosing r1, r2 small enough and
R1, R2 large enough such that

0 < r1 < min
t∈[0,1]

βu(t) 6 ‖βu‖ < R1, 0 < r2 < min
t∈[0,1]

βv(t) 6 ‖βv‖ < R2,

In view of Lemmas 2.5 and 2.6, we obtain that

i(T1,Kr
1
×Kr

2
,K ×K) = i(T1,KR1 ×KR2 ,K ×K) = 0. (3.36)

Combining with (3.35)-(3.36) and the additivity of fixed point index, we obtain
that

i(T1, [Ω ∩ (K ×K)]\Kr
1
×Kr

2
,K ×K) = 1,

i(T1, (KR1
×KR2

)\Ω ∩ (K ×K),K ×K) = −1,

which means that system (1.1) has at least two positive solutions. �

4. Application to nonlinear eigenvalue problem (1.2)

As applications, we consider the existence of global component-wise positive
solutions for problem (1.2). For Theorem 1.11, our main idea of proof is to analyze
the properties and structure of the parameter sets

S = {(λ, µ) ∈ R+
0 × R+

0 : T 1
λ,µ has a fixed point in [K\{0}]× [K\{0}]}, (4.1)

and in the interior of S denoted by int S . Then we construct the desired simple
arc Γ0 ⊂ R+

0 ×R+
0 in Theorem 1.11. For this purpose, first we show the existence of

component-wise positive solutions to problem (1.2) for small parameters, and then
prove the existence of a priori bound of component-wise positive solutions to prob-
lem (1.2) for large parameters which implies the nonexistence of component-wise
positive solutions to problem (1.2) for sufficiently large parameters. For conve-
nience, we establish several preliminary lemmas.

Lemma 4.1. Assume that (H9) and (H10*) hold, for any r > 0 there exists a
(λr, µr) ∈ R+

0 × R+
0 such that (0, λr]× (0, µr] ⊂ S .
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Proof. For any given r > 0, denote

α = sup
(u,v)∈∂Kr×Kr

‖
∫ 1

0

G(t, s)w1(s)f1(s, u(s), v(s)) ds‖,

β = sup
(u,v)∈Kr×∂Kr

‖
∫ 1

0

G(t, s)w2(s)f2(s, u(s), v(s)) ds‖.

It is easy to see that α and β are both positive by (H10∗). Let (λr, µr) = ( r
2α ,

r
2β ),

then for any (λ, µ) ∈ (0, λr]× (0, µr], from (H9) we have

‖Aτλ(u, v)‖ 6 λα < r = ‖u‖, ∀(τ, u, v) ∈ [0, 1]× ∂Kr ×Kr,

‖Bτµ(u, v)‖ 6 µβ < r = ‖v‖, ∀(τ, u, v) ∈ [0, 1]×Kr × ∂Kr,

thus T τλ,µ(u, v) 6= (u, v), for all (τ, u, v) ∈ [0, 1] × ∂(Kr × Kr). From Remark 2.4,
Lemmas 2.5 and 2.6, it follows that

i(T 1
λ,µ,Kr ×Kr,K ×K) = i(A0

λ,Kr,K) · i(B0
µ,Kr,K) = 1.

This and (H10*) imply that T 1
λ,µ has a fixed point in [Kr\{0}] × [Kr\{0}] for all

(λ, µ) ∈ (0, λr]× (0, µr]. �

Lemma 4.2. Assume (H9) and (H11*) hold, Su ≡ {u : Aτλ(u, v) = u, (λ, τ) ∈
I × [0, 1] and (u, v) ∈ K ×K} and Sv ≡ {v : Bτµ(u, v) = v, (µ, τ) ∈ J × [0, 1] and
(u, v) ∈ K ×K} where I, J ⊂ [a,+∞) for some constant a > 0. Then there exist
constants CI and CJ such that ‖u‖ 6 CI for all u ∈ Su and ‖v‖ 6 CJ for all
v ∈ Sv.

Remark 4.3. By Lemma 4.2 we know that

Su,v ≡ {(u, v) : T τλ,µ(u, v) = (u, v), (τ, λ, µ) ∈ [0, 1]× I × J, (u, v) ∈ K ×K}
is a bounded set. In particular, it implies the nonexistence of positive solutions to
(1.2) for sufficiently large parameters (see Lemma 4.5).

Proof. First, we prove that there exists a constant CI such that ‖u‖ 6 CI ,∀u ∈ Su.
Suppose, reasoning by the contradiction, that there exist sequences {(λn, τn)}∞n=1 ⊂
I×[0, 1] and {(un, vn)}∞n=1 ⊂ K×K such thatAτnλn

(un, vn) = un and limn→∞ ‖un‖ =

+∞. By (H11∗), for k > (aσ
∫ 1−δ0
δ0

G( 1
2 , s)w1(s) ds)−1 there exist a R > 0 such

that
f1(t, u, 0) > ku, ∀(t, u) ∈ [0, 1]× [R,+∞).

Now choose ‖uN‖ > σ−1R. By (H9) and the inequality above, we obtain that

‖uN‖ = ‖AτNλN
(uN , vN )‖

> AτNλN
(uN , vN )(

1

2
)

> λN

∫ 1

0

G(
1

2
, s)w1(s)f1(s, uN (s), 0) ds

> kλN

∫ 1−δ0

δ0

G(
1

2
, s)w1(s)uN (s) ds

> kaσ
∫ 1−δ0

δ0

G(
1

2
, s)w1(s) ds · ‖uN‖ > ‖uN‖,

which is a contradiction.
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Similarly, we can show that there exists a constant CJ such that ‖v‖ 6 CJ for
all v ∈ Sv. �

Lemma 4.4. Assume (H9), (H10*), (H11*) hold. If (λ, µ) ∈ S , then for any
(λ, µ) ∈ (0, λ) × (0, µ), problem (1.2) has at least two component-wise positive so-
lutions, in particular, (0, λ)× (0, µ) ⊂ int S . Moreover, (0, λ]× (0, µ] ⊂ S .

Proof. For any given (λ, µ) ∈ (0, λ) × (0, µ), let (u, v) ∈ [K \ {0}] × [K \ {0}] is a
fixed point of T 1

λ,µ
. Then there exists an ε ∈ (0, 1) such that for all ε ∈ (0, ε] and

t ∈ [0, 1],

λ[f1(t, u(t) + ε, v(t) + ε)− f1(t, u(t), v(t))] < (λ− λ)q1/2,

µ[f2(t, u(t) + ε, v(t) + ε)− f2(t, u(t), v(t))] < (µ− µ)q2/2,
(4.2)

where

q1 = min{f1(t, u, 0) : (t, u) ∈ [0, 1]× [0, ‖u‖]} > 0,

q2 = min{f2(t, 0, v) : (t, v) ∈ [0, 1]× [0, ‖v‖]} > 0,

and thus for all ε ∈ (0, ε] and t ∈ [0, 1],

λf1(t, u(t) + ε, v(t) + ε)− λf1(t, u(t), v(t)) 6 (λ− λ)q1/2 < 0,

µf2(t, u(t) + ε, v(t) + ε)− µf2(t, u(t), v(t)) 6 (µ− µ)q2/2 < 0.

Moreover,

λw1(t)f1(t, u(t) + ε, v(t) + ε)− λw1(t)f1(t, u(t), v(t))

6 (λ− λ)q1 min
t∈[0,1]

w1(t)/2 < 0,

µw2(t)f2(t, u(t) + ε, v(t) + ε)− µw2(t)f2(t, u(t), v(t))

6 (µ− µ)q2 min
t∈[0,1]

w2(t)/2 < 0,

(4.3)

which is valid by the assumptions wi ∈ C([0, 1],R+
0 ) (i = 1, 2).

Next, we construct strict upper solutions (βu(t), βv(t)) of (1.2) according to the
following cases.

Case 1: a > 0, c > 0. Let (βu(t), βv(t)) = (u(t) + ε, v(t) + ε). Then by (4.3),
(βu(t), βv(t)) on (0, 1) satisfies

−(p(t)β′u(t))′ + q(t)βu(t) > −(p(t)u′(t))′ + q(t)u(t)

= λw1(t)f1(t, u(t), v(t))

> λw1(t)f1(t, βu(t), βv(t)),

−(p(t)β′v(t))
′ + q(t)βv(t) > −(p(t)v′(t))′ + q(t)v(t)

= µw2(t)f2(t, u(t), v(t))

> µw2(t)f2(t, βu(t), βv(t)).

(4.4)

On the other hand,

aβu(0)− bp(0)β′u(0) = aβv(0)− bp(0)β′v(0) = aε > 0,

cβu(1) + dp(1)β′u(1) = cβv(1) + dp(1)β′v(1) = cε > 0.
(4.5)

From (4.4) and (4.5), we obtain that (βu(t), βv(t)) is a strict upper solution of (1.2).
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Case 2: a > 0, c = 0. Let

(βu(t), βv(t)) =

{
(u(t) + ε+ aεt

2bp(0) , v(t) + ε+ aεt
2bp(0) ), b > 0,

(u(t) + ε+ εt, v(t) + ε+ εt), b = 0.
(4.6)

From (4.3), it is not difficult to verity that (βu(t), βv(t)) is a strict upper solution
of problem (1.2) as ε ∈ (0, ε] is sufficiently small.

Case 3: a = 0, c > 0. Let

(βu(t), βv(t)) =

{
(u(t) + ε+ cε(1−t)

2dp(1) , v(t) + ε+ cε(1−t)
2dp(1) , d > 0,

(u(t) + ε+ ε(1− t), v(t) + ε+ ε(1− t)), d = 0.
(4.7)

Using (4.3), it is easy to verity that (βu(t), βv(t)) is a strict upper solution of
problem (1.2) as ε ∈ (0, ε] is sufficiently small.

Case 4: a = 0, c = 0. Let

(βu(t), βv(t)) = (u(t) + ε(t2 − t+ 1), v(t) + ε(t2 − t+ 1)),

where ε ∈ (0, ε] is small enough such that

λw1(t)f1(t, u(t), v(t))− 2εp(t)− ε(2t− 1)p′(t) > λw1(t)f1(t, βu(t), βv(t)),

µw2(t)f2(t, u(t), v(t))− 2εp(t)− ε(2t− 1)p′(t) > µw2(t)f2(t, βu(t), βv(t)),
(4.8)

which is valid in view of (4.3). Then by (4.8), (βu(t), βv(t)) satisfies

−(p(t)β′u(t))′ + q(t)βu(t) > λw1(t)f1(t, βu(t), βv(t)), t ∈ (0, 1),

−(p(t)β′v(t))
′ + q(t)βv(t) > µw2(t)f2(t, βu(t), βv(t)), t ∈ (0, 1).

(4.9)

On the other hand,

−bp(0)β′u(0) = −bp(0)β′v(0) = bp(0)ε > 0,

dp(1)β′u(1) = dp(1)β′v(1) = dp(1)ε > 0.
(4.10)

By (4.9) and (4.10), we obtain that (βu(t), βv(t)) is a strict upper solution of (1.2).
Hence, problem (1.2) has at least two component-wise positive solutions for

(λ, µ) ∈ (0, λ)× (0, µ) by Theorem 1.10 and the fact that problem (1.2) has positive
solutions in which at least one component is zero if and only if λµ = 0 because
of condition (H10∗). In particular, (0, λ) × (0, µ) ⊂ S . In addition, if (λ, µ) ∈
(0, λ) × (0, µ), then there is an ε > 0 such that (λ − ε, λ + ε) × (µ − ε, µ + ε) ⊂
(0, λ)× (0, µ) ⊂ S , and thus (λ, µ) ∈ int S . So, (0, λ)× (0, µ) ⊂ int S .

Moreover, by Lemma 4.2 and Lebesgue dominated convergence theorem, we
know that (0, λ]× (0, µ] ⊂ S . �

In what follows, denote

∂(int S ) := the boundary of intS , intS := the closure of intS , (4.11)

we will discuss the properties and structures of sets S and int S in the subsequent
lemmas.

Lemma 4.5. Assume that (H9), (H10*), (H11*) hold. Then int S is nonempty
and bounded.
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Proof. By Lemma 4.1 and Lemma 4.4, it is easy to see that int S is nonempty.
Next, we prove that int S is bounded. In fact, if int S is unbounded, then there

exist sequences {(un, vn)}∞n=1 ⊂ [K \ {0}] × [K \ {0}] and {(λn, µn)}∞n=1 ⊂ int S
such that T 1

λn,µn
(un, vn) = (un, vn) and limn→∞ λn = +∞ or limn→∞ µn = +∞.

Without loss of generality, suppose that limn→∞ λn = +∞. From Lemma 4.2,
we know that there exists a constant M > 0 such that ‖un‖ 6 M , ∀n ∈ N. Let
m = min{f1(t, u, 0) : (t, u) ∈ [0, 1]× [0,M ]} which is positive, then

M > ‖un‖ = ‖A1
λn

(un, vn)‖ > mλn‖
∫ 1

0

G(·, s)w1(s) ds‖ > 0,

thus λn 6 (m‖
∫ 1

0
G(·, s)w1(s) ds‖)−1M , a contradiction. Hence, int S is bounded.

�

Lemma 4.6. Assume that (H9), (H10*), (H11*) hold. Then there is a (λ∗, µ∗) ∈
R+

0 × R+
0 such that ∂(int S ) ∩ {(λ, µ) : λµ = 0} = {(λ, 0) : λ ∈ [0, λ∗]} ∪ {(0, µ) :

µ ∈ [0, µ∗]} and int S ⊂ [0, λ∗]× [0, µ∗].

Proof. By Lemma 4.5, we can define

λ∗ = sup{λ : (λ, µ) ∈ int S } and µ∗ = sup{µ : (λ, µ) ∈ int S }, (4.12)

which are both positive.
Let (λ, µ) ∈ int S , then there exists a sequence {(λn, µn)}∞n=1 ⊂ int S such

that λ = limn→∞ λn and µ = limn→∞ µn. Combining with (4.12), it is easy to

see that (λ, µ) ∈ [0, λ∗] × [0, µ∗]. Thus, int S ⊂ [0, λ∗] × [0, µ∗]. In particular,
∂(int S ) ∩ {(λ, µ) : λµ = 0} ⊂ {(λ, 0) : λ ∈ [0, λ∗]} ∪ {(0, µ) : µ ∈ [0, µ∗]}. On
the other hand, by (4.12) and Lemma 4.4, the reversed inclusion relation is also
valid. �

Now define a family of straight lines

L(s) = {(λ, µ) ∈ R2 : µ = λ− s}, s ∈ [−µ∗, λ∗]. (4.13)

Moreover, by Lemma 4.6, for all s ∈ [−µ∗, λ∗],

λ(s) = sup{λ : (λ, µ) ∈ L(s) ∩ int S }, µ(s) = λ(s)− s, Γ(s) = (λ(s), µ(s))

are well-defined.

Lemma 4.7. Assume that (H9), (H10*), (H11*) hold. Then

(i) λ(s) is nondecreasing and µ(s) is nonincreasing, which implies that {Γ(s) :
s ∈ [−µ∗, λ∗]} is a simple arc;

(ii) {Γ(s) : s ∈ [−µ∗, λ∗]} ∩ {(λ, µ) : λµ = 0} = {(λ∗, 0), (0, µ∗)};
(iii) ∂(int S ) ∩ (R+

0 × R+
0 ) = {Γ(s) : s ∈ (−µ∗, λ∗)};

(iv) S = int S ∪ {Γ(s) : s ∈ (−µ∗, λ∗)}.

Proof. (i) By contradiction, suppose that there exist s1, s2 ∈ [−µ∗, λ∗] with s1 < s2,
such that λ(s1) > λ(s2) or µ(s1) < µ(s2). Without loss of generality, assume that
λ(s1) > λ(s2). Then, by the definition of Γ(s1), there is a (λ′, µ′) ∈ int S in
the neighborhood of (λ(s1), µ(s1)) with λ′ > λ(s2) and µ′ > µ(s2). On the other
hand, by the definition of Γ(s2), there is a (λ′′, µ′′) 6∈ int S in the neighborhood
of (λ(s2), µ(s2)) with λ(s2) < λ′′ < λ′ and µ(s2) < µ′′ < µ′, which implies that
(λ′′, µ′′) ∈ int S in view of Lemma 4.4, a contradiction. Hence, λ(s1) 6 λ(s2) and
µ(s1) > µ(s2), for all s1, s2 ∈ [−µ∗, λ∗] with s1 < s2. Moreover, combining the
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definition of Γ(s) with the nondecreasing of λ(s) and the nonincreasing of µ(s), it
is easy to see that

|s1 − s2|/
√

2 6 |Γ(s1)− Γ(s2)| 6 |s1 − s2|, ∀s1, s2 ∈ [−µ∗, λ∗].

This means that both Γ and Γ−1 are continuous, so {Γ(s) : s ∈ [−µ∗, λ∗]} and the
straight line segment {(λ, 0) : λ ∈ [−µ∗, λ∗]} are homeomorphic, thus {Γ(s) : s ∈
[−µ∗, λ∗]} is a simple arc.

(ii) From Lemma 4.6, it is clear that Γ(−µ∗) = (0, µ∗) and Γ(λ∗) = (λ∗, 0).
Now suppose that there is a s0 ∈ (−µ∗, λ∗), such that λ(s0) = 0 or µ(s0) = 0.
Without loss of generality, assume that λ(s0) = 0, then s0 ∈ (−µ∗, 0]. By use
of the monotonicity of λ(s), we have that λ(s) = 0, for all s ∈ [−µ∗, s0], which
implies that {(0, µ) : µ ∈ (−s0, µ∗]} ∩ ∂(int S ) is an empty set. On the other
hand, by Lemma 4.6, {(0, µ) : µ ∈ (−s0, µ∗]} ⊂ ∂(int S ), a contradiction. That is,
{Γ(s) : s ∈ (−µ∗, λ∗)} ∩ {(λ, µ) : λµ = 0} is empty. So, item (ii) is valid.

(iii) By the definition of Γ(s) and (ii), we obtain that {Γ(s) : s ∈ (−µ∗, λ∗)} ⊂
∂(int S ) ∩ (R+

0 × R+
0 ). Contrarily, for any given (λ, µ) ∈ ∂(int S ) ∩ (R+

0 × R+
0 ),

we will show that (λ, µ) ∈ {Γ(s) : s ∈ (−µ∗, λ∗)}. Let s0 = λ − µ, then s0 ∈
(−µ∗, λ∗). We claim that (λ, µ) = Γ(s0). In fact, from the definition of Γ(s0),
we have that λ(s0) > λ; in addition, if λ(s0) > λ, then there is a (λ, µ) ∈ int S
in the neighborhood of (λ(s0), µ(s0)) with λ > λ and µ > µ, which implies that
(λ, µ) ∈ int S by Lemma 4.4, a contradiction.

(iv) For any given s ∈ (−µ∗, λ∗), there exists a sequence {(λn, µn)}∞n=1 ⊂
int S such that limn→∞(λn, µn) = (λ(s), µ(s)). Combining with Lemma 4.2 and
Lebesgue dominated convergence theorem, (λ(s), µ(s)) ∈ S . In other words,
{Γ(s) : s ∈ (−µ∗, λ∗)} ⊂ S . So, int S ∪ {Γ(s) : s ∈ (−µ∗, λ∗)} ⊂ S .

On the other hand, S ⊂ int S ∪ {Γ(s) : s ∈ (−µ∗, λ∗)}. In fact, if there is
(λ, µ) ∈ S and (λ, µ) 6∈ int S ∪ {Γ(s) : s ∈ (−µ∗, λ∗)}, then by Lemma 4.4,
{Γ(s) : s ∈ (−µ∗, λ∗)} ∩ int S is nonempty, a contradiction. �

Proof of Theorem 1.11. By Lemma 4.7, {Γ(s) : s ∈ [−µ∗, λ∗]} ia a simple arc with
both end (λ∗, 0) and (0, µ∗), and separates R+

0 ×R+
0 into two disjoint subsets int S

and R+
0 × R+

0 \S . Denote

O1 = int S , Γ0 = {Γ(s) : s ∈ (−µ∗, λ∗)}, O2 = R+
0 × R+

0 \S . (4.14)

It is clear that O2∩S = φ, and that O1∪Γ0 = S from item (iv) of Lemma 4.7. By
the definition of S and the fact that problem (1.2) has positive solutions in which
at least one component is zero if and only if λµ = 0 due to the condition (H10∗),
we obtain that problem (1.2) has at least one component-wise positive solution for
(λ, µ) ∈ Γ0 ∪O1 and no solutions for (λ, µ) ∈ O2. Next, it is sufficient to show that
problem (1.2) has at least two component-wise positive solutions for (λ, µ) ∈ O1.
In fact, by (λ, µ) ∈ O1, there is a (λ, µ) ∈ O1 such that (λ, µ) ∈ (0, λ)× (0, µ), then
the desired conclusion derives from Lemma 4.4. �
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[32] J. M. do Ó, S. Lorca, J. Sánchez, P. Ubilla; Positive solutions for a class of multiparameter

ordinary elliptic systems, J. Math. Anal. Appl., 332 (2007), 1249-1266.

[33] J. Sun, G. Zhang; Nontrivial solutions of singular superlinear Sturm-Liouville problems, J.
Math. Anal. Appl., 313 (2006), 518-536.

[34] J. Sun, G. Zhang; Nontrivial solutions of singular sublinear Sturm-Liouville problems, J.
Math. Anal. Appl., 326 (2007), 242-251.

[35] H. Y. Wang; On the number of positive solutions of nonlinear systems, J. Math. Anal. Appl.,

281 (2003), 287-306.
[36] G. T. Whyburn; Topological Analysis, Princeton University Press, Princeton, 1958.

[37] C. Zhong, X. Fan, W. Chen; An Introduction to Nonlinear Functional Analysis, Lanzhou

University Press, Lanzhou, 1998.

Jinfang He
School of Mathematics and Statistics, Lanzhou University, Lanzhou, 730000, China

Email address: hejf14@lzu.edu.cn

Lu Yang (corresponding author)

School of Mathematics and Statistics, Lanzhou University, Lanzhou, 730000, China

Email address: yanglu@lzu.edu.cn


	1. Introduction and statement of main results
	2. Preliminaries
	2.1. Equivalent fixed point problems
	2.2. Fixed point index and its properties
	2.3. Sub and super solutions and Leray-Schauder degree

	3. Proofs of Theorems 1.2, 1.4 and 1.10
	4. Application to nonlinear eigenvalue problem (1.2)
	Acknowledgments

	References

