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ABSTRACT. We use a new variational principle to obtain a positive solution of
—Au+u = a(|z))|u/P~2u in By,

with Neumann boundary conditions where Bj is the unit ball in RV, a in
nonnegative, radial and increasing and p > 2. Note that for N > 3 this
includes supercritical values of p. We find critical points of the functional

1 1
I(u) := —/ a(|x\)17q| — Au+u|fdx — 7/ a(|z|)|u|? dz,
qJB, P JB

over the set of {u € Hrlad(Bl) : 0 < u,u is increasing}, where g is the conjugate

of p. We would like to emphasize the energy functional [ is different from the
standard Euler-Lagrange functional associated with the above equation, i.e.
E(u) ::/ de,/ allzDlwl?
B 2 B, D

The novelty of using I instead of E is the hidden symmetry in I generated by
% fB1 a(]z|)|u|P dz and its Fenchel dual. Additionally we are able to prove the
existence of a positive nonconstant solution, in the case a(|z|) = 1, relatively
easy and without needing to cut off the supercritical nonlinearity. Finally,
we use this new approach to prove existence results for gradient systems with
supercritical nonlinearities.

1. INTRODUCTION

In this paper we consider the existence of positive solutions of the Neumann
problem

—Au+u=a(|z)|ulf?u, zcB;

'LL>O7 meBl, (1 1)
Oou
5207 :1:6831,

where B; is the unit ball centered at the origin in RN, N > 3 and p > 2 and where
we assume a satisfies

(H1) a € L*(0,1) is increasing, not constant and a(r) > 0 a.e. in [0, 1].
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Before we outline our approach we mention prior works regarding (1.1]). For p < 2*
one can utilize the standard critical point theory, which relies on the compact
embedding of H!(B;) into LP(B1), to obtain a positive solution of (1.1). With
this in mind we are interested in the supercritical case p > 2* where one no longer
has the needed compact embedding. We are also interested in the gradient elliptic
system given by
—Au+u= f,(|z],u,v), x€ B
—Av+v=f,(|z],u,v), x€ B
Oou  Ou
—=—=0, z€dBy,
ov  Ov !
under suitable assumptions on f. Our assumption do allow some supercritical
nonlinearities.
We begin by reviewing some known results for (1.1]) in the supercritical case. In
[18] they considered the variant of (|1.1)) where u? is replaced with f(u) where f(u)
is still a supercritical nonlinearity. They then considered the associated classical

energy
2 2
B = [ YA [ e P da,
2
Bl Bl

(1.2)

where F’(u) = f(u). Their goal was to find critical points of E over H_ ,(Bj) (the
H'(B) radial functions). Of course since f is supercritical the standard approach
of finding critical points will present difficulties and hence their idea was to find
critical points of E over the cone {u € H} ;(B;) : 0 < u,u is increasing}. Doing
this is somewhat standard but now the issue is the critical points do not necessarily
correspond to critical points over HY  (B;) and hence one can not conclude the
critical points solve the equation. The majority of their work is to show that in fact
the critical points of E on the cone are really critical points over the full space. In
2],

—Au+V(|lz|))u= |u|p*2u, r € B;

(1.3)
u>0, z¢€bB,

was examined under both homogeneous Neumann and Dirichlet boundary con-
ditions. We will restrict our attention to their results regarding the Neumann
boundary conditions. Consider G(r, s) the Green function of the operator

N -1
L(u) = —u" — . u +V(r)u, «'(0)=0,

with u/(1) = 0. Define now H(r) := (G(r,r))"!0B;|rN~! for 0 < r < 1. One of
their results states that for V' > 0 (not identically zero) if H has a local minimum
at 7 € (0,1] then for p large enough, has a solution with Neumann boundary
conditions and the solutions have a prescribed asymptotic behavior as p — oo.
Additionally they can find as many solutions as H has local minimums. This work
contains many results and we will list one more related result. For V"= A > 0,
the problem has a positive nonconstant solution with Neumann boundary
conditions provided p is large enough. This methods used in [I2] appear to be very
different from the methods used in the all the other works. It appears the works
of [18] and [12] were done completely independent of each other. The next work
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related to (1.1) was [2] where they considered
—Au+b(Jz|)z - Vu+u=a(|z|)f(u), =€ B
u>0, x¢€ B,
ou_
o
where again f was allowed to be supercritical and where various assumptions were
imposed on b. Their approach was similar to [I8] in the sense that they also
worked on the cone {u € H. ;(B1) : 0 < u,u is increasing} but instead of using a
variational approach they used a topological approach. They were able to weaken
the assumptions needed on f. In the case of ¢« = 1 one sees that the constant
ug is a solution provided f(ug) = ug. In [2] they have showed that (1.4) has a
positive nonconstant solution in the case of b = 0 provided there is some ug > 0
with f(ug) = up and f'(ug) > A53d which is the second radial eigenvalue of —A + T
in the unit ball with Neumann boundary conditions. Note that this result shows
there is a positive nonconstant solution of (1.1 provided p — 1 > A4, In [3] they
considered various elliptic systems of the form
—Au+u:f(|x|,u,v), SCGBl
—Av+v=g(|z|,u,v), =€ B
Oou  Ou
—=—=0, € 0B;.
v Ov v !
In particular they examined the gradient system when
f(|l’|,”u,,”U) - Gu(|x|,u,v),g(|x\,u,v) - GU(|’JJ‘,U,U)
and they also considered the Hamiltonian system version where
f("ﬂvuav) = HU(|x‘7uvv)’g(‘x|vu’v) = Hu(|x‘7uvv)'

In both cases there obtain positive solutions under various assumptions (which al-
lowed supercritical nonlinearities). They also obtain positive nonconstant solutions
in the case of f(|z|,u,v) = f(u,v), g(|z|,u,v) = g(u,v); note in this case there is
the added difficulty of avoiding the possible constant solutions.

These results were extended to p-Laplace versions in [I9]. The methods of [12]
were extended to prove results regarding multi-layer radials solutions in [I]. Finally
we mention the work of [4] where problems on the annulus were considered.

One final point we mention is that there is another type of supercritical problem
that one can examine on B;. One can examine supercritical equations like or
the case of zero Dirichlet boundary conditions when a is radial and a = 0 at the
origin; a well known case of this is the Hénon equation given by —Au = |z|*uP in
By with u = 0 on 9B; where 0 < a. In [I7] it was shown the Hénon equation has
a positive solution if and only if p < %, and note this includes a range of
supercritical p. This increased range of p is coming from the fact that a = 0 at the
origin. We mention this phenomena is very different than what is going on in the
above works. Results regarding positive solutions of supercritical Hénon equations
on general domains have also been obtained, see [5] and [11].

(1.4)
O, HASS 6317

Remark 1.1. We would like to stress the fact that the results we obtain regarding
have already been obtained in [2] [B] 12, I§]. Our main contribution, we
believe, is two-fold. The first is that in our approach we can apply a new variational
principle, see Theorem to obtain results. The second benefit of our approach
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is related to finding positive nonconstant solutions of in the case of a(r) a
constant. We are able to use the mountain pass level directly to rule out that the
solution is constant without needing to cut the nonlinearity off appropriately and
make the problem subcritical. This seems to shorten and simplify the proof. Even
though, we are stating our results for the nonlinearity f(u) = |u[’~'u, one can
easily consider other nonlinearities as long as f is an increasing function.

Our approach. Our plan is to prove existence for by making use of a new
variational principle established recently in [I3] (see also [14} [15] [16]). To be more
specific, let V' be a reflexive Banach space, V* its topological dual and K be a closed
convex subset of V. Assume that ® : V' — R is convex, Gateaux differentiable and
lower semi-continuous and that A : Dom(A) C V — V* is a linear symmetric
operator. Let ®* be the Fenchel dual of @, i.e.

®*(u*) = sup{(u*,u) — ®P(u);u eV}, u*eV*

where the pairing between V and V* is denoted by (-,-). Define the function
Vg : V — (—o0,+00] by

d*(Au), ueK,
Wie(u) = { (Au) (15)
~+00, u g K.
Consider the functional I : V — (—00, +00] defined by
Ik (w) = Ug(w) — P(w).
A point u € Dom(V¥) is said to be a critical point of I if D®(u) € OV (u) or
equivalently,
Uk () = Ug(u) > (DP(u),v —u), YveV.

We shall now recall the following variational principle established in [13].
Theorem 1.2. Let V be a reflexive Banach space and K be a closed convex subset
of V. Let ® : V — R be a Gateauz differentiable convex and lower semi-continuous
function, and let the linear operator A : Dom(A) C V. — V* be symmetric and
positive. Assume that u is a critical point of Ix(w) = Vi (w) — ®(w), and that
there exists v € K satisfying the linear equation

Av = D®(u).
Then u € K is a solution of the equation

Au= D®(u).

To adapt Theorem to our case, consider the Banach space V = HL ,(B;) N
L?(By), where

L (By) := {u : /B a(|z])|u|P dx < oo},

1

and V is equipped with the norm

llwll s=llull g + (/ a(|x|)|u|p>1/1’

By

([ avup+pupyan) o ([ atablup i)™

1
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Let W = LP(By). It is easily seen that W*, the topological dual of W, is of the
form

W ={g: / o))t lg(x) |7 dx < oo},

where 1/p + 1/¢ = 1. Note that by using Lemma and a density argument we
have that the trace g—z is well-defined for functions u € V with —Au +u € W*.
Thus, for each u € V we can define the operator A : Dom(A) C V — W* by
Au := —Au + u, where

ou

Dom(A) ={ueV;Au e W* and I 0 on 0B }.

Note that one can rewrite problem (1.1)) as Au = Dy(u), where

1
o) = [ alfel)lup da.
P JB,
Our ambient set is that of radially increasing functions;
Ko:={ueV:u(r)>0u(r) <u(s),Vrsec[0,1],r < s}.

We also define
0
K := KoynDom(A4) = {u €eKy: —Au+ueW* and 87?1 =0 on 831}.

Recall that ¢ is the conjugate of p, i.e. % + % = 1 and consider

() = {;IBI a(lz))'~ — Au+u|?dz, ueK

~+o00, ué¢ K, (16)

with Dom(¢) = {u € V; ¢(u) < oo}. Here is a direct consequence of Theorem 1.2

Corollary 1.3. Assume that u is a critical point of
1
Iw) = 0w) > [ allalul? do (17)
pJB,

If there exists v € Dom(v)) satisfying the linear equation
~Av+v=a(|z))|ulP?u, =€ B
d (1.8)
av =0, «x€dB,
ov

then u is a solution of the equation
~Au+u=a(|z))|ulP?u, =€ B
ou
- = O, x e 3B1,
v

Even though this corollary follows directly from Theorem for the convenience
of the reader we shall prove it in this paper. Here is our existence Theorem.

Theorem 1.4. Assume that (H1) holds. Then problem (1.1) admits at least one
radially increasing positive solution.

Evidently, Corollary [I.3|maps out the plan for the prove of Theorem[I.4 Indeed,
by using a non-smooth critical point theory we show that the functional I defined
in has a non-trivial critical point and then we shall prove that the linear
equation has a solution. We can also make use of the critical value of the



6 C. COWAN, A. MOAMENI, L. SALIMI EJDE-2017/213

functional I given in (1.7)) to show that if a(z) = 1 then problem (1.1)) may admit
a non-constant solution. In fact, let Ay be the second radial eigenvalue of —A + I
in the unit ball with Neumann boundary conditions. We have the following result.

Proposition 1.5. If Ay < p — 1 then problem (L.1) admits at least one positive
non-constant radially increasing solution.

Even though the latter result is already contained in [2], our proof is much shorter
and is based on the new proposed variational principle. In the next section we shall
recall some preliminaries and then we proceed with the proofs regarding to problem
in Section 3. The last section is devoted to gradient systems.

2. PRELIMINARIES

In this section we recall some important definitions and results from Convex
Analysis and minimax principles for lower semi-continuous functions.

Let V be a real Banach space and V* its topological dual and let (-,-) be the
pairing between V and V*. The weak topology on V induced by (-,-) is denoted
by o(V,V*). A function ¥ : V — R is said to be weakly lower semi-continuous if

U(u) < liminf ¥(u,),
n—oo
for each u € V and any sequence u,, approaching u in the weak topology o(V,V*).
Let ¥ : V — RU{oo} be a proper convex function. The subdifferential 0¥ of ¥ is
defined to be the following set-valued operator: if u € Dom(¥) = {v € V; ¥(v) <
oo}, set

OV(u) ={u" e V" (u",v —u) + U(u) < U(v) for all v € V}

and if u &€ Dom(V), set 0¥ (u) = 0. If ¥ is Gateaux differentiable at u, denote by
DU (u) the derivative of ¥ at u. In this case 0¥ (u) = {D¥(u)}.

The Fenchel dual of an arbitrary function ¥ is denoted by ¥*, that is function
on V* and is defined by

U*(u*) = sup{(u*,u) — ¥(u);u € V}.

Clearly U* : V* — R U {oo} is convex and weakly lower semi-continuous. The
following standard result is crucial in the subsequent analysis (see [8 [7 [6] for a
proof).

Proposition 2.1. Let ¥ : V — RU{oco} be an arbitrary function. The following
statements hold:

(1) U**(u) < U(u) for alueV.
(2) ¥(u)+ T*(u*) > (u*,u) for allu €V and u* € V*.
(3) If U is convex and lower-semi continuous then U** = U and the following
assertions are equivalent:
— U(u) + U*(u*) = (u,u*).
— u* € 0¥(u).
— u € 9U*(u*).

We shall now recall some notation and results for the minimax principles of lower
semi-continuous functions.
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Definition 2.2. Let V be a real Banach space, ¢ € C}(V,R) and ¢ : V —
(—00, +00] be proper (i.e. Dom(y)) # ), convex and lower semi-continuous. A
point u € V is said to be a critical point of

I = w — SD (2.1)
if u € Dom(t) and if it satisfies the inequality
(Dp(u),u—v) +1p(v) —¢(u) 20, VveV. (2:2)

Definition 2.3. We say that I satisfies the Palais-Smale compactness condition
(PS) if every sequence {u,} such that

o Iu,] —c€eR,
b <D(p(un)aun - 'U> + 1/1(”) - ¢(Un) > _EnHU - un“a YvoeV.
where €, — 0, then {u,} possesses a convergent subsequence.
The following Mountain Pass Theorem is proved in [20].
Theorem 2.4. Suppose that I : V — (—o0,+00] is of the form (2.1) and satisfies
the Palais-Smale condition and the Mountain Pass Geometry (MPG):
(1) I1(0) = 0.
(2) there exists e € V such that I(e) < 0.

(3) there exists some p such that 0 < p < ||e|| and for every u € V with |lu|| = p
one has I(u) > 0.

Then I has a critical value ¢ > p which is characterized by

c=inf sup Ilg(t)],
Inf sup. [9(t)]

where I' = {g € C([0,1],V) : g(0) = 0,9(1) = e}.

3. SUPERCRITICAL NEUMANN EQUATIONS

We shall need some preliminary results before proving Theorem|[I.4]and Corollary
Recall that

L2 (By) ={u: /a(\x|)|u|p dx < oo}

Let W = LP(By). It is easily seen that W*, the topological dual of W, is of the
form,

W ={g: / a(jz]) ' ]g(x)|? dz < oo},
where, as before, 1/p+1/q = 1.

Lemma 3.1. For each g € W* we have

* —1 al(zx) Y g(x)|? dz
mg)—q/u l9(@)|" dz,

where ¢ : V. — R is defined by p(v) = %fa(|x|)|v|p dx.

Proof. Take g € W*. It follows from the density of V' in W that
©*(9) = sup{(v,9) — p(v)}
veV

—sup { [ vla)gta)da = [allalor}
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= sup { [ vlalgta)da = [allalor}

L =9 g(2)|9 dz
=+ [ allal - lg(aa

as desired. O

Lemma 3.2. There exists a constant C > 0 such that

C| a—ud0|q §/ a(|z)) ) — Au + u|? dz + ’ udw’q (3.1)
oB, On By By
for all w € C*(By). In particular, if u is radial, i.e. u(x) = u(|z|), then
2IC| (1)) g/ a(le)) = Autulfdz+ | [ ude]?, (3.2)
Bl Bl

where v, is the surface area of the unit ball in R™.

Proof. Define h: By \ {0} x R — R by

1—q‘yi.
q

Note that the function y — h(x,y) is convex for each x € By \ {0}, and its Fenchel
dual h*(z,-) with respect to the second variable is given by

I
)
It then from h(x,y) + h*(z,2) > yz it follows that

Wz, y) = a(x)

h*(z,z) = a(x)

l—q|y|q |Z|p
a(z) TEyz—a(x)T, Vy,z € R, x € By \ {0}.

Now substituting y by —Awu + w in the latter inequality and integrating over By we
obtain that

1 p
f/ a(|z))* —Au+u|qu2z/ (—Au)dw—i—z/ udr — ﬁ/ a(x) dz,
q .JB, By By p B,

for all z € R. Maximizing the latter inequality over all z € R implies that

1 1—q q 1 ? 1ma
- a(lz)) 7 — Au+ ul?dx > f’/ (—Au)dx + udm‘ ( a(x) da:) .
q9.JB, q'/B, B, B,

It then follows that

’/Bf‘m” dot /B uds|' < ( /B a(e)dr)" /B ) Auuft e (39

On the other hand by the Green’s theorem
Audxr = @
B, oB, On

from which together with (3.3)) the inequality (3.1) follows. If now w is radial then
inequality (3.1]) simply yields (3.2). a

do,
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Note that by using Lemma (3.2]) and a density argument we have that the trace

% is well-defined for functions v € V with —Au + u € W*. Recall from the

introduction that the operator A : Dom(A) C V — W* is defined by Av := —Av+w,
where

Dom(A) = {v € V;Av € W* and ? =0},
n

and ¢ : V — R is defined by
1
o) = [ alfel)lup da,
P JB,
and finally ¢ : V' — [0, 00| is defined by
() = %fBl a(|z))*79 — Au+ultdr, ueK
+00, ué¢ K,
where
K = {u € Dom(A4) : u(r) > 0,u(r) < u(s),Vr,s € [0,1],r < s}.

Proof of Corollary[I.3 Note first that the duality mapping (-, -) between V and V*
is defined by

(f,9) = . f(@)g(x)dz, VfeV,VgeV"
Since u is a critical point of I, it follows from Definition [2.2] that

b(w) — b(u) = (Dp(u),w —u), Vwe V. (3.4)
Since I(u) is finite we have that u € Dom(vy)) and

() = é/ a(|#) =7 — Au+uff dz < oo.
B,

It then follows that Au € W* and ¢ (u) = ¢*(Au) as shown in Lemma By
assumption, there exists v € Dom(%)) satisfying Av = Dy(u). Substituting w = v

in yields that
¢ (Av) — " (Au) = P (v) = p(u) 2 (Dp(u),v —u) = (Av,v — u). (3.5)

On the other hand it follows from Av = De(u) and Proposition that v €
O™ (Av) from which we obtain

0" (Au) — ™ (Av) > (u, Au — Av). (3.6)

Adding (3.5) and (3.6) we obtain
(u, Au — Av) + (Av,v —u) < 0.

Since A is symmetric we obtain that (u — v, Au — Av) < 0 from which we obtain

/ |Vu7Vv|2dx+/ lu —v|*dx <0,
Bl Bl

thereby giving that © = v. It then follows that Au = Av = Dy(u) as claimed. O

We shall need a few preliminary lemmas before proving our main theorem.
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Lemma 3.3. The functional ¢ : V — (—o00, 0] defined by

o) = {7 o 02D = Bt ultdn, we K
+00, ué¢ K,

is weakly lower semi-continuous.

Proof. Let {u,} be a sequence in V that converges weakly to some v € V. If a :=
liminf,,_, ¥(u,) = co the there is nothing to prove. Let us assume that o < co.
Thus, up to a subsequence, u,, — u a.e., P(u,) < co and lim,,_,+, ¥ (u,) = . Since
u, — u a.e. we have that u € Ky. We now show that u € K.

Take v € C2(Q2). It follows that

) = 0" ((— Dty + 1) > /Q o) (~ Aty + 1) di — p(v),

from which we obtain

1—|—a—|—ap(v)Z/thn(a:)(—Av—i—v)dx,

for n large. Letting n — oo we obtain

1+a+p) > /Qu(x)(—Av—&—v)d:U, Vv € C2(Q).

This indeed implies that —Au +u € LL (Bj). Therefore,

loc

1+a+ ) > /Qv(a:)(—Au—&—u)dx, Vv € C2(9Q).

Since C2(Q) is dense in W = LE(£2), we obtain

1+04+<P(U)Z/v(x)(—Au+u)dx, Vo € W,
Q

This indeed implies that —Au +u € W*. Take now v € W and note that

D) > / 0(@)(~ Aty + 1) dz — p(v),
Q
from which we obtain

lim inf ¢ (u,) > /Qv(x)(—Au +u) dz — p(v),

n—oo

Taking supremum over all v € W implies that

lim inf ¢ (u,) > 1/ a(|z))7 — Au + u|? dx = (),
4.8,

from which the lower semi-continuity of v follows. [
Lemma 3.4. There exists C = C(R,N) > 0 such that
lu]|oo < Cllullgr, Yu € K.

Proof. Let 0 < r < 1 and B, be a ball centered at the origin with radius r. It
follows from the continuous embedding of H'(B; \ B,) C L>(Bj \ B,) that there
exists a constant C' > 0 such that

ullLoe B,y = Ul (B\B,) < Cllullmr (L= B\B,))-
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Lemma 3.5. Let V = H!

~a(B1) N LP(By) and consider the functional I 1V — R
by
I(u) := ¢ (u) — ¢(u),

with ¢ and v as in Corollary[1.3 Then I has a nontrivial critical point.

Proof. We make use Theorem [2.4] to prove this lemma. We shall do this in several
steps. First note that

Dy(u) = a(|z])[ulP~?u,
and therefore ¢ is C'! on the space V. Note also that 1 is proper, convex and lower
semi-continuous as K is closed in V.
Step 1. We verify (MPG) for I. It is clear that I(0) = 0. Take e € K with
Ae € W*. It follows that

1 1
I(te):f/ a(|m|)1’q\tAe\qu—f/ a(|z)ltel? do
q.J)B, P JB,
t 1—q q tr p
=—/ a(jz))1= 9| Ae| dx——/ afja)lel? da
q JB, p

By

Now, since p > 2 one has that ¢ < 2. Thus for ¢ sufficiently large I(te) is negative.
We now prove condition 3) of (M PG). Take u € Dom(v) with |ully = p > 0. We
have

I(u) = " (Au) — (u) > (Au, u) = 2p(u) = ||ullfp — 2p(u) (3.7)
Note that from Lemma [3.4] for u € K one has ||u||oc < C1||u| 1. Therefore,
» 1/p
lully = el + ([ allaDluar) ™ < 1+ Collullr (39
1
Also
1
plu) = ;/ a(lz))|ul” dz < Csllulf < Csp (3.9)
B
Therefore from (3.7), (3.8) and (3.9) we obtain
2
p
Iu] > ——— —2C 0
[U] = (1+02)2 3pp >

provided p > 0 is small enough as p > 2 and Cy and Cj5 are constants. If u ¢
Dom(v)), then clearly I(u) > 0. Therefore (MPG) holds for the functional I.

Step 2. We verify (PS) compactness condition. Suppose that {u,} is a sequence
in K such that I(u,) — c € R, ¢, — 0 and

(Do(un), un — vy + ¥(v) — U(uyp) > —eulv — upnlly, YveW. (3.10)

We must show that {u,} has a convergent subsequence in V. First, note that
up, € Dom(v)) and therefore,

I(u,) = ¢*(Au,) — o(uy,) — ¢, asn — oo.
Thus, for large values of n we have
0" (Auy) — p(uy) <1+c. (3.11)
In , set v = ru,, where r :=p—1> 1. Then
(1 =r)(Dp(un), un) + (r! = o™ (Aun) = —en(r — 1)[un]lv. (3.12)
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On the other hand,

(Dip(ttn), 1) = /B a2 un(2)? dz = pip(uun) (3.13)

It now follows from (3.12)), (3.13) and (3.8) that
(r = Dpp(un) = (r* = g™ (Aun) < en(r = Dl|unllv < Cenflunlm, — (3.14)
Now observe that 77 — 1 < p(r — 1). Take @ > 0 such that 77 — 1 < o < p(r — 1).
Multiply (3.11) by « and add it to (3.14)) to get
[ = (7 = D]" (Aun) + [(r = 1)p — afo(un) < CL(1+ [lunl ),
and therefore
¢" (Aun) + @(un) < Co(1+ [lunllar), (3.15)
for an appropriate constant Co > 0. On the other hand
¢ (Aun) + @(un) > (Aun, un) = ”un”?{la
which according to (3.15) results in
[unllfn < Co(1 + Jlunllm).

Therefore {u,} is bounded in H'. Using standard results in Sobolev spaces, after
passing to a subsequence if necessary, there exists & € H' such that u,, — @ weakly
in H', u,, — @ strongly in L? and u, — 1 a.e.. Also according to Lemma
from boundedness of {u,} in H* one can deduce that {u,,} is bounded in L°°, thus
lunlloe < C for a positive constant C. Note that every u, is radial, so @ is radial
too and moreover @ € K. It also follows from that {¢*(Auy,)} is bounded
and therefore,
p*(Au) < linm i£f 0¥ (Auy) < o0,

from which we obtain @ € Dom(%). Now in (3.10) set v = u:
- /“(|33\)|un|”_1(ﬂ — un) dz + " (Au) — ©"(Aun) 2 —€pllti —unv,  (3.16)
One has
| [ atlalun? @~ wn) da] < €] [ a(fel)(a—un) da]
Note that © — u,, — 0 a.e., also
la(|])(@(z) = un(2))| < allz])([[unlloo + |E]o) < Callz])
since a € L', then from Dominated Convergence Theorem one can deduce that

/a(\xl)\unIP‘l\ﬂ — wp| dz — 0.

Therefore passing into limits in results in
lim sup p* (Au,,) < ¢*(Aa). (3.17)
n—oo
The latter inequality together with the fact that ¢*(Az) < liminf, . ¢*(Auy)
yield that
©*(Aa) = lim ¢ (Auy,).

n—oo
Now observe that
Junll7r =l = (Aun, un) — (A, @)

3.18
= (Aup, u, — u) + (Au, — A, u). (3.18)
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But weakly convergence of u,, to @ in H' means that Au, — A@ weakly in H !,
thus

(Auy, — Au,u) — 0, asn — oo. (3.19)
We also have

g—1

(At un — ) < | a(z) 7 |Augla(@) T |up — 1] do
B,
- 1/q N (3.20)
< ([ atey1au)?) ([ a@lu, - ap)
B, B,
Now since 4 — u,, — 0 a.e., and
la(|z])||u(z) — un ()" < Ca(|z]),
it follows from the dominated convergence theorem that
/ alu, —ul’dr — 0, asn — oo. (3.21)
B

It now follows from (3.20), (3.21) and the boundedness of [, a'~7|Au,|? dz that
(Aup,u, —u) — 0, asn — oo. (3.22)

Therefore, from (3.18), (3.19) and (3.22) one has

Uun — @ strongly in H*
and from (3.8) u, — @ strongly in V' as desired. d

Lemma 3.6. Let v € Dom(v)). Then there exists v € Dom(v) such that Av =
a(z)u(z)P~1.

This result is essentially contained in a portion of [2]. We give a proof for the
convenience of the reader.

Proof. Let u € Dom(z) and so note that 0 < w € K N HL (B1) N L>®(B;). We
need to show the existence of v € Dom(w)) which satisfies (|1.8). Instead we find a

solution v, € Dom(v) of

~ AV, + Uy = (2P, € By

9 (3.23)

& = 0, T € BBl,

v
where 0 < a,, < a is a smoothed version of a which is increasing and nonconstant
on (0,1) and such that a,, — a in L'(0,1); see below where we give an approach
to construct these a,,. By standard methods we see there exists some 0 < v, €
H! (B;) which satisfies (3.23). By elliptic regularity one sees that v,,, € H*(By)
after considering the fact that a,, is smooth and u € KN HY ;(B1)NL>(B;) along
with the fact that p > 2. For 0 < r < 1 note that wy, () := (v.,)(|z|) satisfies

N-1
—Aw,, + (W + 1)wm =gm, € B1\{0}
T
W = O, S 3B1,

(3.24)

where g,, (z) = a’, (r)u(r)?~ L +a,,(r)(p—1)u(r)?=2u/(r) > 0 on (0,1) where r = |z|.
Note that w,, € H.  (B1) and has enough regularity to extend the solution of
to the full ball B;. Then one can apply a weak maximum principle to see
that w,, > 0 in By. In particular we have (v,,), > 0 in (0,1). We now multiply
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(3.23) by v,, and integrate by parts to see that {v,,} is bounded in H'(B;). By
passing to a subsequence we can assume there is some 0 < v € H. ,(B) such that

vm — vin H(Bj). Additionally one has that v is increasing on (0,1) and so v € K.
We now show that v satisfies Av = a(x)u(x)P~1. From (3.23) we see that

Vg, - Vn+vpnde = / amup_ln dx (3.25)

Bl Bl

for all n € H'(By) N L>°(By). Since vy, — v in H'(B;) we can pass to the limit in
to see that v satisfies Av = a(x)u(x)P~! in the weak sense. Using @ one
sees that {v,,} is bounded in Wi’fq(Bl); note that the right hand side of (3.23)
is bounded in L*(Bg) for R < 1. By a diagonal argument in R and passing to

another subsequence) one can assume that v,, — v in V[/lic2 (By). Fix $ <R <1
and then note by (3.23)) we have

/ | — Avy, + |90l 9 do = / uP~Vq,, dr < / uP V9 de < oo (3.26)
Br Br B1

We now let 0 < € < i be small and recall that a is bounded away from zero on any
compact interval in (0, 1]. Then note

/ | — Avy, + V|90~ dx
Br\Be

< / | — Avpy, + v |%al 1 dm—l—/ | — Avpy, 4 v |9)at ™7 — a7 9| du,
Br\B. Br\B.

< / uP~Vq dx +/ | — Avp, 4 v |9)a’ ™ — al 79| da,
Bl BR\BE
where we have utilized (3.26)). Then note that
/ | — Avyy 4 v |9]a’ ™ — al 9| dx
Br\Be

< = Avp + vl 2By la' = = apy Ul L2 (Br\B.)»

and note that |||—Avm4vm|9|| L2(8,) is bounded in m and [|a'~—a} | L2(p\B.) —
0 as m — 0. This gives

lim sup/ | — Ay, 4 vy |90 "9 da < / uP~Vq dy, (3.27)
BRr\Be. B,

m

and hence we just need to pass to the limit in the left hand side. Since v, — v in
W?224(Bpg) (and hence in W24(Bg)) we have —Av,, +v,, — —Av+wv in LY(Bg) and
therefore we also have this weak convergence in LY(Bg\B,). Noting that the dual of
LY(Bgr\B.) and LY(Bg\ B, a'~dz) are equal we have that —Auv,, +v,, — —Av+wv
in L9(Br\Be,a'~%dz). We now use the fact that a norm is weakly lower semi
continuous to see that

/ | — Av +v|%a* "% dz < liminf | — Avp, + v |90~ da.
Br\Be m Br\B.

Combining this with (3.27)) shows that

/ | — Av +v|%a* " Tdx < / w19 gy,
Br\Be By
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Since | — Av +v|? € L?(Bg) we can send € \, 0 to obtain

/ |—Av+v|qa1_qu§/ uP=V 4y,
BR Bl

and we can now send R 1 to see that v € Dom(¢).

We now construct a,,; which will involve cutting a off and then using a mollifier
to smooth the cut off. For large integers m we define b, on [0,00) via b,,(r) =
min{a(r), m} and so note for each m that b,, is increasing on (0,1). Now extend
by (1) t0 by (1) for r > 1 and by, = 0 for < 0. Let 0 < 7 be smooth with n =0 on
(—o0,—1) U (0,00) and > 0 on (—1,0). We also assume that ffl n(T)dr = 1. For
€ > 0 define n(r) := 1n(%) and

0
by, (1) ::/ Ne (7)o (1 + 7)d,

—e€
note that this is just the usual mollification except the support of 7 is adjusted
slightly. Since by, is increasing we see that for each fixed € > 0 that b5, is increasing
in . Then note that we have

0 0

0<bu(r) = [ 0D+ 1)r < ba(r) [ nr)dr = () < alr).
We now let €, \, 0 and we set a,,(r) := bs. So we have 0 < a,,,(r) < a(r) for
all m. Also r + ap,(r) is increasing in r. One can now show that a,, — a in
LY(0,1). O

Proof of Theorem[1.4). It follows from Lemma [3.5] that the functional I has a non-
trivial critical point u. It also follows from Lemmathat there exists v € Dom(v))
satisfying the linear equation Av = Dp(u). It now follows from Corollary that u
must be a nontrivial nonnegative solution of (L.1)). Setting C(z) := 1—a(|z|)u(z)P~2
one sees that —Au + C(z)u = 0 in By. We now show that « > 0 in B;. Assuming
not one must have u(0) = 0 after considering the fact that u is radial and increas-
ing. We can now apply the strong maximum principle to see that u is identically
zero in By, giving us the needed contradiction. O

To prove Proposition we first recall the following result from [2, Lemma 4.8].
Lemma 3.7. Let w be an eigenfunction associated to Ao, the second radial eigen-
value of —A + I in the unit ball, that is

—Aw+w=Xw, z€DB

w radial, (3.28)

ow

- = O7 T € 831,

v
Then w is unique up to a multiplicative factor and we can choose it increasing.
Moreover, fBl wdx = 0.

Proof of Proposition[1.5 It follows from Theorem that the problem (L.1)) has a
positive solution u with I(u) = ¢ > 0 where the critical value ¢ is characterized by

c=inf sup I|g(t)],

Inf sup. [9(8)]
where I' = {g € C([0,1],V) : g(0) = 0 # g(1),I(g(1)) < 0}. Note that the
constant function uyg = 1 is the only positive constant solution of (1.1)). We shall
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show that I(u) = ¢ < I(1) from which one can easily deduce that u is not a
constant solution. Let w be as in Lemma and s € RT with |s| < 1/||w]|s. It
follows that 1 + sw € K. Take now r € R" such that I((1+4 sw)r) = 0. Define
g:10,1] = V by g(t) = t(1 + sw)r and note that I(g(0)) = I(g(1)) = 0. It follows
that ¢ < maxejo,111 (9(t)) where

I(g(t)) = ﬁ/B \T(l+s)\2w)|qu—%/ (1 + sw)|P dz.

q B,

An easy computation shows that

_p_
1+ A 9dx)r1
max I(g(t)):(lfl (f| + 28w| JUL
t€0,1] q p (f|1+8w|pd1-)19*q
On the other hand we have
1 1
I(1)=(---)Cuy,
(1) (q p) N

where Cp is the volume of the unit ball in RY. We need to show that for small
values of s # 0, we have
(1 1)(f|1+Azsw|de)ﬁ _ 1 1
¢ P ([|L4swpd)T 4P

We can rewrite the latter inequality as follows

(/\1+)\gsw|qd:c)p <C§fq(/|1+sw\”dx)q.

Define f : R — R by
f(s):= (/\1 +)\23w|qu)p —Ci,*q</|1+sw|pd;v>q.

Note that f(0) = 0. It also follows from fBl wdr = 0 that f'(0) = 0. An easy
computation shows that

F7(0) = palg — DAL CEY / wl? de — C% 9gp(p — 1)C% / l? de,

from which we have that f~ (0) < 0 if and only if Ay < p—1. This indeed shows that
f(s) < f(0) for s sufficiently close to zero from which the desired result follows. O

4. ELLIPTIC SYSTEMS

In this section we are interested in obtaining positive solutions of the gradient
system (1.2). We assume that f : [0,1] x R? — R is a sufficiently smooth function.
We also assume that the function f, := % f satisfies the following properties:

(A1) For each r € [0, 1] the function (u,v) — f(r,u,v) is convex.

(AQ) For each r € (07 ]-] and u,v > 0 one has 0, fu, O fu, fu, fo, fuu, fovs fuv are

nonnegative.

(A3) There exists p1,p2 > 2 and positive functions a1, as € L(0, 1) such that

0 < fr,u,0) < (ar(r)[ul™ + ag(r)[v[").
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(A4) There exists u > 2 such that
pf (ryu,v) = fulr,u,v)u+ folr, u,v)v,
for all (r,u,v) € [0,1] x R2.

Now consider the Banach space V = (H !

rad(Bl) X Hrlad(Bl)) N (Lgi(Bl) X
L?2(By)), where

LPi(By) := {u : / a;(|x])|u|P de < oo}7 1=1,2,
By

and V is equipped with the norm

5=l + ol + ( f aneblu) ™+ ([ aatabiop=) ™

Bl Bl

For (u,v) € V define the linear symmetric operator B : Dom(B) C V — V* by
B(u,v) := (—=Au + u, —Av + v) where
0 0
Dom(B) = {(u,v) € V; a—z = a—z =0, and B(u,v)€V*}.

Note that B is a positive operator as

(B(u,v),(u,v»va*:/ |Vu|2dx+/ \u|2d:c+/ |Vv|2dx+/ (v|? da.
B4 B, By B,

Note that one can rewrite the system (1.2)) as B(u,v) = DF(u,v), where the convex
function F' : V — R is defined by

Fluo) = [ 1(lal.u(@).v(@)) de
1
As in the previous case we define
F*(B Kx K
Glu,v) = { T (Bwv)) - (wv) € Kx (4.1)
+00, otherwise,
where F* : V* — (—o00, +00] is the Fenchel dual of F. We have the following result.

Theorem 4.1. Assume that conditions (A1)—(A4) hold. Then the functional J :
V — (—00,4+00] defined by

J(u,v) = G(u,v) — F(u,v),
has a nontrival critical point (ug, vo) which is indeed a solution for the system (1.2]).

Proof. The proof is very similar to the previous case when we dealt with an equa-
tion. Here we just sketch the proof. Let W; = L%i(B;) for i = 1,2. It follows from
Az that the functional F': W7 x Wy — R defined by

F(u,v):/B f(|x|,u(x),v(x)) dz,

is C''. The pairing between W; and W is nothing but (u, u*Yw, xw;, fBl x)dx
for u € W; and u* € W/ . It also follows from As that for all (u*,v*) € VV1 X T/V2 ,
F*(u*,v")

= sup{(u, u*) + (v,v") — F(u,v)}

uU,v
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> sup {0+ (0.0") = [ ax(faDlu()” do ~ [ as(lalo(o) do}

- C/al(|wl)1”’3IU*(w)|pll dﬂﬁ+C/a2(|17|)1*”'2|v*(x)|”'2 dz,

where C' > 0 is a constant and 1/p; +1/p} = 1. One can now easily deduce from the
same argument as in the Lemma that the functional J has a nontrivial critical
point (ug,vp). We claim that the linear system

—Au+u= fy,(|z|,up,v0), € By
—Av+v = f,(|z],up,v0), =€ By

% = % = 0, x € 831,

has a solution (u,v) € K x K. Since the linear symmetric operator B : V. — V*
is non-negative, assuming the claim is true, it then follows from Theorem that
(ug,vp) is indeed a solution of the system . We shall now prove the claim. First
note that f,, f, > 0 by assumption on f. We can then apply standard methods
to obtain nonnegative smooth radial solutions of . We now show the solutions
are increasing. To do this, one first writes the system in radial coordinates
and then taking a derivative in r = |z| gives

(4.2)

1
S+ 1)ur = 0 fu+ Fuuto)s + Funlvo)r, 0 <7 <1,

—Au, + (

N -1
—Av, + ( 2 +1>vr :arfv+fvu(u0)r+fvv(vo)r» 0<r<l,
ur(1) = v,(1) = 0,

(4.3)

where wu,(r) = u/(r). Note that since ug,vo € K and after noting the assumptions
on f one sees the right hand sides of is nonnegative. One can then argue as in
the proof of Lemma to see that u,,v, > 0 in (0, 1). From this we can conclude
that (u,v) € K x K. O
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