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A SHORT PROOF OF INCREASED PARABOLIC REGULARITY

STEPHEN PANKAVICH, NICHOLAS MICHALOWSKI

ABSTRACT. We present a short proof of the increased regularity obtained by
solutions to uniformly parabolic partial differential equations. Though this
setting is fairly introductory, our new method of proof, which uses a priori es-
timates and an inductive method, can be extended to prove analogous results
for problems with time-dependent coefficients, advection-diffusion or reaction
diffusion equations, and nonlinear PDEs even when other tools, such as semi-
group methods or the use of explicit fundamental solutions, are unavailable.

1. INTRODUCTION

It is well-known that solutions of uniformly parabolic partial differential equa-
tions possess a smoothing property in time. That is, beginning with initial data
which may fail to be even weakly differentiable, the solution becomes extremely
smooth, gaining spatial derivatives at any later time ¢ > 0. Though this property
is well-established, such a result is not contained within many standard texts in
PDEs [3} [ [6] [7, 8, [13]. Of course, these works contain theorems demonstrating
the regularity of solutions to initial value or initial-boundary value problems, but
the same degree of regularity is assumed for the initial data as is demonstrated
for the solution. Notable exceptions are [2, Thm 10.1], in which a gain of reg-
ularity theorem is proved, specifically for the heat equation with initial data in
L?(2) using semigroup methods, and [10, Thm 6.6], in which the Steklov average is
used to prove that solutions of general, uniformly parabolic equations possess two
weak derivatives in Lf,w. Even more concentrated works on the subject of parabolic
PDEs, including [5] and the classical monograph [9], do not contain such results
regarding increased regularity of solutions to these equations. We note, however,
that for initial-boundary value problems these works do investigate the propensity
of solutions to become smoother within the interior of the spatial domain. For
instance, both [5] and [I0] study solutions of the initial-value Dirichlet problem
with only continuous boundary data and show that they are twice continuously
differentiable on the interior.

In the current paper, we present a few results highlighting the increased regu-
larity that solutions of these equations enjoy. Though we also include theorems
regarding existence and uniqueness (Theorems and in order to work with
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a constructed solution, the fundamental aim of the paper is to establish a new and
abbreviated technique for proving additional regularity properties of solutions for
t > 0 (Theorems and . While these regularity properties are gener-
ally known, the associated proofs presented within the next section utilize different
methods from previously-established theorems [2] [I0] and these may be extended
to situations in which the previous proofs do not apply. In particular, our method
of proof is novel, straightforward, and brief, and relies solely on a priori estimates.
Hence, for problems in which traditional analytic tools like semigroup methods
or explicit fundamental solutions cannot be utilized, the new approach contained
within may still be effective. Finally, we note that our techniques also provide a
sharp approximation for the rate of blowup of derivative estimates of solutions as
t—0F.

2. MAIN RESULTS

Let n € N be given. We consider the Cauchy problem
Ou—V - (D(x)Vu) = f(z), zeR", t>0
u(0,2) = up(z), =z €R"

where D, the diffusion matrix, and f, a forcing function, are both given. Equa-
tions like (2.1) arise within countless applications as diffusion is of fundamental
importance to physics, chemistry, and biology, especially for problems in thermo-
dynamics, neuroscience, cell biology, and chemical kinetics. As we are interested in
displaying the utility of our method of proof, we wish to keep the framework of the
current problem relatively straightforward. Thus, we will assume throughout that
the diffusion matrix D = D(z) satisfies the uniform ellipticity condition

w - D(x)w > Olw|? (2.2)

for some 6 > 0 and all z,w € R™. We note that under suitable conditions on the
spatial decay of u, our method may also be altered to allow for diffusion coefficients
that are not uniformly elliptic (see [I1I]). Additionally, we will impose different
regularity assumptions on D and f to arrive at different conclusions regarding the
regularity of the solution wu.

Throughout the paper we will only assume that the initial data ug is square
integrable. Hence, even though ug(x) may fail to be even weakly differentiable, we
will show that u(t,z) gains spatial derivatives in L{°L2 on (0,00) x R™. Hence, by
the Sobolev Embedding Theorem, solutions may be classically differentiable in z
assuming suitable regularity of the coefficients. In addition, we will show that u is
continuous in time at any instant after the initial time ¢ = 0. Though the setting
is fairly introductory and the assumptions on D and f are not fully relaxed,
the new method of proof can be adapted to extend the results to problems with
time-dependent terms, reaction-diffusion or advection-diffusion equations, systems
of parabolic PDEs [12], different spatial settings such as a bounded or semi-infinite
domain or manifold, and nonlinear equations, including quasilinear parabolic PDEs,
nonlinear Fokker-Planck equations, and nonlinear transport problems arising in
Kinetic Theory [, 1T, [14].

For the proofs, we will rely on a priori estimation and the standard Galerkin
approximation to obtain regularity of the approximating sequence and then pass
to the limit in order to obtain increased regularity of the solution. Hence, we focus
on deriving the appropriate estimates as the remaining machinery is standard (cf.

(2.1)



EJDE-2015/205 INCREASED PARABOLIC REGULARITY 3

[3L 16, @]). In what follows, C' > 0 will represent a constant that may change from
line to line, and for derivatives we will use the notation

IVEu(®)]3 =Y llogu(®)]3
|| =k

to sum over all multi-indices of order k¥ € N. When necessary, we will specify
parameters on which constants may depend by using a subscript (e.g., Cr). Our
first result establishes the main idea for low regularity of D and f.

Theorem 2.1 (Lower-order regularity). Assume f € H*(R"), ug € L*(R"), and
D € WHe(R™; R™ ™). Then, for any T > 0 and t € (0,T), any solution of (2.1
satisfies

Cr
JSup lu@®))|3 < Cr(lluolls + I £1I13)  and [|[Vau(t)]3 < T(H“o”% + 1£1IF0)-

Proof. We first prove two standard estimates of (2.1). First, we multiply by wu,
integrate the equation in x, integrate by parts and use Cauchy’s Inequality to find

5 luOB+ [ VouDV.ude < 5 (11F + lue)13).

Then, using (2.2) and the assumption on f, we find

5 @13 < C (I3 + [lu(®)]13) — 0l Vau(t)ll3. (2.3)

Next, we take any first-order derivative with respect to  (denoted by 9,) of the
equation multiply by 0,u, and integrate to obtain

|\a u(t)]|34 / V20zu-DV 0pudx+ Va20zu- 0y DV yudx = O fOzudx.

Thus, using Cauchy’s inequality with the ellipticity and regularity assumptions, we
find, for any ¢ > 0,

2
< _ )
5 dt”a u(®)|ls < . V.0zu - DV 0yudz

— Ve0zu -0, DV udr + Oy fOrudr
Rn Rn

1
< 0V, 0pu(t) |3 + | Dllw (2l V20u(®) [} + <[ Vou(®)]3)

1
+ 5 (10113 + 19:u()113).

Choosing € = 0(2||D||yy1.)~! and summing over all first-order spatial derivatives,
we finally arrive at the estimate

0
S S IVu)I3 < C (IF B + IV2u®IR) - SIVZuI3 (24)

Now, we utilize a linear expansion in ¢ to prove the theorem. Let T" > 0 be given.
Consider ¢ € [0,T] and define

My(t) = u(®)]3 + %IIVIU(UH%
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We differentiate this quantity, and use the estimates (2.3) and (2.4)) to find

d 0 ot d
M{(t) = S + S IVau®l3 + 5 o

0
< 2C (112 + [l(@®)lIz) — 260 Vau@)llz + 5| Varu(@)llz

0
+ gt 2C (If 117 + IVau(®)]13) — 0 VZiu(®)]3]

< Or ([If3 + Mi(2))
A straightforward application of Gronwall’s inequality (cf. [3]) then implies
My(t) < Op(My(0) + | fIF) = Crlluoll + 1 £lI7r)-
Finally, the bound on M;(t) yields

IVau()3

C
lu()Ilf < Cr,  [Vau®)lf < 57

and the second estimate holds on the interval (0,7]. As T > 0 is arbitrary, the
result follows. O

Next, we formulate the existence of weak solutions for our lower-order regularity
setting.

Definition 2.2. We say that u € L?([0, T|; H*(R")), with 9,u € L?([0, T]; H~}(R"™)
is a weak solution of (2.1)) if
(Opu, v) + (D(x)Vu, Vo) = (f,v)

u(0,2) = up(x), ze€R" (2.5)

for every v € H(R") and t € [0, T).

Theorem 2.3 (Existence and uniqueness of weak solutions). Given ug € L%(R™)
and f € HY(R™) and T > 0 arbitrary, there exists a unique

u € C((0,T]; H' (R™)) N C([0, T); L*(R™))
and dyu € L2(([0,T); H~1(R™)) that solves (2.5)).

Proof. Though the proof is well-known (cf. [9, Ch. III, Thm 4.1]) and follows a
standard Galerkin approach, we include it for completeness. Take {wg(z)}%2, to
be an orthonormal basis for L? with wy, € H® for s > 0. Consider functions of the
form wp, (z,t) = >, di*(t)wi(x) with d*(t) a smooth function of ¢. Then the
equations

(Optim, wi) + (D(2)Vum, Vwg) = (f, w)
<um(07 )’wk> = <u0>wk>

for K =1,2,...m reduce to a constant coefficient first order system of ODE’s for
d*(t), and hence existence of approximate solutions is readily established.

For these solutions, u,,(t), we may repeat the proof of our a priori estimates
verbatim. Thus we can conclude that

0t
sup ([l ()13 + 1 Vaum (8)]) < Crluol3
0<t<T



EJDE-2015/205 INCREASED PARABOLIC REGULARITY 5

From the proof, we also have the inequality

T1d 4 ’
/ s w3 at + / 0|V i3 dt < Cr / (L7153 + lluoll3) at.
0 0 0

Using the above control of supg<;<7 [|um(t)||3, we find that

T
[ My < € (1518 + lual3)-
0

Finally, fix v € H(R™) with ||v]|z: < 1 and consider
(O, v) = —(D(2)Vytbm, Vzv) + (f,v).

Using Cauchy-Schwartz and taking the supremum over v € H! with ||v||z:1 < 1 we
find [[9stim (B)l—1 < Cr (I f1l2 + luoll2) and

T
| ortun 0 < (1715 + ol

Thus, u,, is a bounded sequence in L?([0,T]; H(R")) and dyu,, is a bounded
sequence in L2([0, T]; H~(R™)), so we may extract a subsequence m; so that U, —
win L2([0,T]; H'(R™)) and dyup,, — Opu in L*([0,T]; H~H(R™)).

Now fix an integer N and consider v(t) = Z,ICVZO di(t)wg(x), where di(t) are
fixed smooth functions. Then for m; > N, we have

T T
/ (Ortm;,v) +(D(2)Vump,, Vv) dt = / (f,v)dt.
0 0

Thus passing to the limit

T T
/ Oy, v) + (D(2)Vu, Vo) dt = / (f,v) dt.
0 0

Since v given above are dense in L?([0,T]; H'(R™)), the equality holds for any v
in this space. Since v € L?([0,T]; H*(R™)) and d,u € L?([0,T]; H}(R™)) we have
that u € C([0, T); L>(R™) by [3, Thm. 3 §5.9.2].

To see u(0) = ug, we take v € C1([0,T]; H'(R™)) with the property that v(T) =
0, then we find that

T T
(o, 0),00)) = [ty 040) + (D@ 0yt = [ (7,0) .
0 0
Notice ty,, (0) = Y320 (uo, wi)wr — ug in L*(R™) as m; — co. Thus passing to

the limit, we find that (u(0),v(0)) = (uo,v(0)) for v(0) arbitrary. Hence u(0) = wo.
To prove uniqueness, notice that for any two solutions v and @ the difference
u — u satisfies our equation with ug = 0 and f = 0. Thus our a priori estimate gives
that supg<, < ||u(t) — @(t)||3 < 0 and uniqueness follows immediately.
Finally, to show that u € C((0,T]; H'(R™)) we consider wg(t) = u(t + s) — u(t).
Then wg(t) satisfies our equation with f = 0 and w(0) = ug — u(s). From our a
priori estimate

Joa(6)]+ Va0 < Or (o — u(s) ).

From the fact that u € C([0, T]; L?(R")), we have for ¢ > 0 that lims_o ||u(t + s) —
u(t)|| = 0 and lims_¢ || Vou(t + s) — Vyu(t)|| = 0, whence the result follows. O
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Next, we use induction to extend the previous estimate to higher regularity
assuming that D and f possess additional weak derivatives.

Theorem 2.4 (Higher-order regularity). For every m € N, if f € H™(R"),
D € W™ (R";R""), and ug € L*(R"), then for any T > 0 and t € (0,7
the previously derived solution of (2.1)) satisfies

Cr
IVEu(®) 3 < = (luol3 +1£13)  for k=0.1,....m

Proof. We will prove the result by induction on m. The base case (m = 1) follows
immediately from Theorem [2.I] Prior to the inductive step, we first prove a useful
estimate for solutions of . For the estimate, assume D and f possess k €
N derivatives in L™ and L2, respectively. Take any kth-order derivative with
respect to x (denoted by 90%) of the equation, multiply by 0%u, and integrate using
integration by parts to obtain

) 6] « e
thna 3 + / V00U - Z > < )a DV, 0ludr = | 0% foudx

J=0 |B|=j R
B+y=a
and thus
2dt||aa ()||§:7/ V0% - Z > ( >aﬁDv ANudr+ [ 9XfOCudz.
e J=0 |B|=j e
Bty=c

Labeling the first term on the right side A, we use (2.2)) and the regularity of D
with Cauchy’s inequality (with € > 0) to find

A=— [ V,0%u-DV aauda:—/ V. 0ku Z > ( >aﬁDv Ou dw
R =1 |B|=j
B+y=a
(0% (0% 1
< 0]V, 02u()3 + ClIDIys. (< V02wl + Zllu(®)Fs)
9 (63
< 219,02 u(t) 3 + Cllu®) -

where we have chosen & = 6 (2C||D||2,,. m)_l in the third line. Inserting this into
the above equality and using Cauchy’s inequality again we find

leY 4 leY 2 2 1 leY 2 1 leY 2
thHa u(®)|l3 < =5 IVaZu®)llz + Cllu®) -2 + 105 fliz + 510z ut)]l2-

Finally, summing over all first-order derivatives and using the regularity of f yields
the estimate

0
2dt\IV”“ u(®)]l3 < —g\IV’;HU(t)H% +C (I 17+ lu@®)I7) - (2.6)
Now, we prove the theorem utilizing this estimate for £k = 0,1,...,m. Assume
f € H™(R") and D € W™ (R";R"*"). Since this implies that f € H™ }(R")
and D € Wm—Lo(R™; R"¥"), we find that u € C((0,00); H™~}(R")) by the in-
duction hypothesis. Let T' > 0 be given. Consider ¢ € [0,T] and define

m k
) =3 O vtun) 2

k=0
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We differentiate to find

m ekt -1
M0 = 3 i IO + X g TRl = 11
k=1

We use (2.6 for any & = 0, ..., m and relabel the index of the sum so that

m 0 k
<3 O (~OIE u(DI3 + € (1 e + u(®)]))
2 i

gF+1 "L (Ot)F
= —2; SET1] IIV’£+1U(t)||§ + CZ Rl (17 + () [70)
‘ -

9m+1t 'rn+1 2 2
< -2l - W”V )l + CZ Qkk' ||fHHk + [lu()13)

Notice the induction hypothesis gives [[u(t)[|%x_1 < % (||f]1%x-: + lluol|3). Using
this bound and the previous inequality within the estimate of M’ (t), we find

P (115 + Tu@®15)

|f||%m+z2 (1953 + () Fe-s] )

\ /\

C
Cr (113 + M +Z O (11 Byus + ol )
(

< Cr (I Fm + lluoll3 + M( ) -

Another straightforward application of Gronwall’s inequality then implies
M(t) < Cr (|| f 1 + luoll3 + M(0)) < Cr (£l + o).

Finally, the bound on M (t) yields

Cr
m 2 <
IVulbl < s

which completes the inductive step and the proof. (I

Theorem 2.5 (Existence and Uniqueness of Weak solutions). Let m € N be given.
For any ug € L*(R™), f € H™(R"), and T > 0 arbitrary, there exists a unique
u e C((0,T); H™(R™))NC([0, T]; L*>(R™)) and u' € L*(([0,T]; H~(R™)) that solves
e

The result in the above theorem follows by a straightforward repetition of the
proof of Theorem with the obvious modifications.

Of course, if the dimension n satisfies n < 2m — 1 this result implies classical
differentiability of solutions by Sobolev Embedding and these functions satisfy the
PDE in the classical sense. Finally, this result can be easily used to deduce infinite
spatial differentiability of the solution assuming D and f satisfy the same condition.
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Theorem 2.6 (Infinite Differentiability). If f € H*(R™), D € W (R™;R"*"),
and ug € L*(R™), then for any T > 0 arbitrary, any solution of (2.1)) satisfies
u € C*((0,T] x R™).

Remark 2.7. On a bounded domain §2 C R™, it is enough to impose f € C*()
and D € C*(Q; R"*™) to arrive at the same result.

The above result follows immediately by applying Theorem for each m € N,
noticing that

is continuous, and bootstrapping this property for higher-order time derivatives.

Remark 2.8. Though we have chosen to demonstrate the method for equations
with time-independent coefficients, the same results can be obtained for time-
dependent diffusion coefficients D and sources f using the same proof, as long
as these functions are sufficiently smooth in ¢. Additionally, similar arguments can
be used to gain regularity of the solution in ¢, as well.

Acknowledgements. We would like to thank the reviewer for helpful comments
that have served to improve the paper.
Stephen Pankavich is supported by NSF grant DMS-1211667.

REFERENCES

[1] Alcantara Felix, Jose Antonio; Calogero, Simone; Pankavich, Stephen; Spatially homogeneous
solutions of the Viasov-Nordstrom-Fokker-Planck System, Journal of Differential Equations,
257 (2014), 3700-3729.

[2] Brezis, Haim; Functional analysis, Sobolev spaces and partial differential equations, Univer-
sitext, Springer, New York, (2011).

[3] Evans, Lawrence C.; Partial differential equations, Graduate Studies in Mathematics, 19,
second edition, American Mathematical Society, Providence, RI, (2010).

[4] Folland, Gerald B.; Introduction to partial differential equations, second edition, Princeton
University Press, Princeton, NJ, (1995).

[5] Friedman, Avner; Partial differential equations of parabolic type, Prentice-Hall Inc., Engle-
wood Cliffs, NJ, (1964)

[6] Gilbarg, David; Trudinger, Neil S.; Elliptic partial differential equations of second order,
Classics in Mathematics, Reprint of the 1998 edition, Springer-Verlag, Berlin, (2001),

[7] Han, Qing; A basic course in partial differential equations, Graduate Studies in Mathematics,
120, American Mathematical Society, Providence, RI, (2011).

[8] John, Fritz; Partial differential equations, Applied Mathematical Sciences, fourth edition,
Springer-Verlag, New York, (1991).

[9] Ladyzenskaja, O. A.; Solonnikov, V. A.; Ural’ceva, N. N.; Linear and quasilinear equations
of parabolic type, (Russian), Translated from the Russian by S. Smith. Translations of Math-
ematical Monographs, Vol. 23, American Mathematical Society, Providence, RI, (1968),

[10] Lieberman, Gary M.; Second order parabolic differential equations, World Scientific Publish-
ing Co. Inc., River Edge, NJ, (1996).

[11] Michalowski, Nicholas; Pankavich, Stephen; Global Classical Solutions to the One and
one-half dimensional relativistic Viasov-Mazwell-Fokker-Planck system, Kinetic and Related
Models, 8, (2015), 169-199.

[12] Pankavich, Stephen; Parkinson, Christian; Mathematical Analysis of an in-host Model of
Viral Dynamics with Spatial Heterogeneity, submitted.

[13] Renardy, Michael; Rogers, Robert C.; An introduction to partial differential equations, Texts
in Applied Mathematics, 13, second edition, Springer-Verlag, New York, (2004).

[14] Schaeffer, Jack; Pankavich, Stephen; Global Classical Solutions of the one and one-half
dimensional Viasov-Mazwell-Fokker-Planck system, Communications in Mathematical Sci-
ences, to appear.



EJDE-2015/205 INCREASED PARABOLIC REGULARITY 9

STEPHEN PANKAVICH

DEPARTMENT OF APPLIED MATHEMATICS AND STATISTICS, COLORADO SCHOOL OF MINES, GOLDEN,
CO 80401, USA

E-mail address: pankavic@mines.edu

NICHOLAS MICHALOWSKI
DEPARTMENT OF MATHEMATICAL SCIENCES, NEW MEXICO STATE UNIVERSITY, LAS CRUCES, NM
88003, USA

E-mail address: nmichalo@nmsu.edu



	1. Introduction
	2. Main results
	Acknowledgements

	References

