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The Minimum Principle

from a Hamiltonian Point of View

Peter Heinzner*

Received: February 24, 1998

Communicated by Thomas Peternell

Abstract. Let G be a complex Lie group and G

R

a real form of G. For a

G

R

-stable domain of holomorphyX in a complex G-manifold we consider the

question under which conditions the extended domain G �X is a domain of

holomorphy. We give an answer in term of G

R

-invariant strictly plurisubhar-

monic functions on X and the associate Marsden-Weinstein reduced space

which is given by the Kaehler form and the moment map associated with the

given strictly plurisubharmonic function. Our main application is a proof of

the so called extended future tube conjecture which asserts that G �X is a

domain of holomorphy in the case where X is the N -fold product of the tube

domain in C

4

over the positive light cone and G is the connected complex

Lorentz group acting diagonally.

1991 Mathematics Subject Classi�cation: Primary 32M05

Let G

R

be a connected real form of a complex Lie group G and X a G

R

-stable domain

in a complexG-manifold Z such thatG�X = Z. In this paper we consider the following

question. Under which conditions on X is Z the natural domain of de�nition of the

G

R

-invariant holomorphic functions on X? If Z is an open submanifold of a Stein

manifold, then there is an envelope of holomorphy for Z. Consequently, every G

R

-

invariant holomorphic function on X which extends to Z also extends to the envelope

of holomorphy of Z. Thus one also has to ask under which additional requirements

is Z a Stein manifold.

In order that an invariant holomorphic function extends to Z = G � X it is

su�cient that X is orbit connected, i.e., for every z 2 Z the set fg 2 G; g � z 2 Xg

is connected (see [H]). Thus under this condition the main question is whether Z

is a Stein manifold. Now if Z is a domain in a Stein manifold V , then Z itself is

a Stein manifold if one can �nd a plurisubharmonic function 	 on Z which goes

to +1 at every boundary point of @Z � V . There is a natural way to construct

* Supported by a Heisenberg Stipendium of the Deutsche Forschungsgemeinschaft
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2 Peter Heinzner

G-invariant plurisubharmonic functions out of G

R

-invariant functions on X which

was �rst proposed by Loeb in [L]. In this paper Loeb used an extended version of

Kiselman's minimum principle ([K]) in order to construct invariant plurisubharmonic

functions. The main idea is the following. Assume that there is a nice quotient

� : Z ! Z=G and let � be a smooth G

R

-invariant plurisubharmonic function on

X which is a strictly plurisubharmonic exhaustion on each �bre of �jX . Then the

�bre wise minimum of � de�nes a function  on Z=G which is a candidate for a

plurisubharmonic function on Z=G. This procedure can be described in terms of

Hamiltonian actions as follows.

Assume for simplicity that � is strictly plurisubharmonic. Then ! := 2i@

�

@� de-

�nes an invariant K�aher form on X and �(x)(�) = d�(J�

X

) is the associated moment

map � : X ! g

�

R

. In this situation �

�1

(0) is the set of �bre wise critical points of �

which in good cases are exactly the points such that the restriction of � to the �bre

attains its minimum. Again under some additional assumption, it then follows from

the principle of symplectic reduction that the reduced space �

�1

(0)=G

R

has a sym-

plectic structure which in fact is K�ahlerian and moreover is given by the function  

which is induced on �

�1

(0)=G

R

by �j�

�1

(0). It turns out that in the situation under

consideration the procedures given by symplectic reduction and minimum principle

are compatible. This is well known in the case where G

R

is a compact Lie group (see

e.g. [H-H-L], where a much more general result is proved) and we give here precise

conditions such that it also works for a non compact group G

R

.

The application of Loeb's Minimum Principle is limited mainly to the case of free

G

R

-actions. For the more general case of proper actions it seems that the Hamiltonian

point of view is much more adequate. Moreover, for applications it is necessary to

consider also domains X of G-spaces Z which do not admit a geometrical quotient

Z=G. A typical example is given by the so called extended future tube which we will

describe next.

Let < ; > denote the Lorentz product on R

4

and also its C -bilinear extension to

C

4

. The future tube T is by de�nition the tube domain in C

4

= R

4

+ iR

4

over the

positive light cone C

+

= fy = (y

0

; y

1

; y

2

; y

3

) 2 R

4

; y

0

> 0; < y; y >= (y

0

)

2

� (y

1

)

2

�

(y

2

)

2

� (y

3

)

2

> 0g, i.e.,

T = fz 2 C

4

; Im z 2 C

+

g :

This domain is invariant under the action of the connected component G

R

of the

identity of the homogeneous Lorentz group O

R

(1; 3). Now consider the N -fold product

T

N

with the diagonal action of G

R

. The extended future tube (T

N

)

C

is by de�nition

the orbit of T

N

under the action of the complexi�ed group G of G

R

. In other words

(T

N

)

C

= G � T

N

= f(g � z

1

; : : : ; g � z

N

); g 2 G; z

j

2 T g :

Note that G is the group SO

4

(C ) which is de�ned by the quadratic form < ; >.

Although there is no geometric quotient of Z, we have a quotient � : (C

4

)

N

!

(C

4

)

N

==G which is given by the invariant holomorphic functions on (C

4

)

N

and it is a

fundamental fact that the extended tube (T

N

)

C

is saturated with respect to � ([H-W],

see x3 for additional remarks). In this case it turns out that this invariant theoretical

quotient has su�ciently many good properties in order to apply the main result of

this paper which we formulate now.

Documenta Mathematica 3 (1998) 1{14



The Minimum Principlefrom a Hamiltonian Point of View 3

Let V be a Stein G-manifold such that there exists almost a quotient � : V !

V==G. More precisely we will assume that V==G is a complex space, � : V ! V==G

is a G-invariant surjective holomorphic map and for an analytically Zariski open �-

saturated subset V

0

of V the restriction map � : V

0

! V

0

==G is a holomorphic �bre

bundle with typical �bre G=H . Thus V

0

==G = V

0

=G is a geometric quotient. Let

X be a G

R

-stable domain in V such that Z := G � X is saturated with respect to

� : V ! V==G.

Theorem 1. Let � : X ! R be a smooth non-negative G

R

-invariant plurisubharmonic

function and assume that

(i) The �bres of � restricted to X

0

:= X \ V

0

are connected,

(ii) the restriction of �

0

:= �jX

0

to the �bres of � restricted to X

0

is strictly

plurisubharmonic,

(iii) �

0

is proper mod G

R

along �jZ

0

where Z

0

:= V

0

\ Z and

(iv) � is a weak exhaustion of X over V==G,

Then Z = G �X is a Stein manifold.

In the case where G

R

acts properly on X

0

condition (iii) means that the map �

0

�

�jX

0

: X

0

! R � (Z

0

==G) induces a proper map X

0

=G

R

! R � (Z

0

==G). By a weak

exhaustion of X over V==G we mean a function which goes to +1 on a sequence if

the corresponding sequence in V==G converges to a boundary point of Z==G in V==G.

In the case where the G-action on Z

0

is assumed to be free, the theorem can be

proved rather directly by applying Loeb's minimum principle. For a compact group

it is a consequence of the methods presented in [H-H-K] (see also [H-H-L]).

In the last section we recall some previously known facts proved in [H-W] together

with a more recent result in [Z] about the orbit geometry of the extended future tube

in order to verify that the conditions of Theorem 1 are satis�ed in the case of the

extended future tube. This leads to a conceptual proof of the so called extended

future tube conjecture in the last section.

Theorem 2. The extended future tube is a domain of holomorphy.

This result has conjecturally been known in constructive quantum �eld theory for

more then thirty years. For its relevance and other publications concerning problems

related to it we refer the reader to the literature ([B-L-T], [H-S], [J], [S-W], [S-V]).

There is a proof of Theorem 2 in [Z] which due to several mistakes and gaps is

di�cult to understand.

1. Hamiltonian actions on K

�

ahler spaces.

Let G

R

be a real connected Lie group and X a complex G

R

-space, i.e., G

R

acts on X

by holomorphic transformations such that the action G

R

� X ! X; (g; x) ! g � x,

is real analytic. If ! is a smooth G

R

-invariant K�ahler structure on X , then a G

R

-

equivariant smooth map � from X into the dual g

�

R

of the Lie algebra g

R

of G

R

is said

to be an equivariant moment map if

d�

�

= {

�

X

!

Documenta Mathematica 3 (1998) 1{14



4 Peter Heinzner

holds on every G

R

-stable complex submanifold Y of X . Here ! denotes the K�ahler

form on Y induced by the K�ahlerian structure on X (see [H-H-L]), �

�

:=< �; � > is

the component of � in the direction of � 2 g

R

, �

X

is the vector �eld on X induced by

� and �

�

X

! denotes the one form given by contraction, i.e., � ! !(�; �).

Example. If ! is given by a smooth strictly plurisubharmonic G

R

-invariant function

�, i.e., ! = 2i@

�

@� on every smooth part of X , then

�

�

(x) := d�(J�

X

) = (i(@ �

�

@)�)(�

X

) = d

c

�(�

X

)

de�nes an equivariant moment map. This follows from invariance of �, since in this

case we have

d�

�

= d{

�

X

d

c

� = �{

�

X

dd

c

� = {

�

X

2i@

�

@� :

Here we use the formula

L

�

� = {

�

d�+ d{

�

�

for all vector �elds � and di�erential forms � where L

�

denotes the Lie derivative in

the direction of �.

Later we will need the following fact about the zero level set of �.

Lemma. Assume that X is smooth and that G

R

acts properly on X. If the dimension

of the G

R

-orbits in �

�1

(0) is constant, then �

�1

(0) is a submanifold of X.

Proof. Since the action is assumed to be proper, there is a local normal form for the

moment map (see e.g. [A] or [H-L]). The statement is an easy consequence of this

fact (see e.g. [A]. In [S-L] the argument is given for a compact group G

R

). �

Remark 1. It can be shown that the converse of the Lemma also holds. We will not

use this fact here.

Remark 2. The properness assumption is very often satis�ed. Since one may assume

that G

R

acts e�ectively, G

R

is a Lie subgroup of the group I of isometries of the Rie-

mannian manifold X . The group of isometries acts properly on X and consequently

the G

R

-action on X is proper if and only if G

R

is a closed subgroup of I . This is the

case if and only if there is a point x 2 X such that G

R

� x is closed and the isotropy

group (G

R

)

x

:= fg 2 G

R

; g � x = xg is compact.

Remark 3. If G

R

acts such that the isotropy groups are discrete, then � has max-

imal rank. Thus in this case �

�1

(0) is obviously a submanifold of X . Moreover

T

x

(�

�1

(0)) = kerd�(x) for all x 2 �

�1

(0).

2. Hamiltonian actions on invariant domains

Let G be a connected complex Lie group and Z a holomorphic G-space, i.e., the action

G � Z ! Z is assumed to be a holomorphic map. Let G

R

be a connected real form

of G. By an invariant domain in Z we mean in the following a G

R

-stable connected

open subspace X of Z. In the homogeneous case we have the following

Documenta Mathematica 3 (1998) 1{14



The Minimum Principlefrom a Hamiltonian Point of View 5

Lemma 1. Let X be an invariant domain in Z and assume that Z is G-homogeneous.

If the zero level set of � : X ! g

R

is not empty, then �

�1

(0) is a Lagrangian subman-

ifold of X and each connected component of �

�1

(0) is a G

R

-orbit.

Proof. For z

0

2 X let N be an open convex neighborhood of 0 2 g

R

such that

U := G

R

� exp iN � z

0

� X . Since G

R

� exp iN is a neighborhood of G

R

in G, the set

U is a neighborhood of G

R

� z

0

in X . The proof of Lemma 1 is a consequence of the

following

Claim. U \ �

�1

(0) = G

R

� z

0

for z

0

2 �

�1

(0).

In order to proof the claim, let z 2 U \ �

�1

(0) be given. Then there are h 2 G

R

and

� 2 N such that z = h exp i� � z

0

2 U \ �

�1

(0). Thus exp i� � z

0

2 �

�1

(0) \ U and

z

t

:= exp it� �z

0

2 U for t 2 [0; 1]. Note that J�

X

(x) =

d

dt

j

t=0

exp it� �x is the gradient


ow of �

�

with respect to the Riemannian metric induced by !. Thus, if z

t

is not

constant, then t! �

�

(z

t

) is strictly increasing. This contradicts �

�

(z

0

) = 0 = �

�

(z

1

).

Therefore z

0

= exp it� � z

0

for all t 2 R. This implies z = h � z

1

= h � z

0

2 G

R

� z

0

.

It is a consequence of the claim that every G

R

-orbit is closed in X . Therefore

every component of �

�1

(0) is a G

R

-orbit. It remains to show that these orbits are

Lagrangian. Since �(G

R

� z

0

) = 0 we have

0 = d�

�

(�

X

(z

0

)) = !(�

X

(z

0

); �

X

(z

0

))

for all �; � 2 g

R

. This means that G

R

� z

0

is an isotropic submanifold of X . In

particular, dim

R

G

R

� z

0

� dim

C

X . In general the tangent space T

z

0

(G

R

� z

0

) spans

T

z

0

X over C . Thus dim

R

G

R

� z

0

� dim

C

G � z

0

= dim

C

X . This shows that dim

R

G

R

�

z

0

=

1

2

dim

R

X . Hence G

R

� z

0

is Lagrangian. �

Every Lagrangian submanifold of a K�ahler manifold is totally real. Thus, if Z

is G-homogeneous, then �

�1

(0) is a totally real submanifold of X . Note that the

G

R

-orbits in �

�1

(0) are closed since they are connected components of the zero �bre

of �. Now if G

R

is such that 0 2 g

�

R

is the only G

R

-�xed point, then x 2 �

�1

(0) if and

only if the orbit G

R

�x is isotropic. This condition holds for example for a semisimple

Lie group.

It almost never happens that there is a G

R

-invariant K�ahler form ! which is

de�ned on Z. For example, if G

R

is a simple non compact Lie group or more generally

a semisimple Lie group without compact factors, then there does not exist a G

R

-

invariant K�ahler form on a non trivial holomorphic G-manifold Z. In order to see

this, recall that since G

R

is semisimple there is a moment map � : Z ! g

�

R

. Now

let g

R

= k � p be a Cartan decomposition where k is the Lie algebra of the maximal

compact subgroup of G

R

. Then u = k� ip is the Lie algebra of the maximal compact

subgroup U of G. For � 2 ip the image of the one-parameter group 
 : t ! exp it�

lies in U and therefore there is a basis of p consisting of �'s such that the image of 


is compact, i.e., isomorphic to S

1

. But 
 is the 
ow of the gradient vector �eld of �

�

and therefore t! �

�

(
(t) � z) is strictly increasing for every z 2 Z. This implies that


 acts trivially on Z. Since G is semisimple and contains no compact factor, G itself

is the smallest complex subgroup of G which contains exp p. Thus G acts trivially on

Z.

Documenta Mathematica 3 (1998) 1{14



6 Peter Heinzner

A geometric interpretation of the zero �bre �

�1

(0) of an equivariant moment map

� : X ! g

�

R

associated to a smooth G

R

-invariant strictly plurisubharmonic function

� : X ! R (see Section 1, Example) can be given in the case where X is an invariant

domain in Z as follows. For x 2 X let 
(x) := fg � x; g 2 G and g � x 2 Xg be the

local G-orbit of G through x in X where (g; x) ! g � x denotes the G-action on Z.

Then by G

R

-invariance of � we have

�

�1

(0) = fx 2 X ; x is a critical point of �j
(x)g :

We consider now invariant domains X in G-homogeneous spaces Z such that

there is a moment map associated to � : X ! R more closely. In order to do that we

�rst introduce the notion of an exhaustion mod G

R

.

Let F be a complex space with a proper G

R

-action and let F=G

R

be the space of

G

R

-orbits endowed with the quotient topology. A G

R

-invariant function f : F ! R

is said to be proper mod G

R

if the induced map

�

f : F=G

R

! R is proper. The map

f is said to be an exhaustion mod G

R

if

�

f is an exhaustion, i.e., if for all r 2 R

the set fq 2 F=G

R

;

�

f(q) < rg is relatively compact in F . Note that a G

R

-invariant

continuous function which is bounded from below is proper mod G

R

if and only if it

is an exhaustion mod G

R

.

Lemma 2. Let Z be G-homogeneous and assume that the G

R

-action on X is proper.

Let � : X ! R be a smooth strictly plurisubharmonic G

R

-invariant function which is

an exhaustion mod G

R

. Then there is a z

0

2 X such that

G

R

� z

0

= �

�1

(0) = fz 2 X ; �(z) is a minimal value of �g :

Proof. Since � is plurisubharmonic and an exhaustion mod G

R

there is a point z

0

2 X

which is a minimum for �. In particular, �

�1

(0) is not empty where � denotes the

moment map associated with �. We have to prove that �

�1

(0) is connected. By

Lemma 1, every connected component of the set M

�

= �

�1

(0) of critical points of �

is a G

R

-orbit. We claim that the G

R

-orbits are non degenerate in the sense that the

Hessian of � in normal directions is positive de�nite. This is seen as follows.

The vector �elds J�

X

, � 2 g

R

span the normal space at x 2M

�

and

(J�

X

)(J�

X

(�)) = {

J�

X

d�

�

= !(�

X

; J�

X

) :

Hence the Hessian at x 2 M

�

is positive in the normal directions. Since � is proper

mod G

R

and the gradient vector �eld of � with respect to the G

R

-invariant K�ahler

metric given by 2i@

�

@� is G

R

-invariant, Lemma 2 follows from standard arguments in

Morse Theory. �

In the situation of Lemma 2 every critical point of � is a minimum and the set of

these points is a G

R

-orbit and coincides with �

�1

(0).

We will now generalize the results in the homogeneous case to spaces Z which

possess a geometric G-quotient and X is a weakly orbit connected invariant domain

Documenta Mathematica 3 (1998) 1{14



The Minimum Principlefrom a Hamiltonian Point of View 7

in Z. Here a G

R

-stable subset X of Z is said to be weakly orbit connected if for every

x 2 X the local G-orbit 
(x) := fg � x 2 X ; g 2 Gg is connected.

Remark 1. A G

R

-invariant set X in Z is said to be orbit connected if for every x 2 X

the set 


x

:= fg 2 G; g �x 2 Xg is connected. This is a stronger concept then weakly

orbit connectedness.

Let Z be a holomorphic G-space such that there is a geometric quotient � : Z !

Z=G. By this we mean that the orbit space Z=G is a complex space such that the

quotient map � : Z ! Z=G is holomorphic. Moreover we assume that the structure

sheaf of Z=G is the sheaf of invariants, i.e., for an open subset Q of Z=G a function

f : Q! C is holomorphic if and only if f � � : �

�1

(Q)! C is holomorphic.

Now let X � Z be an invariant domain which lies surjectively over Z=G or

equivalently such that Z = G � X . Assume that G

R

acts properly on X and that

X is weakly orbit connected. Let � : X ! R be a smooth G

R

-invariant strictly

plurisubharmonic function which is an exhaustion mod G

R

along �, i.e., �

�1

(C)\fx 2

X ; �(x) � rg=G

R

� X=G

R

is compact for every compact subset C in Z=G and r 2 R.

We set M

�

= �

�1

(0) where � : X ! g

R

denotes the moment map associated with �.

Proposition 1. The map �{ : M

�

=G

R

! Z=G induced by the inclusion { : M

�

! Z

is a homeomorphism. If X is a manifold, then M

�

is smooth and

T

x

M

�

= ker d�(x)

holds for all x 2M

�

.

Proof. The map �{ is continuous and by Lemma 2 it is also a bijection. We claim

that �{ is proper. Since the G

R

-action on M

�

is proper, M

�

=G

R

is a locally compact

topological space. Thus properness of �{ implies that �{ is a homeomorphism.

Let (q

n

) be a sequence in M

�

=G

R

and x

n

a point in M

�

which lies over q

n

.

Assume that (�(x

n

)) = (�{(q

n

)) has a limit in Z=G and let x

0

2 M

�

be a point

which lies over lim�(x

n

). If some subsequence of �(x

n

) goes to in�nity, then we may

assume �(x

n

) > �(x

0

) + 1 for all n. Since � : Z ! Z=G is an open map, there are

g

n

2 G such that lim g

n

� x

n

= x

0

for some subsequence. This is a contradiction since

�(x

n

) < �(g

n

� x

n

) for all n such that g

n

� x

n

2 X . Thus, since � is assumed to be an

exhaustion mod G

R

along �, there are h

n

2 G

R

such that a subsequence of (h

n

� x

n

)

converges to x

0

. This implies that a subsequence of (q

n

) converges in M

�

. So far we

proved that �{ is a homeomorphism.

Assume now that X is smooth. The existence of a geometric quotient implies

that the dimension of the G-orbits in Z is constant and therefore this is also true for

the G

R

-orbits inM

�

(Lemma 1). ThusM

�

is a submanifold of X (Section 1, Lemma).

Since T

x

M

�

is a subspace of ker d�(x) and ker d�(x) = T

x

(G

R

� x) + T

x

(G � x)

?

, the

claim follows from the obvious dimension count as follows. Let d := dim

R

G

R

� x for

x 2 M

�

. Note that d is the complex dimension of the �-�bres. Thus dim

R

M

�

=

dim

R

M

�

=G

R

+ d = dim

R

Z=G + d = dim

R

T

x

(G � x)

?

+ dim

R

G

R

� x implies that

T

x

M

�

= ker d�(x) for all x 2M

�

. �

Remark 2. Without a reference to an embedding into a holomorphic G-space one can

show that �

�1

(0)=G

R

is a complex space in a natural way (see [A-H-H] and [A]).
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8 Peter Heinzner

If G

R

does not act properly on X , then let G

R

be the closure of G

R

in the group

I of isometries of the K�ahler manifold X . Since the G

R

-orbits in M

�

= �

�1

(0) are

closed (Lemma 1), it follows that they coincide with the G

R

-orbits. Moreover � is

G

R

-invariant and M

�

= ��

�1

(0) =: M

�

, where �� is the moment map associated with

�. Now if one rede�nes an exhaustion mod G

R

along � in terms of sequences in X ,

then also in this case M

�

is smooth and T

x

M

�

= T

x

(G

R

� x)� T

x

(G � x)

?

= kerd�(x)

holds for all x 2M

�

.

Proposition 1 can be generalized to the case where � : X ! R is only assumed

to be plurisubharmonic and strictly plurisubharmonic on the �bres. More precisely

we have the following consequence which can be thought of as a version of Loeb's

minimum principle (see [L]).

Corollary 1. Let X � Z be a weakly orbit connected invariant domain with �(X) =

Z and � : X ! R a smooth G

R

-invariant plurisubharmonic function which is an

exhaustion mod G

R

along � such that the restriction of � to the local G-orbits in X

is a strictly plurisubharmonic exhaustion mod G

R

. If � : Z ! Z=G is a holomorphic

bundle, then

(i) M

�

= �

�1

(0) is smooth where � : X ! g

�

R

; �

�

= d�(J�

X

),

(ii) T

x

(M

�

) = ker d�(x) for all x 2M

�

.

(iii) M

�

=G

R

is homeomorphic to Z=G and the function  : Z=G ! R which is

induced by �jM

�

is a smooth plurisubharmonic function.

Proof. We may assume that G

R

acts properly on X and, since the statements are

local over Z=G that Z=G is a Stein manifold. Let � : Z ! R be the the pull back

of a strictly plurisubharmonic function on Z=G. Then �+ � is G

R

-invariant, strictly

plurisubharmonic and an exhaustion mod G

R

on the local G-orbits in X . Since

d�(J�

X

) = 0 for all � 2 g

R

, the moment map associated with �+ � is the same as the

moment map associated with �. Thus Proposition 1 implies directly (i), (ii) and the

�rst part of (iii). It remains to show that  : Z=G! R is a smooth plurisubharmonic

function.

For the plurisubharmonicity of  we recall the calculation in [H-H-L], x2. For

z 2 M

�

we have T

z

(M

�

) = kerd�(z) = T

z

(G

R

� z) � T

z

(G � z)

?

. We may assume

that Z = G=H �� where � is an open neighborhood of 0 in C

d

�

=

T

z

(G � z)

?

, and

�(z) = 0 where � is given by the projection on the second factor. Furthermore there

is a section � : �!M

�

; �(w) = (�(w); w) and therefore we have  (w) = �(�(w)). A

direct calculation shows that

@

�

@  (0) = @

�

@ �(�(0)) :

Here one has to use that d�(z) = 0 and that d�(0) = 0. Thus  is plurisubharmonic

and smooth. �

If � is strictly plurisubharmonic, then the proof shows that  is also strictly

plurisubharmonic. For a proper G

R

-action the space Z=G is then given by symplectic

reduction M

�

=G

R

and the induced K�ahlerian structure on Z=G is determined by

the function  (q) = inf

x2�

�1

(q)\X

�(x) which is obtained by applying the minimum
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The Minimum Principlefrom a Hamiltonian Point of View 9

principle ([L]). Thus symplectic reduction and the minimum principle are compatible

procedures.

For the remainder of this section we assume now that Z is a holomorphic G-

manifold such that there is almost a quotient Z==G. More precisely we will assume

that Z==G is a complex space, � : Z ! Z==G is a surjective G-invariant holomorphic

map and there is an analytically Zariski open �-saturated subset Z

0

of Z such that

� : Z

0

! Z

0

==G is a geometric quotient, i.e., Z

0

==G = Z

0

=G. Moreover, for the sake

of simplicity we assume that � : Z

0

! Z

0

==G is a holomorphic �bre bundle.

Now let X be an invariant domain in Z with �(X) = Z and assume that X

0

:=

X\Z

0

is weakly orbit connected. Let � be a G

R

-invariant plurisubharmonic function

such that �

0

:= �jX

0

is smooth, strictly plurisubharmonic on the local G-orbits in

X

0

and an exhaustion mod G

R

along �jZ

0

. Thus the restriction �

0

:= �jM

0

�

; M

0

�

:=

M

�

\ Z

0

induces a plurisubharmonic function  

0

: Z

0

==G! R.

Lemma 3. There is a unique G-invariant plurisubharmonic function 	 : Z !

[�1;+1) which extends 	

0

:=  

0

� �jZ

0

.

Proof. The function 	(z) = inf

g2


z

�(g � z) is upper semi-continuous on Z where 


z

:=

fg 2 G; g � z 2 Xg. Now 	 = 	

0

on Z

0

(Lemma 2), and Z n Z

0

is a proper analytic

subset of Z. Thus 	 is plurisubharmonic and by de�nition G-invariant. �

Remark 3. If Z==G is smooth and � is an open map, then  

0

extends uniquely to a

plurisubharmonic function  on Z==G. Of course in this case we have  (q) = inf

x2F

q

�(x),

where F

q

:= �

�1

(q) \X . If �jF

q

is an exhaustion mod G

R

, M

�

intersects every G

R

-

stable closed analytic subset of F

q

non trivially. But it might happen that M

�

\ F

q

is a union of several G

R

-orbits. On the other hand for q 2 Z

0

==G the intersection is

exactly one G

R

-orbit.

Assume now in addition that Z is an open G-stable subspace of a holomorphic

Stein G-manifold V which is saturated with respect to � : V ! V==G. We say that

� : X ! R is a weak exhaustion of X over V==G if lim sup�(z

n

) = +1 for any

sequence (z

n

) in X such that (�(z

n

)) converges to some q

0

in the boundary @(Z==G)

in V==G.

Theorem. Let Z be a G-stable �-saturated open subspace of V , X an invariant

domain in Z with G � X = Z and � : X ! R a G

R

-invariant plurisubharmonic

function. Assume that

(i) X

0

is weakly orbit connected,

(ii) the restriction of �

0

:= �jX

0

to the local G-orbits is strictly plurisubharmonic,

(iii) �

0

is an exhaustion mod G

R

along �jZ

0

and

(iv) � is a weak exhaustion of X over V==G,

Then Z = G �X is a Stein manifold.

Proof. Let z

0

2 @Z and z

n

2 Z be such that z

0

= lim z

n

. We have to show

lim sup	(z

n

) = +1. Thus assume that 	(z

n

) < r for all n and some r 2 R.
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10 Peter Heinzner

There are w

n

2 G �M

0

�

= Z

0

such that 	(w

n

) < r and z

0

= limw

n

. Let w

n

=

g

n

� x

n

where g

n

2 G and x

n

2 M

0

�

. Now 	(w

n

) = 	(x

n

) = �(x

n

) < r and, since

Z = G � X is saturated, �(x

n

) = �(w

n

) ! �(z

0

) 2 @(Z==G). This contradicts the

assumption that � is a weak exhaustion. Thus Z is a domain in a Stein manifold with

a plurisubharmonic weak exhaustion function and therefore Stein. �

Remark 4. Elementary examples show that for a Stein G

R

-manifold some conditions

are necessary in order that G �X is a Stein manifold. For example there is an Sl

2

(R)-

invariant domain 
 of holomorphy in C

2

such that Sl

2

(C ) �
 = C

2

n f0g.

Now let G be complex reductive group and assume that the semistable quotient

� : Z ! Z==G exists (see [H-M-P]). Thus Z==G is a complex space whose structure

sheaf O

Z==G

(U) = O

Z

(�

�1

(U)

G

is the sheaf of invariants and every point in Z==G has

an open Stein neighborhood such that the inverse image in Z is Stein. For example,

if V is a holomorphic Stein G-manifold, then a semistable quotient V==G alway exists.

Moreover it is shown in [H-M-P] that Z is a Stein space if and only if Z==G is a Stein

space.

Assume that Z is connected and that some orbit of maximal dimension is closed.

Then there exists a proper analytic subset A in Z==G such that Z

o

==G = Z==G n A

is a geometric quotient of Z

o

:= �

�1

(Z==G n A). In particular, every �bre of �jZ

o

is G-homogeneous or equivalently the dimension of the G-orbits in Z

o

is constant.

Every x 2 Z

o

has a G-stable neighborhood U which is G-equivariantly biholomorphic

to G�

H

S where H is the isotropy group of G at x and S is a Stein space such that the

connected component H

0

of the identity of H acts trivially on S. Here G�

H

S denotes

the bundle associated to the H-principal bundle G ! G=H . Thus locally Z

o

==G is

given by S=� where � := H=H

0

is a �nite group. Moreover, there is an analytically

Zariski open G-stable subset Z

oo

of Z which is contained in Z

o

such that the isotropy

type is constant. This implies that Z

oo

is a �bre bundle over Z

oo

==G � Z==G.

3. Orbit geometry of the future tube.

In the following it will be convenient to introduce a linear coordinate change such

that < z; z >= (z

0

)

2

� (z

1

)

2

� (z

2

)

2

� (z

3

)

2

has the form z

0

z

1

� z

2

z

3

. Thus we set

Z :=

�

x

z

y

w

�

=

�

z

0

+ z

3

z

1

+ iz

2

z

1

� iz

2

z

0

� z

3

�

and obtain detZ =< z; z > and det ImZ =< Im z; Im z > where ImZ :=

1

2i

(Z�

�

Z

t

).

Let H := fZ 2 V ; ImZ > 0g denote the generalized upper half plane where

V := C

2�2

. Note that H is just the tube over the positive light cone in the new

coordinates. Moreover H is stable with respect to the action of G

R

:= SL

2

(C ) which

is given by G

R

�H ! H; (g; Z) ! g � Z := gZ�g

t

. This action is not e�ective. The

ine�ectivity consists of � = f+I;�Ig and the quotient SL

2

(C )=� is the connected

component of the identity of the homogeneous Lorentz group.

Let H

N

:= H � � � � � H � V � � � � � V =: V

N

denote the N -fold product

of H and set G := (G

R

)

C

= SL

2

(C ) � SL

2

(C ) where G

R

is embedded in G via

g ! (g; �g). The diagonal G

R

action on V

N

extends to a holomorphic G action

G� V

N

! V

N

; ((g; h); Z

1

; : : : ; Z

N

)! (g; h) � (Z

1

; : : : ; Z

N

) := (gZ

1

h

t

; : : : ; gZ

N

h

t

).
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The Minimum Principlefrom a Hamiltonian Point of View 11

Theorem. The extended future tube (H

N

)

C

:= G �H

N

is a domain of holomorphy.

In the proof we will make an axiomatic use of the following statements

Fact 1 (see Streater Wightman [S-W], p. 66). The set H

N

is orbit connected in V

N

,

i.e., fg 2 G; g � Z 2 H

N

g is connected for every Z 2 V

N

.

Fact 2. The extended future tube G � H

N

is saturated with respect to � : V

N

!

V

N

==G.

Fact 2 implies that the semistable quotient G �H

N

==G exists and is an open subset

of V

N

==G. The quotient map is given by restricting � : V

N

! V

N

==G to G �H

N

.

There does not seem to be a proof in the literature of Fact 2 but there is a detailed

proof for the whole complex orthogonal group in [H-W]. A slight modi�cation of the

proof there can be used for a proof of Fact 2. In order to be complete let us recall

brie
y the main steps. First we note that it is su�cient to show the following (see

e.g. [H]).

Claim. If Z 2 H

N

, then the unique closed orbit G �W in the closure of G � Z lies in

G �H

N

.

This can be seen as follows. Let < ; > be the complex Lorenz product, i.e., the

symmetric bilinear form on V which is associated to the quadratic form det : V !

V . Thus V is just the standard representation of

~

G := O

4

(C ). Note that

~

G has

two connected components and the connected component of the identity is G. The

functions (Z

1

; : : : ; Z

N

) !< Z

i

; Z

j

>, form a set of generators for the algebra of

the

~

G-invariant polynomials on V

N

. Thus the image of V

N

in the set of symmetric

N �N -matrices of the map ~� which sends (Z

1

; : : : ; Z

N

) to the matrix (< Z

i

; Z

j

>)

is an a�ne variety which is isomorphic to V

N

==

~

G.

The matrices of rank 3 or 4 correspond to �bres of ~� which are closed

~

G-orbits.

It follows that the G-orbit through every point Z 2 H

N

such that the rank r of

~

Z

is greater or equal to 3 is already closed. Now assume that r � 2. In this case the

following is shown in [H-W]: There exists an g 2

~

G, �

j

2 C and an ! 2 V with

< !; ! >= 0 =< !;W

j

> such that

Z

j

= g �W

j

+ �

j

! ; j = 1; : : : ; N :

The proof actually shows that one can choose g 2 G, i.e., det g = 1. Now an argument

of Hall-Wightman ([H-W], p.21) implies that g�W

j

2 H for all j, i.e., G�W � G�H

N

.

Fact 3. The function � : H

N

! R; �(Z

1

; : : : ; Z

N

) :=

1

det ImZ

1

+ � � � +

1

det ImZ

N

is G

R

-invariant and strictly plurisubharmonic. Moreover, � is a weak exhaustion of

H

N

.

The simplest way to see that � is strictly plurisubharmonic is to note that Z

j

!

1

det ImZ

j

it is given by the Bergmann kernel function on H . Since det ImZ = 0 for

Z 2 @H , � is a weak exhaustion of H

N

, i.e., �(Z

k

) ! +1 if limZ

k

= Z

0

2

@(H

N

) � V

N

.

Let K

R

:= f(a; �a); a 2 SU

2

(C )g be the maximal compact subgroup of G

R

. We

set V

0

:= fZ 2 V ; detZ 6= 0g. Note that V==G

�

=

C and that after this identi�cation
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the quotient map is given by det : V ! C . In particular, V

0

is saturated with respect

to V ! V==G.

Lemma 1. Let (W

n

) be a sequence in H such that (�(W

n

)) converges in V==G. Then

there exist h

n

2 G

R

such that a subsequence of (h

n

�W

n

) converges in V .

Proof. There exist u

n

2 K

R

such that

X

n

:= u

n

�W

n

=:

�

x

n

0

z

n

y

n

�

:

Since (�(W

n

)) = (�(X

n

)) converges, it follows that j detX

n

j = jx

n

y

n

j � R for some

R � 0 and all n. Furthermore, X

n

2 H implies that

1

4

jz

n

j

2

< Imx

n

Im y

n

� jx

n

y

n

j =

j detX

n

j. Therefore (z

n

) is bounded. Now 0 < jx

n

y

n

j � R implies that jr

2

n

x

n

j =

jr

�2

n

y

n

j for some r

n

> 0. In particular the sequence (r

2

n

x

n

; r

�2

n

y

n

) is bounded. Hence

h

n

�W

n

has a convergent subsequence where h

n

:= r

n

� u

n

2 G

R

and r

n

is identi�ed

with

�

�

r

n

0

0

1

r

n

�

;

�

r

n

0

0

1

r

n

�

�

. �

Remark 1. Geometrically Lemma 1 asserts that H is relatively compact over V==G

mod G

R

.

Lemma 2. Let (Z

n

;W

n

) be a sequence of points in H �H and assume that

(i) �(Z

n

;W

n

) converges in (V � V )==G and

(ii) W

0

= limW

n

exists in H.

Then a subsequence of (Z

n

) converges to a Z

0

2 H.

Proof. Note that V � V

0

is an open G-stable subset of V � V which is saturated

with respect to V � V ! (V � V )==G and contains H � H . The map V � V

0

!

V; (Z;W ) ! ZW

�1

, is G-equivariant, where G acts on the image V by conjugation

with the �rst component, i.e. by int(g; h) �X = gXg

�1

. It is su�cient to show the

following

Claim. A subsequence of (X

n

) converges.

Since the image ofX

n

:= Z

n

W

�1

n

in V==intG converges, the trace and the determinant

of X

n

and therefore the eigenvalues of X

n

are bounded. Let u

n

= (a

n

; �a

n

) 2 K

R

be

such that int a

n

� X

n

= (u

n

� Z

n

)(u

n

�W

n

)

�1

=

�

x

n

0

z

n

y

n

�

. Since K

R

is compact, we

may assume that X

n

=

�

x

n

0

z

n

y

n

�

.

Let W

n

=:

�

a

n

c

n

b

n

d

n

�

and W

0

=:

�

a

0

c

0

b

0

d

0

�

. By assumption we have W

0

2 H . There-

fore Im d

0

6= 0. From

Z

n

= X

n

W

n

=

�

x

n

a

n

+ z

n

c

n

x

n

b

n

+ z

n

d

n

y

n

c

n

y

n

d

n

�

2 H

it follows that

1

jz

n

j

2

�

Im (x

n

a

n

+ z

n

c

n

)Im (y

n

d

n

)�

1

4

jx

n

b

n

+ z

n

d

n

� �y

n

�c

n

j

2

�

> 0
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The Minimum Principlefrom a Hamiltonian Point of View 13

for z

n

6= 0. Since the eigenvalues x

n

; y

n

and a

n

; b

n

; c

n

; d

n

are bounded, d

0

6= 0 implies

that jz

n

j is bounded. Thus (X

n

) has a convergent subsequence. �

Remark 2. The proofs of Lemma 1 and Lemma 2 use arguments which can be found

at least implicitly in [Z] on p. 17.

In the above proof we used that H � V

0

which is implied by det ImZ � j detZj.

Corollary 1. If Z

n

= (Z

1

n

; : : : ; Z

N

n

) 2 H

N

are such that (�(Z

n

)) converges in

V

N

==G and (Z

N

n

) converges in H, then (Z

n

) has a convergent subsequence in H

N

. �

Lemma 3. � is a weak exhaustion of X over V==G.

Proof. Let (Z

n

) = ((Z

1

n

; : : : ; Z

N

n

)) be a sequence in H

N

such that q := lim�(Z

n

) 2

@(G�H

N

==G) � V

N

==G exists. There are h

n

2 G

R

such that a subsequence of (h�Z

N

n

)

converges to W

N

2 H (Lemma 1). Now, if W

N

2 @H , then lim sup�(Z

n

) = +1.

Thus assume that W

N

2 H . It follows that (h

n

� Z

n

) has a subsequence which

converges to W 2 H

N

(Corollary 1). But W is not in H

N

, since q = �(W ) 2

@(G �H

N

==G). Thus W 2 @H

N

and therefore again lim sup�(Z

n

) = +1 follows. �

Lemma 4. The function � is an exhaustion mod G

R

along �.

Proof. For r > 0 let Z

n

2 H

N

, Z

n

=: (Z

1

n

; : : : ; Z

N

n

), be such that �(Z

n

) � r and

assume that lim�(Z

n

) exists in G � H

N

==G. Thus there are h

n

2 G

R

such that

(h

n

� Z

N

n

) has a subsequence which converges to some W

N

2 H . If W

N

2 @H ,

then �(Z

n

) goes to in�nity. This contradicts �(h

n

� Z

n

) � r. Thus W

N

2 H and

therefore (h

n

� Z

n

) has a subsequence with limit W = (W

1

; : : : ;W

N

) 2 H

N

. The

same argument as above implies that W

j

2 H for j = 1; : : : ; N . �

Proof of the Theorem. From the invariant theoretical point of view the G = SL

2

(C )�

SL

2

(C ) action on V

N

is the N -fold product of the standard representation of SO

4

(C )

on C

4

. It is well known that for any N = 1; 2; : : : the generic G-orbit in V

N

is closed.

Let (V

N

)

0

denote the set of points in V

N

which lie in a generic closed orbit, i.e.,

(V

N

)

0

is a union of the �bres of the quotient V ! V==G which consist exactly of one

G-orbit. Since the G

R

-action on H is proper, G

R

acts properly on H

N

. It follows

from the results in x2 that there is a G-invariant plurisubharmonic function 	 on

G �H

N

which is a weak exhaustion. Thus G �H

N

is a domain of holomorphy. �

Corollary 2. The image G �H

N

==G of H

N

in V

N

==G is an open Stein subspace.

�
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of Quasihomogeneous Projective 3-Folds
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Abstract. Let X be a projective complex 3-fold, quasihomogeneous with

respect to an action of a linear algebraic group. We show that X is a com-

pacti�cation of SL

2

=�, � a �nite subgroup, or that X can be equivariantly

transformed into P

3

, the quadric Q

3

, or into certain quasihomogeneous bun-

dles with very simple structure.

1991Mathematics Subject Classi�cation: Primary 14M17; Secondary 14L30,

32M12

1 Introduction

Call a variety X quasihomogeneous if there is a connected algebraic group G acting

algebraically on X with an open orbit. A rational map X 9 9 K Y is said to be

equivariant if G acts on Y and if the graph is stable under the induced action on

X � Y .

The class of varieties having an equivariant birational map to X is generally

much smaller then the full birational equivalence class. The minimal rational surfaces

are good examples: they are all quasihomogeneous with respect to an action of SL

2

,

but no two have an SL

2

-equivariant birational map between them. On the other

hand, if X is any rational SL

2

-surface, then the map to a minimal model is always

equivariant.

Generally, one may ask for a list of (minimal) varieties such that every quasiho-

mogeneous X has an equivariant birational map to a variety in this list.

We give an answer for dimX = 3 and G linear algebraic:

1

The author was supported by scholarships of the Graduiertenkollegs \Geometrie und mathema-

tische Physik" and \Komplexe Mannigfaltigkeiten" of the Deutsche Forschungsgemeinschaft
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16 Stefan Kebekus

Theorem 1.1. Let X be a 3-dimensional projective complex variety. Let G be a

connected linear algebraic group acting algebraically and almost transitively on X.

Assume that the ine�ectivity, i.e. the kernel of the map G! Aut(X), is �nite. Then

either G

�

=

SL

2

, and X is a compacti�cation of SL

2

=�, where � is �nite and not

cyclic, or there exists an equivariant birational map X 9 9 K

eq

Z, where Z is one of the

following:

� P

3

or Q

3

, the 3-dimensional quadric

� a P

2

-bundle over P

1

of the form P(O(e)�O(e)�O).

� a linear P

1

-bundle over a smooth quasihomogeneous surface Y , i.e. Z

�

=

P(E),

where E is a rank-2 vector bundle over Y . If G is solvable, then E can be chosen

to be split.

If G is not solvable, then the map X 9 9 K

eq

Z factors into a sequence X  

~

X ! Z,

where the arrows denote sequences of equivariant blow ups with smooth center.

A �ne classi�cation of the (relatively) minimal varieties involving SL

2

will be

given in a forthcoming paper.

The result presented here is contained the author's thesis. The author would like

to thank his advisor, Prof. Huckleberry, and Prof. Peternell for support and valuable

discussions.

2 Existence of Extremal Contractions

The main tool we will use is Mori-theory. In order to utilize it, we show that in our

context extremal contractions always exist.

Lemma 2.1. Let X and G be as in 1.1, but allow for Q -factorial terminal singulari-

ties. Then there exists a Mori-contraction.

Proof. Let � :

~

X ! X be an equivariant resolution of the singularities ofX , letH < G

be a (linear) algebraic subgroup and let v

1

2 Lie(G) be the associated element of the

Lie-algebra. Since

~

X is quasihomogeneous, we can �nd elements v

2

; v

3

2 Lie(G) such

that the associated vector �elds

~v

i

(x) =

d

dt

�

�

�

�

t=0

exp(tv

i

)x 2 H

0

(

~

X;T

~

X)

are linearly independent at generic points of

~

X. In other words,

� := ~v

1

^ ~v

2

^ ~v

3

is a non-trivial holomorphic section of the anticanonical bundle �K

~

X

. Because H is

linear algebraic, the closure of a generic H-orbit is a rational curve, and H has a �xed

point on this curve. Therefore ~v

1

has zeros, and the divisor given as the zero-set of �

is not trivial. In e�ect, we have shown that �K

~

X

is e�ective and not trivial.

If r is the index of X , then the line bundle �rK

X

is e�ective. We are �nished

if we exclude the possibility that �rK

X

is trivial. Assume that this is the case. The

Documenta Mathematica 3 (1998) 15{26



Quasihomogeneous 3-Folds 17

section � not vanishing on the smooth points of X implies that X n Sing(X) is G-

homogeneous. But the terminal singularities are isolated. Thus, by [HO80, thm. 1 on

p. 113], X is a cone over a rational homogeneous surface, a contradiction to �rK

X

trivial.

Consequently �rK

X

is e�ective and not trivial. So there is always a curve C

intersecting an element of j � rK

X

j transversally. Hence C:K

X

< 0 and there must

be an extremal contraction.

Corollary 2.2. Let X and G be as in theorem 1.1 with the exception that X is

allowed to have Q -factorial terminal singularities. Let � : X ! Y be an equivariant

morphism with dimY < 3. Then there is a relative contraction over Y .

Proof. If Y is a point, this follows directly from lemma 2.1. Otherwise, if � 2 Y

generic, we know that the �ber X

�

is smooth, does not intersect the singular set

and is quasihomogeneous with respect to the isotropy group G

�

. So there exists a

curve C � X

�

with C:K

X

�

< 0. Note that the adjunction formula holds, since X has

isolated singularities andX

�

does not intersect the singular set. HenceK

X

�

= K

X

j

X

�

,

and there must be an extremal ray C � NE(X) such that �

�

(C) = 0. Thus, there

exists a relative contraction.

Recall that all the steps of the Mori minimal model program (i.e. extremal

contractions and 
ips) can be performed in an equivariant way. For details, see

[Keb96, chap. 3].

3 Equivariant Rational Fibrations

In this section we employ group-theoretical considerations in order to �nd equivariant

rational maps fromX to varieties of lower dimension. These will later be used to direct

the minimal model program.

We start with the case that G is solvable.

Lemma 3.1. Let X and G be as in 1.1. Assume additionally that G is solvable. Then

there exists an equivariant rational map X 9 9 K

eq

Y to a projective surface Y .

Proof. Since G is solvable, there exists a one-dimensional algebraic normal subgroup

N . Let H be the isotropy group of a generic point, so that 


�

=

G=H , and consider

the map




�

=

G=H ! G=(N:H)

Recall that N:H is algebraic. Since N is not contained in H (or else G acted

with positive dimensional ine�ectivity), the map has one-dimensional �bers. Now

dimG=(N:H) > 0 and G=(N:H) can always be equivariantly compacti�ed to a pro-

jective variety Y . This yields an equivariant rational map X 9 9 K

eq

Y .

Now consider the cases where G is not solvable.

Lemma 3.2. Let X and G be as above. Assume that G is neither reductive nor

solvable. Then there exists an equivariant rational map X 9 9 K

eq

Y such that either

1. Y

�

=

P

3

, and X 9 9 K

eq

Y is birational, or dimY = 2, or

Documenta Mathematica 3 (1998) 15{26



18 Stefan Kebekus

2. dimY = 1, and there exists a normal unipotent group A and a semisimple group

S < G, acting trivially on Y . The unipotent part A acts almost transitively on

generic �bers.

Proof. Let G = U o L be the Levi decomposition of G, i.e. U is unipotent and L

reductive and de�ne A to be the center of U . Note that A is non-trivial. Since A

is canonically de�ned, it is normalized by L, hence it is normal in G. Let H be the

isotropy group of a generic point, 
 the open G-orbit, so that 


�

=

G=H , and consider

the map




�

=

G=H ! G=(A:H)

There are two things to note. The �rst is that A is not contained in H (or else G acted

with positive dimensional ine�ectivity). So dimG=(A:H) < 3. If dimG=(A:H) >

0, it can always be equivariantly compacti�ed G=(A:H) to a variety Y yielding an

equivariant rational map X 9 9 K Y . If dimG=(A:H) = 2, we can stop here. If

dimG=(A:H) = 1, then note that A acts transitively on the �ber A:H=H . If A:H

does not contain a semi-simple group, we argue as in lemma 3.1 to �nd a subgroup

H

0

, H < H

0

< A:H such that dimH

0

=H = 1. Then dimG=H

0

= 2, and again we are

�nished.

If dimG=(A:H) = 0, then A acts transitively on 
. In this case A

�

=

C

n

, and

hence (because the G-action is algebraic) 


�

=

C

3

. The theorem onMostow �bration

(see e.g. [Hei91, p. 641]) yields that L has to have a �xed point in 
. Therefore,

without loss of generality, L < H . As a next step, consider the group B := (U \H)

0

.

Since both U and H are normalized by L, B is as well. Elements in A commute with

all elements of U , hence A:B normalizes B as well. Then B is a normal subgroup of

UoL = G. Note that A:B = U , because A:B = A:(H\U) = (A:H)\U = G\U = U .

Consequently B acts trivially. Therefore B = feg.

We are now in a position where we may write G = A o

�

L, where � is the

action of L on A (L acting by conjugation). Now H = L, hence A

�

=




�

=

C

3

and the L-action on A

�

=

(C

3

;+) is linear. So G is a subgroup of the a�ne group

and 
 can be equivariantly compacti�ed to P

3

, yielding an equivariant rational map

X 9 9 K

eq

P

3

.

We study case (1) of the preceding proposition in more detail.

Lemma 3.3. Let X be as above and assume that G is reductive. Assume furthermore

that G is not semisimple. Then there is an equivariant rational map X 9 9 K

eq

Z,

where dimZ = 2.

Proof. As a �rst step, recall that G = T:S, where S is semisimple, T is a torus, and

S and T commute and have only �nite intersection. If � is a point in the open orbit

and G

�

the associated isotropy group, then T 6� G

�

, or otherwise T would not act at

all. For that reason we will be able to �nd a 1-parameter group T

1

< T , T

1

6� G

�

and

consider the map


 := G=G

�

! G=(T

1

:G

�

):

Since T

1

has non-trivial orbits, dimG=(T

1

:G

�

) = 2. If we compactify the latter in an

equivariant way to a variety Z, we automatically obtain an equivariant rational map

X 9 9 K

eq

Z as claimed.
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Quasihomogeneous 3-Folds 19

Lemma 3.4. Suppose G is semisimple. Then one of the following holds:

1. G

�

=

SL

2

and the open orbit 
 is isomorphic to SL

2

=�, where � is �nite and

not contained in a Borel subgroup.

2. X

�

=

P

3

3. X is isomorphic to F

1;2

(3), the full 
ag variety

4. X is homogeneous and either X

�

=

Q

3

, the 3-dimensional quadric or X is a

direct product involving only P

1

and P

2

.

5. X admits an equivariant rational map X 9 9 K

eq

Y onto a surface.

Proof. If G

�

=

SL

2

, and � is embeddable into a Borel group B, then � is in fact

embeddable into a 1-dimensional torus T . Consider the map G=� ! G=T , and we

are �nished.

Assume for the rest of this proof that G 6

�

=

SL

2

. Then the claim is already true

in the complex analytic category: see [Win95, p. 3]. One must exclude torus bundles

by the fact that they never allow an algebraic action of a linear algebraic group.

We summarize a partial result:

Corollary 3.5. Let X and G be as above. If there exists an equivariant map

X 9 9 K

eq

P

1

and no such map to P

3

or to a surface, then G is not solvable and

there exist subgroups S and A as in lemma 3.2.

4 The case that Y is a curve

In this section we investigate relatively minimal models over P

1

. The main proposition

is:

Proposition 4.1. Let X and G be as in 1.1 with the exception that X is allowed

to have Q -factorial terminal singularities. Assume that � : X ! P

1

is an extremal

contraction. Assume additionally that there does not exist an equivariant rational

map X 9 9 K

eq

Y , where dimY = 2 or Y

�

=

P

3

. Then

X

�

=

P(O

P

1

(e)�O

P

1

(e)�O

P

1

);

with e > 0. In particular, X is smooth.

Proof. As a �rst step, we show that the generic �ber X

�

is isomorphic to P

2

. As �

is a Mori-contraction, X

�

is a smooth Fano surface. By corollary 3.5, the stabilizer

G

�

< G of X

�

contains a unipotent group A acting almost transitively on X

�

and

a semisimple part S. This already rules out all Fano surfaces other than P

2

. Fur-

thermore, S

�

=

SL

2

. Note that G

�

stabilizes a unique line L � X

�

and that S acts

transitively on L.

Set D

0

:= G:L and remark that D

0

intersects the generic �-�ber in the unique

G

�

-stable line: D

0

\ X

�

= L. We claim that D

0

is Cartier. The desingularization

~

D

0

has a map to P

1

, the generic �ber is isomorphic to P

1

and S acts non-trivially on

all the �bers. Thus,

~

D

0

is isomorphic to P

1

� P

1

, and S does not have a �xed point

on D

0

. Consequently,

~

D

0

does not intersect the singular set of X and is Cartier.
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Take D

00

to be an ample divisor on Y . As � is a Mori-contraction, the line

bundle L associated to D := D

0

+n�

�

(D

00

), n >> 0, is ample on X . In this setting, a

theorem of Fujita (cf. [BS95, Prop. 3.2.1]) yields that X is of the form P(E), where

E is a vector bundle on P

1

.

The transition functions of E must commute with S, but the only matrices

commuting with SL

2

are Diag(�; �; �), hence E = O(e) � O(e) � O(f) and X

�

=

P(O(e� f)�O(e� f)�O).

For future use, we note

Lemma 4.2. Let X and G be as in proposition 4.1. Then, by equivariantly blowing up

and down, X 9 9 K

eq

P(O(e

0

)�O(e

0

)�O) where the latter does not contain a G-�xed

point.

Proof. The semisimple group S �xes a unique point of each �-�ber, so that there

exists a curve C of S-�xed points. Suppose that G has a �xed point f . Then f 2 C,

and we can perform an elementary transformation X 9 9 K

eq

X

0

with center f , i.e. if

X

�

is the �-�ber containing f , then we blow up f and blow down the strict transform

of the X

�

, again obtaining a linear P

2

-bundle of type P(O(e) � O(e) � O). This

transformation exists, as has been shown in [Mar73]. Since all the centers of the

blow-up and -down are G-stable, the transformation is equivariant.

We will use this transformation in order to remove G-�xed points. Let g 2 G be

an element not stabilizing C. The curves gC and C meet in f . We know that after

�nitely many blow-ups of the intersection points of C and gC, the curves become

disjoint, so that there no longer exists a G-�xed point! This, however, is exactly what

we do when applying the elementary transformation.

5 The case that Y is a surface

The cases that G is solvable or not solvable are in many respects quite di�erent. Here

we have to treat them separately.

5.1 The case G solvable

We will show that in this situation the open G-orbit can be compacti�ed in a partic-

ularly simple way.

Proposition 5.1. Let X and G be as in theorem 1.1. Assume additionally that G

is solvable and � : X ! Y is an equivariant map with connected �bers onto a smooth

surface. Then there exists a splitting rank-2 vector bundle E on Y and an equivariant

birational map X 9 9 K

eq

P(E).

We remark that if y 2 Y is contained in the open G-orbit, then it's preimage

is quasihomogeneous with respect to the isotropy group G

y

, hence isomorphic to P

1

.

As a �rst step in the proof of proposition 5.1, we show the existence of very special

divisors in X .

Notation 5.2. We call a divisor D � X a \rational section" if it intersects the generic

�-�ber with multiplicity one.

In our context, such divisors always exist:
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Lemma 5.3. Let � : X ! Y be as in lemma 5.1 and assume additionally that there

exists a group H

�

�

=

C

�

acting trivially on Y . Let D

0

X

be the �xed point set of the

H

�

-action. Then D

0

X

contains two rational sections as irreducible components.

Proof. Let D

X

be the union of those irreducible divisors in D

0

X

which are not preim-

ages of curves or points by �. The subvariety D

X

intersects every generic �-�ber at

least once. Hence D

X

6= 0.

We claim that the set of branch points

M := fy 2 Y : #(�

�1

(y) \D

X

) = 1g

is discrete. Linearization of the H

�

-action yields that for any point f 2 D

X

nSing(X),

there is a unique H

�

-stable curve intersecting D

X

at f . Furthermore, the intersec-

tion is transversal. Assume dimM � 1 and let y be a generic point in M . Then

dim�

�1

(y) = 1 and �

�1

(y) = 1 contains a smooth curve C as an irreducible compo-

nent intersecting D

X

. Now C:D

X

= 1 and, because C \D

X

was the only intersection

point by assumption, �

�1

(y):D

X

= 1. This is contrary to D

X

intersecting the generic

�-�ber twice.

Set

N := f� 2 Y j dim(X

�

\D

X

) > 0g [M [ �(Sing(X)):

By de�nition N is �nite and D

X

is a 2-sheeted cover over Y nN . Now Y is smooth and

quasihomogeneous with respect to an algebraic action of the linear algebraic group

G. Hence it is rational. This implies that Y nN is simply connected. Hence D

X

has

two connected components over Y n N . Now the set D

X

\ �

�1

(N) is just a curve.

Therefore D

X

cannot be irreducible.

Lemma 5.4. Under the assumptions of lemma 5.1, there exists a G-stable rational

section E

1

� X.

Proof. If G is a torus, then there exists a subgroup T

1

acting trivially on Y . In this

case we are �nished by applying lemma 5.3. Thus we may assume that the unipotent

part U of G is non-trivial. Let � 2 Y be a generic point and x 2 X

�

n 
, where 


denotes the open G-orbit in X . If x is unique, then the divisor E

1

:= G:x has the

required properties. Similarly, if U acts almost transitively on Y , then it's isotropy

at � is connected and we may set E

1

:= U:x.

If neither holds, then necessarily dimU = 1, and we can assume that U acts

non-trivially on Y . Otherwise X

�

n
 consists of a single point and we are �nished as

above. Let T

1

be a 1-dimensional subgroup of a maximal torus such that I := U:T

1

acts almost transitively on Y . If � 2 Y is generic, the isotropy group I

�

is cyclic:

I

�

has two �xed points in X

�

. Consequently, there exist at least two I-orbits whose

closures D

i

are rational sections.

Note that I is normal in G, i.e. all elements of G map I-orbits to I-orbits. If D

i

are the only rational sections occurring as closures of I-orbits, they are automatically

G-stable. Otherwise, all I-orbits are mapped injectively to Y , and at least one of

these is G-stable.

The existence of E

1

already yields a map to a P

1

-bundle.

Lemma 5.5. Under the assumptions of lemma 5.1, there exists a rank-2 vector bundle

E on Y (not necessarily split) and an equivariant birational map X 9 9 K

eq

P(E).
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Proof. Set E := (�

�

(O

X

(E)))

��

. Since a re
exive sheaf on a smooth surface is locally

free, E is a vector bundle. If 


Y

� Y is the open orbit, �

�1

(


Y

)

�

=

P(Ej




Y

)

(cf. [BS95, Prop. 3.2.1]), inducing a birational map  : X 9 9 K P(E). Note that

�

�

(O

X

(E)) is torsion free. In particular, �

�

(O

X

(E)) is locally free over a G-stable

co�nite set Y

0

� Y so that, by the universal property of Proj,  is regular over Y

0

.

As  j

Y

0

is proper, it is equivariant. The automorphisms over Y

0

extend to the whole

of P(E) by the Riemann extension theorem. Hence  is equivariant as claimed.

In order to show that E can be chosen to be split we need to �nd another rational

section. We will frequently deal with the following situation, for which we �x some

notation.

Notation 5.6. Let � : X ! Y be as above and assume that there exists a map

� : Y ! Z

�

=

P

1

, e.g. if Y is isomorphic to a (blown-up) Hirzebruch surface �

n

.

Then, if F 2 Z is a generic point, set F

Y

:= �

�1

(F ) and F

X

:= �

�1

(F

Y

).

Lemma 5.7. In the setting of proposition 5.1, there exists a second rational section

E

2

. If E

1

is as constructed in lemma 5.4, then E

1

\ E

2

is G-stable.

Proof. If G is a torus, we are �nished, as we have seen in the proof of lemma 5.4.

Hence we may assume that dimU > 0, where U is the unipotent part of G.

Suppose that U acts trivially on Y . Then we are able to choose a 2-dimensional

torus T < G such that T acts almost transitively on Y . If � 2 Y is generic, then

the isotropy group T

�

may not be cyclic, but since it has to �x the unique U -�xed

point in X

�

, its image T

�

! Aut(X

�

) is contained in a Borel group, hence cyclic.

Consequently, T

�

�xes another point x, and we may set E

2

:= T:x.

The other case is that U acts non-trivially on Y . We need to consider a mapping

� : Y ! Z

�

=

P

1

. If Y

�

=

�

n

, or a blow-up, there is no problem. If Y

�

=

P

2

, we note

that, by G being solvable and Borel's �xed point theorem (see [HO80, p. 32]), there

exists a G-�xed point y 2 Y . We can always blow up y and X

y

in order to obtain a

new P

1

-bundle over �

1

. If we are able to construct our rational sections here, then

we can simply take their images to be the desired rational sections in the variety we

started with. So let us assume that Y 6

�

=

P

2

.

There exists a 1-dimensional normal unipotent subgroup U

1

< G. Assume �rst

that U

1

acts non-trivially on Z. Using notation 5.6, F

Y

is isomorphic to P

1

, F

X

to a

Hirzebruch surface �

n

. Choose a section � � F

X

with the property that �(� \E

1

)

does not meet the open G-orbit in Y . As the stabilizer of F

X

in G stabilizes E

1

, so

that E

1

\ F

X

is either the in�nity- or zero-section in F

X

�

=

�

n

or the diagonal in

F

X

�

=

�

0

, and G stabilizes a section of Y ! P

1

, this can always be accomplished. Set

E

1

:= U

1

:�.

Secondly, we must consider the case that U

1

acts trivially on Z. We proceed

similarly to the above. Choose a 1-dimensional group G

1

< G such that the G

1

-orbit

in Z coincides with that of G. Now G

1

stabilizes at least one section �

Y

� Y over Z

which is not U

1

-stable! Set �

X

:= �

�1

(�

Y

) and consider a section � � �

X

over �

Y

such that �(� \ E

1

) is disjoint from the open G-orbit in Y . Then E

1

:= U

1

:� is the

divisor we were looking for.

We still have to show that the intersection E

1

\ E

2

is G-stable. Note that by

construction, �(E

1

\ E

2

) does not meet the open G-orbit in Y . This, together with

E

1

being G-stable, yields the claim.
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We shall use the second rational section in order to transform E into a splitting

bundle.

5.1.1 Eliminating vertical curves

If S � �(E

1

\ E

2

) is an irreducible curve which is a �-�ber, then we say that E

1

and E

2

intersect vertically in S. We know that after blowing up S we obtain a P

1

-

bundle over the blow-up of Y . Furthermore, the process is equivariant. The proper

transforms of E

1

and E

2

are again rational sections. If they still intersect vertically,

the blow-up procedure can be applied again. So we eventually obtain a sequence of

blow-ups. The strict transforms of the E

1

and E

2

are again rational sections in X

i

.

We denote them by E

i

1

or E

i

2

, respectively. By the theorem on embedded resolution,

we have:

Lemma 5.8. The sequence described above terminates, i.e. there exists a number

i 2 N such that the strict transforms E

i

1

and E

i

2

do not intersect vertically.

5.1.2 Eliminating horizontal curves

We may now assume that E

1

and E

2

do not intersect vertically. Let S � �(E

1

\E

2

)

be an irreducible curve. Then S gives rise to an elementary transformation as ensured

by [Mar73]. Again, the transformation is equivariant and the strict transforms of E

1

and E

2

are rational sections. If they still intersect over S, we transform as before.

Again one may use the embedded resolution to show (cf. [Keb96, thm. 5.30] for

details):

Lemma 5.9. The sequence described above terminates after �nitely many transfor-

mations, i.e. there exists a j 2 N such that for all curves C � E

(j)

1

\ E

(j)

2

it follows

that �

(j)

(C) 6= S. Furthermore, if E

1

and E

2

do not intersect vertically, then E

(i)

1

and E

(i)

2

do not intersect vertically for all i.

5.1.3 The construction of independent sections

By lemma 5.8 the variety X can be transformed into a P

1

-bundle such that the

strict transforms of E

1

and E

2

do not intersect in �bers. A second transformation

will rid us of curves in E

1

\ E

2

which are not contained in �bers. Since the latter

transformation does not create new curves in the intersection, the strict transforms

of E

1

and E

2

eventually become disjoint. The resulting space is the compacti�cation

of a line bundle.

Lemma 5.10. If E

1

and E

2

do not intersect, X is the compacti�cation of a line

bundle.

Proof. Since E

1

and E

2

are disjoint, neither contains a �ber. Thus they are sections.

As a net result, we have shown proposition 5.1.
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5.2 The case G not solvable

As �rst step, we show that X is again a linear P

1

-bundle. We do this under an

additional hypothesis which will not impose problems in the course of the proof of

theorem 1.1.

Lemma 5.11. Let X and G be as in theorem 1.1, with the exception that X is allowed

to have Q -factorial terminal singularities. Let � : X ! Y be a Mori-contraction to

a surface and assume additionally that G is not solvable and that there exists an

equivariant morphism  : Y ! Y

0

, where Y

0

is a smooth surface. Then X and Y are

smooth and X is a linear P

1

-bundle over Y .

Proof. First, we show that all �-�bers are of dimension 1. If there exists a �ber X

�

which is not 1-dimensional, then dimX

�

= 2. Take a curve C � Y so that � 2 C.

Set D := �

�1

(C n �). The divisor D intersects an irreducible component of X

�

. Now

take a curve R � X

�

intersecting D in �nitely many points. We have R:D > 0.

However, all generic q-�bers X

�

are homologous to R (up to positive multiples). So

X

�

:D > 0, contradicting the de�nition of D.

Secondly, we claim that X is smooth. Assume to the contrary and let x 2 X be a

singular point, � := �(x). Recall that terminal singularities in 3-dimensional varieties

are isolated. Thus, if S is the semisimple part of G, then the �ber X

�

through x is

pointwise S-�xed. Linearizing the S-action at a generic point y 2 X

�

, the complete

reducibility of the S-representation yields an S-quasihomogeneous divisor D which

intersects X

�

transversally at y and is Cartier in a neighborhood of y. The induced

map D ! Y

0

must be unbranched: Y

0

contains an S-�xed point and is therefore

isomorphic to P

2

; but there is no equivariant cover of this other than the identity. So

D is a rational section which is Cartier over a neighborhood of �. If H 2 Pic(Y )

is su�ciently ample, then D + �

�

(H) is ample, and [BS95, Prop. 3.2.1] applies,

contradicting the assumption that X is singular.

Since X is smooth, the same theorem shows that in order to prove the lemma

it is su�cient to show that there exists a rational section. If all the simple factors

of S have orbits of dimension � 2, then, after replacing the factors by their Borel

groups, we obtain a solvable group G

0

, acting almost transitively as well. In this case

lemma 5.4 applies.

If S

0

< S is a simple factor acting with 3-dimensional orbit on X , its action on

Y is almost transitively. In particular, there exists a 2-dimensional group B < S,

isomorphic to a Borel group in SL

2

, which also acts almost transitively on Y . As

in the proof of lemma 5.4, B has cyclic isotropy at a generic point of Y and so there

exist two rational sections which are compacti�cations of B-orbits.

6 Proof of theorem 1.1

Prior to proving theorem 1.1, we still need to describe equivariant maps to P

3

in more

detail:

Lemma 6.1. Let X 9 9 K

eq

P

3

be an equivariant birational map. Then either X has

an equivariant rational �bration with 2-dimensional base variety or X and P

3

are

equivariantly linked by a sequence of blowing ups of X followed by a sequence of blow-

downs.
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Proof. If the G-action on P

3

has a �xed point, we can blow up this point and obtain

a map from the blown-up P

3

to P

2

. If there is no such G-�xed point in P

3

, then after

replacingX by an equivariant blow-up, there is a regular equivariant map � : X ! P

3

.

Recall that such a map factors through an extremal contraction. Since the base does

not contain a �xed point, the classi�cation of extremal contractions of smooth varieties

yields the claim.

Now we compiled all the results needed to �nish the

Proof of theorem 1.1. GivenX , we apply lemmata 3.1{3.4. UnlessX

�

=

Q

3

, F

1;2

(3) or

a compacti�cation of SL

2

=�, � not cyclic, there exists an equivariant map X 9 9 K

eq

Y ,

where Y is smooth and Y

�

=

P

3

, dim(Y ) = 2 or, if no other case applies, dim(Y ) = 1.

If Y

�

=

P

3

, then, by lemma 6.1, we may replace P

3

by a surface, or else we are

�nished.

In the case of a map to Y with dimY < 3, we can blow up X equivariantly to

obtains a morphism

~

X ! Y . Recalling that all steps in the minimal model program

(i.e. contractions and 
ips) are equivariant, we may perform a relative minimal model

program over Y . In this situation corollary 2.2 shows that the program does not stop

unless we encounter a contraction of �ber type X

0

! Y

0

and dimY

0

< 3. Note that

dimY

0

� dimY .

In case that Y

0

is a surface, X

0

is the projectivization of a line bundle or can

be equivariantly transformed into one (cf. lemma 5.5 and 5.11). If G is solvable,

proposition 5.1 allows us to transformX into the projectivization of a splitting bundle

over a surface.

If dimY

0

= 1 and there does not exist a map to one of the other cases, X

�

=

P(O(e)�O(e)�O) over P

1

, as was shown in proposition 4.1.

We still have to show that if G is not solvable, the map to one of the models in

our list factors into equivariant monoidal transformations. Recall that it su�ces to

show that, after equivariantly blowing up, if necessary, the minimal models do not

have a G-�xed point. We do a case-by-case checking:

P

2

-bundles over P

1

: By lemma 4.2, these can be chosen not to contain a �xed

point.

P

1

-bundles over a surface Y : If the semisimple part S of G acts trivially on Y ,

we can stop. Otherwise, if the S-action on Y has a �xed point f , we blow up

f and the �ber over f and obtain a P

1

-bundle over �

1

. Recall that actions of

semisimple groups on �

n

never have �xed points.

P

3

: This case has already been handled in lemma 6.1.

SL

2

=�: After desingularizing and blowing up all �xed points, if any, the compacti-

�cation of SL

2

=� is �xed point free. Otherwise, linearization at a �xed point

yields a contradiction to S acting almost transitively.

other cases: The remaining cases occur only when X is homogeneous

(cf. lemma 3.4).
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Abstract. The main purpose of this paper is the construction in motivic

cohomology of the cyclotomic, or classical polylogarithm on the projective

line minus three points, and the identi�cation of its image under the regula-

tor to absolute (Deligne or l-adic) cohomology. By specialization to roots of

unity, one obtains a compatibility statement on cyclotomic elements in mo-

tivic and absolute cohomology of abelian number �elds. As shown in [BlK],

this compatibility completes the proof of the Tamagawa number conjecture

on special values of the Riemann zeta function.

The main constructions and ideas are contained in Beilinson's and Deligne's

unpublished preprint \Motivic Polylogarithm and Zagier Conjecture"

([BD1]). We work out the details of the proof, setting up the foundational

material which was missing from the original source: the paper contains

an appendix on absolute Hodge cohomology with coe�cients, and its inter-

pretation in terms of Saito's Hodge modules. The second appendix treats

K-theory and regulators for simplicial schemes.

1991 Mathematics Subject Classi�cation: Primary 19F27; Secondary 11R18,

11R34, 11R42, 14D07, 14F99.

Keywords: Polylogarithm, motivic and absolute cohomology, regulators, cy-

clotomic elements.

Introduction

The aim of this work is to present the construction of the class of the cyclotomic, or

classical polylogarithm in motivic cohomology. It maps to the elements in Deligne and

l{adic cohomology de�ned and studied in Beilinson's \Polylogarithm and cyclotomic

elements" ([B4]). The latter elements can be seen as being represented by a pro{

variation of Hodge structure, or a pro{l{adic sheaf on the projective line minus three

points.

1

See correction on page 297 of this volume.
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Our main interest lies in the specialization of these sheaves to roots of unity:

they represent the \cyclotomic" one{extensions of Tate twists already studied by

Soul�e ([Sou5]), Deligne ([D5]) and Beilinson ([B2]).

Let us be more precise: denote by �

0

d

the set of primitive d{th roots of unity in

Q(�

d

) = Q[T ]=�

d

(T ), d � 2. We get an alternative proof of the following theorem of

Beilinson's:

Corollary 9.6. Assume n � 0, and denote by r

D

the regulator map

H

1

M

(SpecQ(�

d

);Q(n + 1)) �!

M

�:Q(�

d

),!C

C =(2�i)

n+1

R :

There is a map of sets

�

n+1

: �

0

d

�! H

1

M

(SpecQ(�

d

);Q(n + 1))

such that

r

D

��

n+1

: �

0

d

�!

M

�:Q(�

d

),!C

C =(2�i)

n+1

R

maps a root of unity ! to (�Li

n+1

(�!))

�

=

�

�

P

k�1

�!

k

k

n+1

�

�

.

Now �x a d{th primitive root of unity � in Q . This choice allows to identify

continuous �etale cohomology H

1

cont

(SpecQ(�

d

);Q

l

(n+ 1)) with a Q

l

{subspace of

0

@

lim

 �

r�1

�

Q(�

l

1

; �)

�

=(Q(�

l

1

; �)

�

)

l

r


 �


n

l

r

�




Z

l

Q

l

1

A

Gal(Q(�

l

1

;�)=Q(�))

:

Note that there is a distinguished root of unity T in Q(�

d

). As was observed already

in [B4], the study of the cyclotomic polylogarithm gives a proof of [BlK], Conjecture

6.2 (cf. [Sou5], Th�eor�eme 1 for the case n = 1; [Gr], Th�eor�eme IV.2.4 for the local

version if (l; d) = 1):

Corollary 9.7. Let �

n+1

be the map constructed in 9.6. Under the above

inclusion, the l{adic regulator

r

l

: H

1

M

(SpecQ(�

d

);Q(n + 1)) �! H

1

cont

(SpecQ(�

d

);Q

l

(n+ 1))

maps �

n+1

(T

b

) to

1

d

n

�

1

n!

�

0

@

X

�

l

r

=�

b

[1� �]
 (�

d

)


n

1

A

r

:

This result implies in particular that Soul�e's cyclotomic elements in the group

K

2n+1

(F ) 


Z

Z

l

(for an abelian number �eld F and a prime l) are induced by el-

ements in K{theory itself (Corollary 9.8). Furthermore, the case d = 2 of 9.7 forms a

central ingredient of the proof of the Tamagawa number conjecture modulo powers of

2 for odd Tate twists Q(n), n � 2 ([BlK], x 6). Finally, as shown in [KNF], Theorem

6.4, the general case of 9.7 implies the modi�ed version of the Lichtenbaum conjecture

for abelian number �elds.
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The main ideas necessary for both the construction of the motivic polylogarithm

and the identi�cation of the realization classes, together with a sketch of proof, are

contained in the unpublished preprint \Motivic Polylogarithm and Zagier Conjecture"

([BD1]) and its predecessors [B4], [BD1p]. Our aim in this paper is to work out the

details of the proofs. To do this we have to set up a lot of foundational material, which

was missing from the original sources: K-theory of simplicial schemes, regulators to

absolute (Hodge and l-adic) cohomology of simplicial schemes, and an interpretation

of the latter as Ext groups of Hodge modules and l-adic sheaves respectively. This

material is contained in the two appendices which we regard as our main contribution

to the subject. We hope they prove to be useful in other contexts than that treated

in the main text.

Other parts of [BD1] deal with (the weak version of) the Zagier conjecture. We

do not treat this since a complete proof has been given by de Jeu ([Jeu]), although

by somewhat di�erent means from those used in [BD1].

We see two main groups of papers related to polylogarithms:

The �rst deals with mixed sheaves, i.e., variations of Hodge structure or l{adic

mixed lisse sheaves. Maybe the nucleus of these papers is Deligne's observation that

the analytic and topological properties of the dilogarithm Li

2

, viewed as a multivalued

holomorphic function on P

1

(C )nf0; 1;1g, can be coded by saying that Li

2

is an entry

of the period matrix of a certain rank three variation of Q{Tate{Hodge structure on

P

1

C

nf0; 1;1g.

We refer to [Rm], section 7.6 for a nice survey of the construction of a pro{

variation on P

1

C

nf0; 1;1g containing all Li

k

. The �etale analogue is constructed in

Beilinson's \Polylogarithm and Cyclotomic elements" ([B4]), where he de�ned pro{

objects in the categories of l{adic sheaves on P

1

nf0; 1;1g. In both settings, the �bres

at roots of unity di�erent from 1 coincide with the cyclotomic extensions mentioned

above.

The hope and indeed, the motivation underlying these papers is that once a

satisfactory formalism of motivic sheaves is developed, the de�nition of polylogarithms

should basically carry over. We would thus obtain polylogarithmic classes in Ext

groups of motives, these groups being supposedly closely connected to K{theory, of

which everything already de�ned on the level of realizations would turn out to be the

respective regulator.

Nowhere is this hope documented more manifestly than in Beilinson's and

Deligne's \Interpr�etation motivique de la conjecture de Zagier reliant polylogarithmes

et r�egulateurs" ([BD2]): if there is such a motivic formalism, then the weak version of

Zagier's conjecture necessarily holds: not only the values at roots of unity of higher

logarithms, but also appropriate linear combinations of arbitrary values must lie in

the image of the regulator.

For the time being, and in each case separately, honest work is needed to perform

the K{theoretic constructions, and calculate their images under the regulators.

The second class of papers is concerned with precisely that task. In analogy with

the above, one should �rst mention Bloch's \Application of the dilogarithm function

in algebraic K{theory and algebraic geometry" ([Bl]).

Beilinson's \Higher regulators and values of L{functions" ([B2]) provided the

K{theoretic construction of cyclotomic elements, together with the computation of

their images in Deligne cohomology (loc. cit., Theorem 7.1.5, [Neu], [E]).
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As for Zagier's conjecture, we mention Goncharov's \Polylogarithms and Motivic

Galois Groups" ([Go]), where Zagier's conjecture, including the surjectivity statement

is proved for K

5

of a number �eld, and de Jeu's \Zagier's Conjecture and Wedge

Complexes in Algebraic K{theory" ([Jeu]), which contains the proof of the weak

version of Zagier's conjecture, independently of motivic considerations, for K

2n�1

of

a number �eld, and arbitrary n � 2.

Typically, the objects of interest in this class of papers are complexes, cocy-

cles, and symbols, i.e., objects which do not constantly a�ord a geometric, or sheaf{

theoretic interpretation. It is by no means easy to see, say, how a concrete element

in some Deligne cohomology group can be interpreted as an extension of variations

of R{Hodge structure. These and similar di�culties present themselves to the reader

willing to translate from one class to the other.

The authors like to think of the present article as an attempt to bridge the gap

between the two disciplines.

In a sense, the coarse structure of the article follows the above scheme: sections

1{6 are entirely sheaf{theoretic. Anything we say there is therefore a priori restricted

to the level of realizations, i.e., non{motivic. In sections 7{9, K{theory enters. The

appendices provide the foundations necessary to connect the two points of view.

Given that quite a lot has been said about the l{adic and Hodge theoretic incar-

nations of the classical polylogarithm ([B4], [BD2], [WiIV]), the reader may wonder

why sheaf theoretic considerations still take up one third of this work.

Indeed, the construction of the motivic polylog could be achieved much more eas-

ily if a satisfactory formalism of mixed motivic sheaves were available. The necessity

to replace a simple geometric situation by a rather complicated one, in order to replace

complicated coe�cients like Log by Tate twists, should be seen as the main source of

di�culty in any attempt to the construction of motivic versions of polylogarithms.

We now turn to the description of the �ner structure of the main text (sections

1{9):

In section 1, we normalize the sheaf theoretic notations used throughout the

whole article.

Section 2 gives a quick axiomatic description of the logarithmic sheaf Log, and

the (small) polylogarithmic extension pol. The universal property (2.1) is needed

only to connect the general de�nition of the logarithmic sheaf as a solution of a

representability problem to the somewhat ad hoc, but much more geometric de�nition

of section 4. A reader prepared to accept the results on the shape of the Hodge

theoretic and l{adic incarnation of the polylogarithm (2.5, 2.6) may therefore take

the constructions in sections 4 and 6 as a de�nition of both Log and pol, and view

section 2 as an extended introduction providing background material.

In section 3, we establish the geometric situation used thereafter. As section 1,

it is mainly intended for easier reference.

In section 4, we construct a pro-unipotent sheaf G on U = P

1

n f0; 1;1g as

projective limit of relative cohomology objects of powers of G

m

over U relative to

certain singular subschemes. The transition maps are given by the boundary maps in

the relative residue sequence (4.9). The universal property 2.1 then allows to identify

G with the restriction of Log to U (4.11).

Section 5 contains a geometric proof of the splitting principle (5.2): the �bres

of Log at roots of unity have split weight �ltration. Since we need a proof which
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translates easily to the motivic situation, we return to Beilinson's original approach

to the splitting principle ([B4], 4.2) which consists of an analysis of the action of the

multiplication by natural numbers on our absolute cohomology groups.

The main objective of section 6 is the description of pol in terms of geometric

data. The Leray spectral sequence suggests that one{extensions of Q(0) by Log

should be described as elements of the projective limit of cohomology groups with

Tate coe�cients of powers of G

m

relative to certain subschemes. The main result 6.6

allows to identify pol under this correspondence.

In Section 7 our main tool, the residue sequence is constructed in the setting of

motivic cohomology (Proposition 7.2 and Lemma 7.3). The arguments are very much

parallel to those used for absolute cohomology of realizations in section 4. However,

we have to replace the singular schemes by explicit simplicial schemes with regular

components. This is where the material of Appendix B enters.

Section 8 is the K{theoretic analogue of section 6. We consider a certain pro-

jective system of motivic cohomology groups. In order to identify its projective limit

(Corollary 8.8) we use bijectivity or at least controlled injectivity of the regulator

to Deligne cohomology, and the results of section 6. We are then able to de�ne the

universal motivic polylog (8.9).

In the �nal section 9 the motivic version of the splitting principle is shown (9.3).

Again we strongly use the known behaviour of the regulator to show that the action

of multiplication by natural numbers splits into eigenspaces. Applied to the universal

motivic polylogarithm this induces the cyclotomic elements in motivic cohomology. In

the light of section 5 it is clear from their very construction that they induce the right

elements not only in Deligne but also in continuous �etale cohomology. We conclude

by drawing the corollaries which are the main results announced at the beginning

(9.6{9.9).

The Appendices can be read independently of the main text and of each other.

They are meant to be used as a reference, but a careful reader might actually want

to read them �rst. We refer to the respective introductions for an account of their

content.

The reader might �nd it useful to consult [HW] for an overview of the strategy

of the proof of the main results.
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1 Mixed sheaves

We start by de�ning the sheaf categories which will be relevant for us. For our

purposes, it will be necessary to work in the settings of mixed l{adic perverse sheaves

([H2]), and of algebraic mixed Hodge modules over R (A.2). Since the procedures are

entirely analogous, we introduce, for economical reasons, the following rules: whenever

an area of paper is divided by a vertical bar

the text on the left of it will concern the Hodge theoretic setting, while the text on

the right will deal with the l{adic setting. Of course, we hope that before long, there

will be a satisfactory formalism of mixed motivic sheaves providing a third setting to
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which our constructions can be applied. We let

A := R ;

F := Q ;

l := a �xed prime number ;

A := Z

�

1

l

�

;

F := Q

l

and set B := Spec(A).

For any reduced, separated and 
at scheme X of �nite type over B, we let

X

top

:= X(C ) as a topol. space,

Sh(X

top

) := Perv(X

top

;Q) ;

X

top

:= X 


A

Q ,

Sh(X

top

) := Perv(X

top

;Q

l

)

the latter categories denoting the respective categories of perverse sheaves on X

top

([BBD], 2.2).

Next we de�ne the category Sh(X): in the l{adic setting, we �x a pair (S; L) con-

sisting of a horizontal strati�cation S of X ([H2], x 2) and a collection L = fL(S) jS 2

Sg, where each L(S) is a set of irreducible lisse l{adic sheaves on S. For all S 2 S

and F 2 L(S), we require that for the inclusion j : S ,! X , all higher direct images

R

n

j

�

F are (S; L){constructible, i.e., have lisse restrictions to all S 2 S, which are

extensions of objects of L(S). We assume that all F 2 L(S) are pure.

We can make this more explicit: in our computations X will always be a lo-

cally closed subscheme of some A

n

; the strati�cation is by the number of vanishing

coordinates in A

n

; L(S) is the set of all Tate sheaves on S.

Following [H2], x 3, we de�ne D

b

(S;L)

(X;Q

l

) as the full subcategory of D

b

c

(X;Q

l

)

of complexes with (S; L){constructible cohomology objects. Note that all objects will

be mixed. By [H2], x 3, D

b

(S;L)

(X;Q

l

) admits a perverse t{structure, whose heart we

denote by Perv

(S;L)

(X;Q

l

).

Sh(X) := MHM

Q

(X=R)

(see A.2.4)

Sh(X) := Perv

(S;L)

(X;Q

l

) :

Because of the horizontality requirement in the l{adic situation we have the full

formalism of Grothendieck's functors only on the direct limit D

b

m

(U

X

;Q

l

) of the

D

b

(S;L)

(X

U

;Q

l

), for U open in B, and (S; L) as above (see [H2], x 2). However, for a

�xed morphism

� : X �! Y ;

we have a notion of e.g. �

�

{admissibility for a pair (S; L): this is the case if

D

b

(S;L)

(X;Q

l

) ,! D

b

m

(U

X

;Q

l

)

�

�

�! D

b

m

(U

Y

;Q

l

)

factors through someD

b

(T;K)

(Y;Q

l

). Our computations will show, at least a posteriori,

that for our choice of (S; L) all functors which appear are admissible. We will not

stress these technical problems and even suppress (S; L) from our notation.
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As in [BBD], we denote by �

�

; �

�

;Hom etc. the respective functors on the cate-

gories

D

b

Sh(X) := D

b

MHM

Q

(X=R) ;

D

b

Sh(X) := D

b

(S;L)

(X;Q

l

) ;

and H

q

for the (perverse) cohomology functors.

We refer to objects of Sh(X) as sheaves, and to objects of Sh(X

top

) as topological

sheaves. Let us denote by

V 7! V

top

the forgetful functor from Sh(X) to Sh(X

top

). If we use the symbol W

�

, it will always

refer to the weight �ltration.

If X is smooth, we let

Sh

s

(X) := Var

Q

(X=R) � Sh(X)

(see A.2.1) ;

Sh

s

(X

top

) := the category of

Q{local systems on X

top

.

Sh

s

(X) := Et

l;m

Q

l

(X) � Sh(X) ;

the category of lisse

mixed Q

l

{sheaves on X ,

Sh

s

(X

top

) := the category of

lisse Q

l

{sheaves on X

top

.

We refer to objects of Sh

s

(X) as smooth sheaves, and to objects of Sh

s

(X

top

) as

smooth topological sheaves. Denote by USh

s

(X) the category of unipotent objects

of Sh

s

(X), i.e., those smooth sheaves admitting a �ltration whose graded parts are

pullbacks of smooth sheaves of Sh

s

(B) via the structure morphism. Similarly, one

de�nes USh

s

(X

top

).

Remark: Note that in the l{adic situation, the existence of a weight �ltration, i.e.,

an ascending �ltration W

�

by subsheaves indexed by the integers, such that Gr

W

m

is

of weight m, is not incorporated in the de�nition of Sh

s

{ compare the warnings in

[H2], x 3. In the Hodge theoretic setting, the existence of a weight �ltration is part of

the data.

Remark: We have to deal with a shift of the index when viewing e.g. a variation as

a Hodge module, which occurs either in the normalization of the embedding

Var

Q

(X=R) �! D

b

MHM

Q

(X=R)

or in the numbering of cohomology objects of functors induced by morphisms between

schemes of di�erent dimension. In order to conform with the conventions laid down

in appendix A and [WiI], chapter 4, we chose the second possibility: a variation is

a Hodge module, not just a shift of one such. Similarly, a lisse mixed Q

l

{sheaf is a

perverse mixed sheaf. Therefore, if X is of pure relative dimension d over B, then the

embedding

Et

l;m

Q

l

(X) �! D

b

m

(U

X

;Q

l

)

associates to V the complex concentrated in degree �d, whose only non{trivial coho-

mology object is V.

As a consequence, the numbering of cohomology objects of the direct image (say)

will di�er from what the reader might be used to: e.g., the cohomology of a curve
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is concentrated in degrees �1, 0, and 1 instead of 0, 1, and 2. Similarly, one has to

distinguish between the \naive" pullback (�

s

)

�

of a smooth sheaf and the pullback

�

�

on the level of D

b

Sh(X): (�

s

)

�

lands in the category of smooth sheaves, while �

�

of a smooth sheaf yields only a smooth sheaf up to a shift.

In the special situation of pullbacks, we allow ourselves one notational inconsis-

tency: if there is no danger of confusion (e.g. in Theorem 2.1), we use the notation

�

�

also for the naive pullback of smooth sheaves. Similar remarks apply for smooth

topological sheaves.

For a scheme a : X ! B, we de�ne

F (n)

X

:= a

�

F (n) 2 D

b

Sh(X) ;

where F (n) is the usual Tate twist on B.

If X is smooth, we also have the naive Tate twist

F (n) 2 Sh

s

(X) � Sh(X)

on X . If X is of pure dimension d, then we have the equality

F (n) = F (n)

X

[d] :

In order to keep our notation transparent, we have the following

Definition 1.1. For any morphism � : X �! S of reduced, separated and 
at

B{schemes we let

R

S

(X; � ) := �

�

:D

b

Sh(X) �! D

b

Sh(S) ;

H

i

S

(X; � ) := H

i

�

�

:D

b

Sh(X) �! Sh(S) :

Definition 1.2. For a closed reduced subscheme Z of a separated, reduced, 
at B{

scheme X of �nite type, with complement j : U ,! X , and an objectM

:

of D

b

Sh(X),

de�ne

R�

abs

(X;M

:

) := RHom

D

b

Sh(X)

(F (0)

X

;M

:

) ;a)

H

i

abs

(X;M

:

) := H

i

R�

abs

(X;M

:

) ;

the absolute complex and absolute cohomology groups of X with coe�cients in M

:

.

R�

abs

(X;n) := R�

abs

(X;F (n)

X

) ;b)

H

i

abs

(X;n) := H

i

abs

(X;F (n)

X

) :

R�

abs

(X rel Z; n) := R�

abs

(X; j

!

F (n)

U

) ;c)

H

i

abs

(X rel Z; n) := H

i

abs

(X; j

!

F (n)

U

) ;

the relative absolute complex and relative absolute cohomology with Tate coe�cients.
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In the Hodge setting, absolute cohomology with Tate coe�cients coincides with

Beilinson's absolute Hodge cohomology over R (Theorem A.2.7). In the l-adic set-

ting, it yields continuous �etale cohomology (see the remark following De�nition B.4.2).

Remark: If X is a scheme over S, then we have the formulae

R�

abs

(X; � ) = R�

abs

(S;R

S

(X; � )) ;

H

i

abs

(X; � ) = H

i

abs

(S;R

S

(X; � )) :

2 The Logarithmic Sheaf, and the Polylogarithmic Extension

We aim at a sheaf theoretic description of the (small) classical polylogarithm on

P

1

n f0; 1;1g. The �rst step is an axiomatic de�nition of the logarithmic pro{sheaf.

We need the following result:

Theorem 2.1. Let X be the complement in a smooth, proper B{scheme of an NC{

divisor relative to B ([SGA1], Exp. XIII, 2.1), all of whose irreducible components

are smooth over B. Let x 2 X(B), and write a : X ! B. The functor

x

�

: USh

s

(X) �! Sh

s

(B)

is representable in the following sense:

a) There is a pro{object

Gen

x

2 pro{USh

s

(X) ;

the generic pro{unipotent sheaf with basepoint x on X , which has a weight

�ltration satisfying

Gen

x

=W

�n

Gen

x

2 USh

s

(X) for all n :

Note that this implies that the direct system

�

R

0

a

�

Hom(Gen

x

=W

�n

Gen

x

;V)

�

n2N

of smooth sheaves on B becomes constant for any V 2 USh

s

(X).

This constant value is denoted by

R

0

a

�

Hom(Gen

x

;V) :

b) There is a section

1 2 � (B; x

�

Gen

x

) :

c) The natural transformation of functors from USh

s

(X) to Sh

s

(B)

ev : R

0

a

�

Hom(Gen

x

; ) �! x

�

;

' 7�! (x

�

')(1)
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is an isomorphism. Similarly for the transformation of functors from USh

s

(X

top

)

to Sh

s

(B

top

)

ev : R

0

a

�

Hom ((Gen

x

)

top

; ) �! x

�

;

' 7�! (x

�

')(1) :

Consequently, the pairs (Gen

x

; 1) and ((Gen

x

)

top

; 1) are unique up to unique

isomorphism.

d) The natural transformations of functors

Hom

USh

s

(X)

(Gen

x

; ) �! Hom

Sh

s

(B)

(F (0); x

�

) and

Hom

USh

s

(X

top

)

((Gen

x

)

top

; ) �! �(B

top

; x

�

)

from USh

s

(X) and USh

s

(X

top

) respectively are isomorphisms.

Proof. For a){c), we refer to

[WiI], Remark d) after Theorem 3.6, [WiI], Theorem 3.5.i),

and loc. cit., Theorem 3.5.ii). Apply the functors Hom

Sh

s

(B)

(F (0); ) and �(B

top

; )

to the result in c) in order to obtain d).

Remark: In the Hodge setting and for the constant base B, Theorem 2.1 is

equivalent to the classi�cation theorem for admissible unipotent variations of Hodge

structure ([HZ], Theorem 1.6). In this case, Gen

x

is the canonical variation with base

point x of loc. cit., section 1.

Now let

G

m

:= G

m;B

; U := P

1

B

n f0; 1;1g

B

;

j : U ,! G

m

;

p : G

m

�! B ; ep := p�j : U �! B :

We may form the generic pro{unipotent sheaf with basepoint 1 on G

m

.

Definition 2.2. Log := Gen

1

2 pro{USh

s

(G

m

) is called the logarithmic pro{sheaf.

As we shall see below, there is an isomorphism

� : Gr

W

�

Log

�

�!

Y

k�0

F (k) :

Assuming this for the moment, we now describe the higher direct images

H

�

B

(U; j

�

Log(1)):

Theorem 2.3. a) H

q

B

(U; j

�

Log(1)) = 0 for q 6= 0.

b) H

0

B

(U; j

�

Log(1)) has a weight �ltration, and W

�1

�

H

0

B

(U; j

�

Log(1))

�

is split.

More precisely, any isomorphism � as above induces an isomorphism

W

�1

�

H

0

B

(U; j

�

Log(1))

�

�

�!

Y

k�1

F (k) :
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Remark: By these statements on the higher direct images of the pro{sheaf j

�

Log(1),

we mean the following:

a) For q 6= 0, the projective system

H

q

B

(U; j

�

(Log=W

�n

Log)(1))

n�1

is ML{zero.

b) � induces a morphism of projective systems

H

0

B

(U; j

�

(Log=W

�2m

Log)(1))

m�1

�!

 

m

Y

k=0

F (k)

!

m�1

of sheaves with a weight �ltration, such that the weight � �1{parts of the

projective systems of kernels and co-kernels are ML{zero.

Proof. One uses the exact triangle

1

�

1

!

�! id

G

m

[1]- .

j

�

j

�

or rather, H

�

B

(G

m

; ) of it, and the fact that H

�

B

(G

m

;Log) is easily computable. For

the details, see [WiIII], Theorem 1.3. Or use 4.11 and 6.2, whose proof is independent

of 2.3.

A �xed choice of

� : Gr

W

�

Log

�

�!

Y

k�0

F (k)

induces in particular an isomorphism of Gr

W

�2

Log and F (1). The theorem then en-

ables one to de�ne the small polylogarithmic extension as the extension

pol 2 Ext

1

USh

s

(U)

�

Gr

W

�2

Log j

U

;Log(1) j

U

�

mapping to the natural inclusion F (1) ,!

Q

k�1

F (k) under the isomorphism

Ext

1

Sh(U)

(F (1);Log(1) j

U

) = Hom

D

b

Sh(U)

(F (1)

U

;Log(1) j

U

)

= Hom

D

b

Sh(U)

(ep

�

F (1); j

�

Log(1))

�

�! Hom

Sh(B)

0

@

F (1);

Y

k�1

F (k)

1

A

induced by the projective limit of the edge homomorphisms in the Leray spectral

sequence for ep, and the isomorphism of 2.3.b). Note that the de�nition of pol is

independent of the choice of �. For the details, we refer to [WiIII], Theorem 1.5 { as

there, we de�ne

Ext

1

Sh(U)

(F (1);Log(1) j

U

) := lim

 �

n

Ext

1

Sh(U)

(F (1); (Log=W

�n

Log)(1) j

U

) :

Documenta Mathematica 3 (1998) 27{133



Classical Motivic Polylogarithm 39

A description of Log and pol, in both incarnations, was given by Beilinson and Deligne;

see [B4], 2.1, 3.1 and [BD1], x 1 for the Hodge version and [B4], 3.3 for the l{adic

setting. The reader may �nd it useful to also consult [WiIV], chapters 3 and 4,

setting N = 1 in the notation of loc. cit.

We recall the \values" of pol at spectra of cyclotomic �elds: let d � 2, and

C := Spec(R), where R := A

�

1

d

; T

�

=�

d

(T ), where �

d

(T ) is the d-th cyclotomic

polynomial.

C is canonically a closed, reduced subscheme of G

m




A

A

�

1

d

�

. For any integer b

prime to d, there is an embedding

i

b

: C

�

�! C ,! G

m




A

A

�

1

d

�

;

� 7�! �

b

:

Since d is invertible on C, the image of i

b

is actually contained in U, and hence we

may form the pullback of pol via i

b

,

pol

b

2 Ext

1

Sh

s

(C)

(F (1);Log

b

(1)) ;

where Log

b

denotes the pullback of Log.

Now we have the following

Theorem 2.4 (Splitting Principle). Log

b

splits (uniquely) into a direct product

Log

b

=

Y

k�0

Gr

W

�2k

(Log

b

) ;

and Gr

W

�2k

(Log

b

) is isomorphic to F (k) for any k � 0.

Proof. [B4], 4, or [BD1], 3.6, or [WiIV], Lemma 3.10. Or use 4.11 and 5.2, whose

proof is independent of 2.4.

In order to identify pol

b

with an element of

Y

k�1

Ext

1

Sh

s

(C)

(F (1); F (k)) ;

we need to �x an isomorphism

�

b

: Gr

W

�

Log

b

�

�!

Y

k�0

F (k) :

By de�nition, �

b

is the pullback via i

b

of the isomorphism

� : Gr

W

�

Log

�

�!

Y

k�0

F (k)

of pro{sheaves on G

m

of [WiIV], chapters 3 and 4, which we brie
y describe now:

By 2.1.d), there is a canonical projection

" : Log �! F (0) :
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Furthermore, there is a canonical isomorphism


 : Gr

W

�2

Log

�

�! p

�

H

0

B

(G

m

; F (0))

_

given by the fact that both sides are equal to p

�

of the mixed structure on the

(abelianized) fundamental group �

1

(G

m;top

; 1) (see [WiI], chapter 2).

Observe that there is an isomorphism

res : H

0

B

(G

m

; F (0))

�

�! F (1)

given by the map \residue at 0".

Finally, both Gr

W

�

Log and

Q

k�0

F (k) carry a canonical multiplicative structure:

for Gr

W

�

Log, this is a formal consequence of

[WiI], Corollary 3.4.ii) [WiI], Corollary 3.2.ii)

(see Remark b) at the end of chapter 3 of loc. cit.).

Our isomorphism

� : Gr

W

�

Log

�

�!

Y

k�0

F (k)

is the unique isomorphism compatible with ", (res)

_

�
, and the multiplicative struc-

ture of both sides.

Using the framing of Log

b

given by �

b

, we may identify pol

b

with an element of

Y

k�1

Ext

1

Sh

s

(C)

(F (1); F (k)) ;

or, after twisting and forgetting the component \k = 0", as an element of

Y

k�1

Ext

1

Sh

s

(C)

(F (0); F (k)) :

Note that in the Hodge setting we do not lose any information by forgetting the

component \k = 0" as there are no non{trivial extensions in Sh

s

(C) of F (0) by itself.

This latter statement fails to hold in the l{adic context. It is however true that the

zero{component of pol

b

is trivial. One way to see this is via [WiIII], Corollary 2.2,

where it is proved that there is in fact a mixed realization pol

b

of which the above

extensions are merely the Hodge and l{adic components. In the category of mixed

realizations, there is a good concept of polarization, which ensures that there are

no non{trivial extensions of pure realizations of the same weight. Alternatively, one

uses Theorem 9.5, where it is proved that our pol

b

lie in the image of the respective

regulators. The claim then follows from the vanishing of H

1

M

(C; 0).

Theorem 2.5 (Beilinson). Under the isomorphism of A.2.12, we have in the Hodge

setting:

pol

b

=

�

(�1)

k

Li

k

(!

b

)

�

!;k

2

Y

k�1

0

@

M

!2C(C)

C =(2�i)

k

Q

1

A

+

;

where Li

k

(z) :=

P

n�1

z

n

n

k

for jzj � 1 and z 6= 1.
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Proof. [B4], 4.1, or [BD1], 3.6.3.i), or [WiIV], Theorem 3.11.

Note that one may identify C(C ) with f� : Q(�

d

) ,! C g by associating to ! the

unique embedding mapping T 2 Q(�

d

) = Q[T ]=�

d

(T ) to !.

In the l{adic situation, choose a geometric point � 2 C(Q ). It allows to identify

C and

Spec

�

Z

�

�;

1

ld

��

;

and, furthermore, the category of continuous Q

l

{modules under the Galois group of

Q(�) that are mixed and unrami�ed outside ld, and the category Sh

s

(C) = Et

l;m

Q

l

(C).

Given this, we think of Ext

1

Sh

s

(C)

(Q

l

(0);Q

l

(k)) as sitting inside

H

1

cont

(Q(�);Q

l

(k)) :

Together with the natural map of Lemma B.4.9 we thus have an inclusion of

Ext

1

Sh

s

(C)

(Q

l

(0);Q

l

(k)) into

0

@

lim

 �

r�1

�

Q(�

l

1

; �)

�

=(Q(�

l

1

; �)

�

)

l

r


 �


(k�1)

l

r

�




Z

l

Q

l

1

A

Gal(Q(�

l

1

;�)=Q(�))

:

Theorem 2.6 (Beilinson). Under the above inclusion, we have in the

l{adic setting:

pol

b

=

0

@

(�1)

k�1

�

1

d

k�1

�

1

(k � 1)!

�

X

�

l

r

=�

b

([1� �]
 (�

d

)


(k�1)

)

1

A

r;k�1

:

Proof. [B4], 4.1, or [BD1], 3.6.3.ii), or [WiIV], Theorem 4.5.

Remarks: a) Using the de�ning property of pol, one can show (see [B4], 2.12 or

[BD1], proof of 3.1.1) that it coincides with a speci�c subquotient of the generic

pro-unipotent sheaf on U. The specializations to spectra of cyclotomic �elds of this

subquotient were already studied in [D5], section 16. In particular, Theorems 2.5 and

2.6 are equivalent to the Hodge and l-adic versions of [D5], Th�eor�eme 16.24.

b) One of the main results of this work will be (Theorem 9.5) that the elements in 2.5

and 2.6, for �xed b and d, are the respective regulators of one and the same element

in motivic cohomology. This implies that Soul�e's construction of cyclotomic elements

in the K{theory with Z

l

{coe�cients of an abelian number �eld ([Sou2], Lemma 1,

[Sou5]) actually factors over the image of K{theory proper (Corollary 9.8). As shown

in [BlK], x 6, Theorem 9.5 also implies that the Tamagawa number conjecture modulo

powers of 2 is also true for odd Tate twists (see our Corollary 9.9). Finally, 9.5 is used

in [KNF], Theorem 6.4 to prove the modi�ed version of the Lichtenbaum conjecture

for abelian number �elds.

c) There are relative versions of 2.1 and 2.3 for schemes over a base scheme S smooth

over B. They allow to directly de�ne the small polylogarithmic extension pol

S

on

U �

B

S, which however turns out to be the base change to S of pol.
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Remark: In our de�nition of pol, we chose not to follow [BD1], 3.1. The approach via

the universal property of Log and the computation of its cohomology rather imitates

that of Beilinson and Levin in the elliptic case ([BL], 1.2, 1.3). In fact, one of the

predecessors of loc. cit. contains a uni�ed de�nition of Log and pol for relative curves

of arbitrary genus ([BLp], 1).

3 The Geometric Set-Up

For easier reference, we assemble the notation used in the next sections.

As before, we let

A := R ;

l := a �xed prime number,

A := Z

�

1

l

�

;

B := Spec(A) ;

G

m

:= G

m;B

; U := P

1

B

n f0; 1;1g

B

:

Furthermore, we let S denote a smooth separated scheme over B of pure relative

dimension d(S),

�; � 2 G

m

(S) ;

S � S the open subscheme of S where � and � are disjoint. We assume S to be dense

in S.

j : S ,! S ;

i : S n S ,! S ;

where S n S is equipped with the reduced scheme structure.

Z := �(S) [ �(S)

with the reduced scheme structure,

V := G

m;S

n Z :

For n � 0, de�ne

p

n

: G

n

m;S

! S ;

v

n

: V

n

,! G

n

m;S

;

z

(n)

: Z

(n)

:= G

n

m;S

n V

n

,! G

n

m;S

;

where Z

(n)

carries the reduced scheme structure. (So p

0

= v

0

= id

S

, and Z

(0)

= ;.)
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The base change of the above objects and morphisms to S is denoted by the same

letters not underlined:

�; � : S ! G

m;S

;

Z := �(S) q �(S) ;

V := G

m;S

n Z ;

p

n

: G

n

m;S

! S ;

v

n

: V

n

,! G

n

m;S

;

z

(n)

: Z

(n)

,! G

n

m;S

:

Also, we de�ne partial compacti�cations of p

n

:

g

n

: G

n

m;S

,! A

n

S

;

h

(n)

: H

(n)

:= A

n

S

n G

n

m;S

,! A

n

S

;

where again H

(n)

has the reduced structure,

p

n

: A

n

S

! S ;

V := A

1

S

n Z ;

v

n

: V

n

,! A

n

S

;

z

(n)

: Z

(n)

:= A

n

S

n V

n

,! A

n

S

;

where Z

(n)

is equipped with the reduced structure. (So Z

(1)

= Z

(1)

= Z.)

Remarks: a) The underlined objects should remind the reader that the partial com-

pacti�cation comes from the compacti�cation j of the base S. The overlined objects

refer to compacti�cation upstairs, induced from g

n

.

b) For �xed n, we have a natural action of the symmetric group S

n

on our geometric

situation.

For the purposes of K-theory in section 7 we will have to replace the singular

scheme Z

(n)

by some smooth simplicial scheme. Put

Z

(n)

0

= Z �

S

G

n�1

m;S

q G

m;S

� Z �

S

G

n�2

m;S

q : : : q G

n�1

m;S

�

S

Z

Note that Z

(n)

0

is a proper covering of Z

(n)

. This is the easiest case of a morphism

of schemes with cohomological descent, meaning that for any reasonable cohomology

theory the cohomology of Z

(n)

will agree with the cohomology of the smooth simplicial

scheme

Z

(n)

:

= cosk

0

(Z

(n)

0

=G

n

m;S

) ;

i.e.,

Z

(n)

k

= Z

(n)

0

�

G

n

m;S

� � � �

G

n

m;S

Z

(n)

0

(k + 1-fold product).
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Put Z

(0)

:

= ? (corresponding to the empty scheme). We will also use the simplicial

scheme Z

(n)

:

which is attached to Z

(n)

sitting in A

n

S

in the same way. Finally let

G

_n

m;S

= Cone(Z

(n)

:

�! G

n

m;S

)

A

_n

S

= Cone(Z

(n)

:

�! A

n

S

)

where the cone is taken in the category of pointed simplicial sheaves on the big Zariski

site (cf. the discussion in appendix B.1).

4 Geometric Origin of the Logarithmic Sheaf

In section 2, we de�ned a pro{sheaf

Log 2 pro�U Sh

s

(G

m

)

and an element

pol 2 Ext

1

Sh(U)

(F (1);Log(1) j

U

)

= lim

 �

n

Ext

1

Sh(U)

(F (1); (Log=W

�n

Log)(1) j

U

) :

The aim of this section is to identify Log j

U

, or rather, its Noetherian quotients,

as relative cohomology objects with coe�cients in Tate twists of certain schemes over

U (Theorem 4.11).

Recall that according to our conventions, we have

F (0) = F (0)

U

[1] ;

and hence we may view pol as an element of

Hom

D

b

Sh(U)

(F (0)

U

;Log j

U

) = H

0

abs

(U;Log j

U

) ;

where we have used the notation introduced in De�nition 1.2.

For the schemes of section 3, we have the following

Definition 4.1. For n � 0,

G

(n)

:= H

0

S

�

G

n

m;S

; v

n

!

F (n)

�

sgn

= H

n+d(S)

S

�

G

n

m;S

; v

n

!

F (n)

V

n

�

sgn

;

where the superscript sgn refers to the sign{eigenspace under the natural action of

the symmetric group S

n

on G

n

m;S

and V

n

.

Observe in particular that G

(0)

= F (0).

The following is an immediate consequence of the K�unneth formula:

Lemma 4.2. There is a canonical isomorphism

G

(n)

�

�! Sym

n

G

(1)

:
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We want to compute G

(n)

, and simultaneously construct, for each n � 1, a

projection

G

(n)

� G

(n�1)

via the \residue at 0", whose projective limit over n we shall then identify, for special

� and �, and S = U, with the restriction Log j

U

of the logarithmic pro{sheaf to U.

Let H

(n)

sing

be the singular part of H

(n)

and H

(n)

reg

:= H

(n)

nH

(n)

sing

the smooth part.

For any subscheme of A

n

S

, the subscript reg will mean the complement of H

(n)

sing

. We

work with the following geometric arrangement:

V

n

reg

\H

(n)

reg

����! V

n

reg

 ���� V

n

v

n

H;reg

?

?

y

v

n

reg

?

?

y

v

n

?

?

y

H

(n)

reg

h

(n)

reg

����! A

n

S;reg

g

n

reg

 ���� G

n

m;S

Both squares are cartesian. All maps are either open or closed immersions, and each

line gives in fact a smooth pair of S{schemes.

Lemma 4.3. For any complex M 2 D

b

Sh(A

n

S;reg

) such that (v

n

reg

)

�

M is a shift of a

smooth sheaf on V

n

reg

, there is an exact triangle

(h

(n)

reg

)

�

(v

n

H;reg

)

!

�

v

n

H;reg

� h

(n)

reg

�

�

M(�1)[�2] �! (v

n

reg

)

!

(v

n

reg

)

�

M

[1]- .

(g

n

reg

)

�

v

n

!

�

v

n

� g

n

reg

�

�

M

(�)

Proof. This is (v

n

reg

)

!

applied to the exact triangle obtained from purity for the closed

immersion

V

n

reg

\H

(n)

reg

�! V

n

reg

of smooth schemes.

We apply this lemma toM = F (n)

A

n

S;reg

, and evaluate the cohomological functors

H

i

abs

(A

n

S;reg

; � )

sgn

on the triangle (�). Following 1.2.c), we write everything as relative

cohomology with Tate coe�cients:

: : : �!H

i

abs

(A

n

S;reg

rel Z

(n)

reg

; n)

sgn

�! H

i

abs

(G

n

m;S

rel Z

(n)

; n)

sgn

�! H

i�1

abs

(H

(n)

reg

rel (Z

(n)

\H

(n)

reg

); n� 1)

sgn

�!H

i+1

abs

(A

n

S;reg

rel Z

(n)

reg

; n)

sgn

�! : : :

We refer to this as the absolute residue sequence.

Application of the cohomological functors H

i

S

(A

n

S;reg

; � )

sgn

to the same exact

triangle yields a long exact sequence of sheaves on S that we call the relative residue
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sequence:

: : : �!H

i

S

�

A

n

S;reg

; (v

n

reg

)

!

F (n)

V

n

reg

�

sgn

�! H

i

S

�

G

n

m;S

; v

n

!

F (n)

V

n

�

sgn

�! H

i�1

S

�

H

(n)

reg

; (v

n

H;reg

)

!

F (n� 1)

V

n

reg

\H

(n)

reg

�

sgn

�!H

i+1

S

�

A

n

S;reg

; (v

n

reg

)

!

F (n)

V

n

reg

�

sgn

�! : : :

Note that G

(n)

= H

n+d(S)

S

�

G

n

m;S

; v

n

!

F (n)

V

n

�

sgn

occurs in this sequence.

We are now going to further analyse, and reshape these sequences. The �nal

form will be achieved in Proposition 4.8 and Theorem 4.9.

First, we need to identify the terms

H

i�1

abs

(H

(n)

reg

rel (Z

(n)

\H

(n)

reg

); n� 1)

sgn

; n � 1 ;

H

i�1

S

�

H

(n)

reg

; (v

n

H;reg

)

!

F (n� 1)

V

n

reg

\H

(n)

reg

�

sgn

; n � 1 :

The complement of Z

(n)

\H

(n)

reg

in H

(n)

reg

is given by

v

n

H;reg

: V

n

reg

\H

(n)

reg

! H

(n)

reg

:

Since V

n

reg

\H

(n)

reg

=

`

n

k=1

V

n�1

under the identi�cation

H

(n)

reg

=

n

a

k=1

G

n�1

m;S

;

and these components are permuted transitively by S

n

, we conclude

Lemma 4.4.

(v

n

H;reg

)

!

F (n� 1)

V

n

reg

\H

(n)

reg

=

 

n

a

k=1

v

n�1

!

!

F (n� 1)

`

n

k=1

V

n�1
:a)

H

i�1

abs

(H

(n)

reg

rel (Z

(n)

\H

(n)

reg

); n� 1) =

n

M

k=1

H

i�1

abs

(G

n�1

m;S

rel Z

(n�1)

; n� 1) ;b)

and hence the sign{eigenspace H

i�1

abs

(H

(n)

reg

rel (Z

(n)

\H

(n)

reg

); n�1)

sgn

is isomorphic to

H

i�1

abs

(G

n�1

m;S

rel Z

(n�1)

; n� 1)

sgn

;

where the last sgn refers to the action ofS

n�1

. The isomorphism is given by projection

onto the components unequal to k, for some choice k 2 f1; : : : ; ng. It is independent

of the choice of k.

R

S

�

H

(n)

reg

; (v

n

H;reg

)

!

F (n� 1)

V

n

reg

\H

(n)

reg

�

=

n

M

k=1

R

S

�

G

n�1

m;S

; v

n�1

!

F (n� 1)

V

n�1

�

:c)
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As in b), the sign{eigenspace H

i�1

S

�

H

(n)

reg

; (v

n

H;reg

)

!

F (n� 1)

V

n

reg

\H

(n)

reg

�

sgn

is canoni-

cally isomorphic to

H

i�1

S

�

G

n�1

m;S

; v

n�1

!

F (n� 1)

V

n�1

�

sgn

:

For i = n+ d(S), the latter equals G

(n�1)

.

Proof. The only point that remains to be shown is the independence of the isomor-

phisms in b) and c) of the choice of k. Recall the identity

R�

abs

�

G

n

m;S

rel Z

(n)

; n

�

sgn

= R�

abs

�

S;R

S

�

G

n

m;S

; v

n

!

F (n)

V

n

��

sgn

:

We are going to prove in 4.6.d) that H

q

S

(G

n

m;S

; v

n

!

F (n)

V

n

)

sgn

= 0 for q 6= n + d(S).

So the associated spectral sequence degenerates, and shows that the independence of

the map in b) follows from that of the map in c).

For c), we only need to consider G

(n)

= H

n+d(S)

S

(G

n

m;S

; v

n

!

F (n)

V

n

)

sgn

. There, our

claim follows from Lemma 4.2, and the graded{compatibility of the cup product with

boundary morphisms ([GH], Proposition 2.2 and Corollary 2.3).

Remark: The arguments of this section would become simpler if we could use an

object R

sgn

S

in c). However, we do not know whether it is possible to make a decom-

position into eigenspaces in our triangulated categories.

By the identi�cation of the lemma, the residue sequences de�ne canonical residue

maps

res : H

i

abs

(G

n

m;S

rel Z

(n)

; n)

sgn

�! H

i�1

abs

(G

n�1

m;S

rel Z

(n�1)

; n� 1)

sgn

;

res : H

i

S

�

G

n

m;S

; v

n

!

F (n)

V

n

�

sgn

�! H

i�1

S

�

G

n�1

m;S

; v

n�1

!

F (n� 1)

V

n�1

�

sgn

�tting into the relative and absolute residue sequences. In particular, observe that

we have a residue map

res : G

(n)

�! G

(n�1)

:

Now we concern ourselves with the identi�cation of the remaining terms

H

i

abs

(A

n

S;reg

rel Z

(n)

reg

; n)

sgn

; n � 0 ;

H

i

S

�

A

n

S;reg

; (v

n

reg

)

!

F (n)

V

n

reg

�

sgn

; n � 0

of the residue sequences.

We use the following �ltration of A

n

S

by open subschemes:

F

k

A

n

S

:= f(x

1

; : : : ; x

n

) 2 A

n

S

j at most k coordinates vanishg :

So we have F

n

A

n

S

= A

n

S

and F

0

A

n

S

= G

n

m;S

.

The \graded pieces" of this �ltration are

G

k

A

n

S

:= F

k

A

n

S

n F

k�1

A

n

S

= f(x

1

; : : : ; x

n

) 2 A

n

S

j precisely k coordinates vanishg :
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G

k

A

n

S

is equipped with the reduced scheme structure. Note that it splits into several

disjoint pieces. For k � 2 and any such piece, there is a transposition of S

n

acting

trivially. By using triangles similar to (�) for the inclusions

G

k

A

n

S

,! F

k

A

n

S

 - F

k�1

A

n

S

;

we conclude inductively that the sign{eigenpart of the cohomology of H

(n)

sing

is trivial:

Lemma 4.5. The adjunction morphism induces isomorphisms

H

i

abs

(A

n

S

rel Z

(n)

; n)

sgn

�

�! H

i

abs

(A

n

S;reg

rel Z

(n)

reg

; n)

sgn

;

H

i

S

(A

n

S

; v

n

!

F (n)

V

n

)

sgn

�

�! H

i

S

�

A

n

S;reg

; (v

n

reg

)

!

F (n)

V

n

reg

�

sgn

:

By 4.4.b) and 4.5, the absolute residue sequence takes the form

� � � !H

i

abs

(A

n

S

rel Z

(n)

; n)

sgn

! H

i

abs

(G

n

m;S

rel Z

(n)

; n)

sgn

res

�! H

i�1

abs

(G

n�1

m;S

rel Z

(n�1)

; n� 1)

sgn

!H

i+1

abs

(A

n

S

rel Z

(n)

; n)

sgn

! : : :

Similarly, the relative residue sequence looks as follows:

: : : �!H

i

S

(A

n

S

; v

n

!

F (n)

V

n

)

sgn

�! H

i

S

�

G

n

m;S

; v

n

!

F (n)

V

n

�

sgn

res

�! H

i�1

S

�

G

n�1

m;S

; v

n�1

!

F (n� 1)

V

n�1

�

sgn

�!H

i+1

S

(A

n

S

; v

n

!

F (n)

V

n

)

sgn

�! : : :

For the computation of the term

H

i

S

(A

n

S

; v

n

!

F (n)

V

n

)

sgn

;

we use the K�unneth formula:

Lemma 4.6. a) R

S

(A

n

S

; v

n

!

F (n)) = H

0

S

(A

n

S

; v

n

!

F (n)) [0], and the K�unneth formula

gives an isomorphism

H

0

S

(A

n

S

; v

n

!

F (n)) = H

0

S

(A

n

S

; v

n

!

F (n))

sgn

�

�! Sym

n

H

0

S

�

A

1

S

; v

1

!

F (1)

�

:

b) The choice of an ordering of the sections � and � gives an isomorphism

R

S

�

A

1

S

; v

1

!

F (1)

�

= H

0

S

�

A

1

S

v

1

!

F (1)

�

[0]

�

�! F (1)[0] :

Up to sign, it is canonical.

c) The isomorphisms of a) and b) induce an isomorphism

H

n+d(S)

S

(A

n

S

; v

n

!

F (n)

V

n

) = H

0

S

(A

n

S

; v

n

!

F (n))

�

�! F (n) :

It depends on the choice made in b) only up to the sign (�1)

n

. The group S

n

acts

on these objects via the sign character.

d) For i 6= 0, we have

H

i+n+d(S)

S

�

G

n

m;S

; v

n

!

F (n)

V

n

�

sgn

= H

i

S

�

G

n

m;S

; v

n

!

F (n)

�

sgn

= 0 :
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Proof. For b), consider the long exact cohomology sequence associated to the triangle

v

1

!

F (1) �! F (1)

[1]- .

z

(1)

�

F (1)

(��)

We have

H

i

S

�

A

1

S

; F (1)

�

=

�

F (1) ; i = �1

0 ; i 6= �1

and

H

i

S

�

A

1

S

; z

(1)

�

F (1)

�

=

8

<

:

M

�;�

F (1) ; i = 0

0 ; i 6= 0

:

The long exact cohomology sequence thus reads

0! H

�1

S

�

A

1

S

; v

1

!

F (1)

�

! F (1)

�

!

M

�;�

F (1)! H

0

S

�

A

1

S

; v

1

!

F (1)

�

! 0 :

If we let f�; �g = fs

1

; s

2

g, then we identify the cokernel of

� : F (1) �!

M

�;�

F (1) =

2

M

i=1

F (1)

with F (1) by mapping (f

s

1

; f

s

2

) 2

L

2

i=1

F (1) to f

s

2

� f

s

1

.

a) follows from b) since

N

n

F (1) = Sym

n

F (1).

c) is a consequence of a) and b).

d) follows from a) and the relative residue sequence by induction on n.

On the level of absolute cohomology, the isomorphism of 4.6.c) induces an iso-

morphism

H

i+n

abs

�

A

n

S

rel Z

(n)

; n

�

= H

i+n

abs

�

A

n

S

rel Z

(n)

; n

�

sgn

�

�! H

i

abs

(S; n) :

This gives the �nal shape of the absolute residue sequence:

� � � �!H

i

abs

(S; n)

�

�! H

i+n

abs

(G

n

m;S

rel Z

(n)

; n)

sgn

res

�! H

i+n�1

abs

(G

n�1

m;S

rel Z

(n�1)

; n� 1)

sgn

�!H

i+1

abs

(S; n)

�

�! � � �

By 4.6.d), the relative residue sequence collapses into the short exact sequence

of sheaves on S:

0 �! F (n) �! G

(n)

res

��! G

(n�1)

�! 0 :

In order to identify the long exact absolute cohomology sequence associated to

this sequence with the absolute residue sequence, we need the following:
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Lemma 4.7. Let K 2 D

b

Sh(X) be a complex of sheaves on a separated, reduced and


at B{scheme X . Suppose there is an action of a �nite group G on K. Let � be

the character of an absolutely irreducible representation of G over F . For any object

V with a G{action of an F -linear abelian category, denote by V(�) the �{isotypical

component of V, i.e., the image under the projector

e

�

:=

1

#G

X

g2G

�(g

�1

) � g :

Suppose that (H

i

K)(�) vanishes for all i 6= 0. Then

Hom

D

b(F;K[i])(�) = Hom

D

b(F; (H

0

K)(�)[i])

Proof. By applying e

�

and 1 � e

�

, one checks the statement for a complex of the

special form K

�

=

H

0

K. For the general case, consider the spectral sequence for

Hom

D

b(F; � [i]) induced by the truncation functors �

�n

. It degenerates after applying

e

�

.

Now that we know that formation of absolute cohomology commutes with for-

mation of sign eigenspaces, we have:

Proposition 4.8. The absolute residue sequence is the long exact sequence in abso-

lute cohomology attached to the short exact sequence

0 �! F (n) �! G

(n)

res

��! G

(n�1)

�! 0 :

We conclude the computational part of this section by collecting our results:

Theorem 4.9. a) For n � 0, we have

H

0

S

�

G

n

m;S

; v

n

!

F (n)

�

sgn

= G

(n)

;

and H

i

S

�

G

n

m;S

; v

n

!

F (n)

�

sgn

= 0 for i 6= 0.

b) The residue at 0, i.e., the boundary map of (�), gives an epimorphism

res : G

(n)

� G

(n�1)

for n � 1.

c) The K�unneth formula gives an isomorphism

H

0

S

(A

n

S

; v

n

!

F (n)) = H

0

S

(A

n

S

; v

n

!

F (n))

sgn

�

�! ker(res)

for n � 1. A choice of an ordering of the sections � and � induces an isomorphism

F (n)

�

�! ker(res) ;

which depends on this choice only up to the sign (�1)

n

.

d) Let G

(n)

�

�! Sym

n

G

(1)

be the canonical isomorphism of 4.2, and

Sym

n

F (0)

�

�! F (0) ;

Sym

n

F (1)

�

�! F (n)
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the isomorphisms given by multiplication. Then the diagrams

G

(n)

�! F (0)

# o " o

Sym

n

G

(1)

�! Sym

n

F (0)

and

F (n) �! G

(n)

" o # o

Sym

n

F (1) �! Sym

n

G

(1)

commute. Here, the horizontal maps are given by the successive residue maps, and

by c) respectively.

e) Let W

�2n�1

G

(n)

:= 0,

W

�2k

G

(n)

:=W

�2k+1

G

(n)

:= ker(G

(n)

! G

(k�1)

) for 1 � k � n ;

and W

0

G

(n)

:= G

(n)

. The choice in c) induces isomorphisms

Gr

W

�

G

(n)

�

�!

n

M

i=0

F (i) ;

which by their construction �t into commutative diagrams

Gr

W

�

G

(n)

�

�!

L

n

i=0

F (i)

Gr

W

�

res # # can

Gr

W

�

G

(n�1)

�

�!

L

n�1

i=0

F (i)

The �ltration W

�

is therefore the weight �ltration of G

(n)

.

Proof. a), b) and c) follow from the previous results. The commutativity of the �rst

diagram in d) follows from the de�nition of the residue map. For the second diagram,

we use the fact that the K�unneth formula of 4.2 is compatible with the K�unneth

formula of the proof of 4.6.a). For e), apply induction on n.

Recall that S is the open subscheme of S where the sections � and � of G

m;S

are disjoint. For special S, � and �, the following is the main step towards the

identi�cation of the projective limit of the G

(n)

with the restriction Log j

U

of the

logarithmic sheaf:

Lemma 4.10. a) There is a unique smooth sheaf G

(n)

on S extending G

(n)

. It has a

weight �ltration.

b) There is a canonical isomorphism

G

(n)

�

�! Sym

n

G

(1)

;

and a unique isomorphism

�

(n)

: Gr

W

�

G

(n)

�

�!

n

M

i=0

F (i) ;
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which is compatible with the isomorphism of 4.9.e).

c) The weight �ltration of i

�

G

(n)

is split: there is a canonical isomorphism

i

�

G

(n)

�

�! Gr

W

�

i

�

G

(n)

�

�!

b)

n

M

i=0

F (i) :

Here, i denotes the inclusion of S n S into S.

d) There is an exact sequence

0 �! i

�

F (1) �! H

0

S

�

G

m;S

; v

1

!

F (1)

�

�! G

(1)

�! 0

of sheaves on S.

Proof. If there is any smooth sheaf as in a), then it will automatically be unique, and

hence b) follows from a), and 4.9.d), e). Also, it will su�ce, because of 4.9.d), to show

the lemma for the case n = 1.

There we have the following diagram

0

?

?

y

i

�

F (1)

?

?

y

H

�1

����! F (1)

�

����! K ����! H

0

����! F (0) ����! 0

?

?

y

L

�;�

F (1)

?

?

y

0

where

K = H

�1

Cone(� :

M

�;�

F (1)

S

[d(S)]! i

�

F (1)

SnS

[d(S)])

with �(v

1

; v

2

) := v

1

� v

2

(in terms of constructible sheaves this is just Ker � shifted in

the appropriate degree to de�ne a perverse sheaf). The horizontal sequence is, as in

the proof of 4.6.b), the long exact cohomology sequence on S associated to the short

exact sequence on G

m;S

0! z

(1)

�

F (1)! v

1

!

F (1)! F (1)! 0 ;(��)

where we have set

H

i

:= H

i

S

�

G

m;S

; v

1

!

F (1)

�

:

We thus get the equality

R

S

�

G

m;S

; v

1

!

F (1)

�

= H

0

S

�

G

m;S

; v

1

!

F (1)

�

[0] ;
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and an exact sequence of sheaves on S

0! K=�(F (1))! H

0

S

�

G

m;S

; v

1

!

F (1)

�

! F (0)! 0 ;

whose restriction to S is isomorphic, via the choice of an ordering of � and �, to

0! F (1)! G

(1)

! F (0)! 0 :

Push out of the above via the morphism

K=�(F (1))!

0

@

M

�;�

F (1)

1

A

=�(F (1)) ;

whose kernel is i

�

F (1) (recall again that we use perverse indices), gives the desired

extension G

(1)

. By construction b) and d) hold. Applying i

�

to the pushout diagram

and taking cohomology, we see that the sheaf i

�

G

(1)

[�1] is the pushout of F (0) via

0 ,! F (1) ;

and we get c).

We now specialize our geometric situation: we let

S := G

m;B

;

� := 1 : G

m;B

� B ,! G

m;B

;

� := id : G

m;B

! G

m;B

:

So we have S = U and S n S = 1

B

, the closed subscheme of G

m;B

given by the

immersion 1 of B into G

m;B

.

After having made precise which choice of normalization we have and in how far

it a�ects our identi�cations, we now �x it: we let

s

1

:= � = 1 and s

2

:= � = id in 4.9.c).

We thus get a projective system (G

(n)

)

n�0

of smooth Tate sheaves on G

m;B

with

G

(n)

j

1

B

=

n

M

i=0

F (i) :

By the universal property of Log (Theorem 2.1.d)), there is a unique morphism

' : Log ! G := lim

 �

n

G

(n)

such that ' j

1(B)

sends 1 2 �(B;Log j

1

B

) to

1 : F (0) ,!

1

Y

i=0

F (i) = G j

1(B)

:
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Theorem 4.11. ' is an isomorphism.

Proof. The claim can be shown on the level of the underlying topological sheaves. The

l{adic statement follows from the statement for the topological spaces of C {valued

points by comparison { recall that we are dealing with locally constant sheaves.

Over C , the �bre at 1 of the pro{local system Log

top

equals the completion of the

group ring Q[�

1

] of �

1

:= �

1

(G

m

(C ); 1)

�

=

Zwith respect to the augmentation ideal a.

The representation of �

1

is given by multiplication; compare the general construction

in [WiI], 2.5{2.7. In particular, we have

Log

top

= lim

 �

n

Sym

n

(Log

top;��2

) ;

where Log

top;��2

:= Log

top

=a

2

is of dimension two. Now in the category of unipotent

local systems on G

m

(C ), the pro{sheaf Log

top

has the universal property of Theorem

2.1.d).

We apply this universal property to G

top;��2

:= G

(1)

top

. The resulting map factors over

'

top

. Since G

top;��2

is two-dimensional, the representation of Q[�

1

] is necessarily

trivial on a

2

, and we get a morphism of local systems

'

top;��2

: Log

top;��2

�! G

top;��2

giving rise to a morphism

lim

 �

n

Sym

n

('

top;��2

) : Log

top

�! G

top

:

Again because of the universal property of Log

top

, this morphism is identical to '

top

.

It therefore su�ces to show that '

top;��2

is bijective, which amounts to saying that

the coinvariants of G

top;��2

under the action of �

1

are one{dimensional. But taking

coinvariants under �

1

of a unipotent variation V amounts to computing singular

cohomology

H

1

(G

m

(C );V) = H

0

Spec(R)

(G

m;R

;V) :

Firstly, we claim that

H

i

Spec(R)

�

G

m;R

� G

m;R

; v

1

!

F (1)

�

=

�

F (�1) ; i = 0

0 ; i 6= 0

:

e.g., identify the left hand side with

H

i+2

(G

m

(C ) � G

m

(C );�(G

m

(C )) [ (f1g � G

m

(C )); F (1))

�

=

H

i+2

(G

m

(C ) � G

m

(C ); (G

m

(C ) � f1g) [ (f1g � G

m

(C )); F (1)) ;

and apply the K�unneth formula. From the proof of 4.10, we recall { remember that

we have S = G

m

:

R

G

m;R

�

G

m;R

� G

m;R

; v

1

!

F (1)

�

= H

0

G

m;R

�

G

m;R

� G

m;R

; v

1

!

F (1)

�

[0] ;

from which we conclude:

H

i

Spec(R)

�

G

m;R

;H

0

G

m;R

�

G

m;R

� G

m;R

; v

1

!

F (1)

�

�

=

�

F (�1) ; i = 0

0 ; i 6= 0

:
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The long exact sequence obtained by applying R

Spec(R)

(G

m;R

; ) to the exact se-

quence of 4.10.d)

0 �! 1

�

F (1) �! H

0

G

m;R

�

G

m;R

� G

m;R

; v

1

!

F (1)

�

�! G

(1)

�! 0

then shows that

H

0

Spec(R)

(G

m;R

;G

(1)

) = F (�1) :

Remark: The geometric situation used in this section is identical to the one of

[BD1], 4.1{4.3 (see in particular loc. cit., 4.1.9). The comparison statement of our

Proposition 4.8 is implicit in loc. cit., 4.3.3. We mention that basically the same

geometric arrangement was used in [Jeu]. More precisely, writing down the iterated

cone construction of loc. cit., one arrives at a simplicial object which is homotopy

equivalent to Beilinson's and Deligne's construction used here.

5 The Splitting Principle Revisited

In order to be able to translate easily to the motivic context, we recall Beilinson's

original proof ([B4], 4) of the splitting of the logarithmic pro-sheaf over spectra of

cyclotomic �elds (Theorem 2.4).

First, we return to the general situation considered at the beginning of section

4. For N � 1, we have the morphism of S-schemes

� : G

m;S

�! G

m;S

;

x 7�! x

N

;

and for each n � 0, the induced morphism

�

n

: G

n

m;S

�! G

n

m;S

:

We work under the additional assumption

��� = � ; ��� = � :(A)

If this is the case, we have (�

n

)

�1

(V

n

) � V

n

, and hence get a morphism

(�

n

)

�

v

n

!

F (n) �! v

n

!

F (n) ;

and hence a morphism

(�

n

)

]

: v

n

!

F (n) �! �

n

�

v

!

F (n) ;

which after application of p

n

�

and projection onto the sign-eigenpart induces

(�

n

)

]

: G

(n)

�! G

(n)

:

We need to understand the action of (�

n

)

]

on G

(n)

, and on absolute cohomology.

First, we establish in how far (�

n

)

]

is compatible with the residue at 0:
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Lemma 5.1. a) Under any isomorphism

Gr

W

�

G

(n)

�

�!

n

M

i=0

F (i) ;

the map Gr

W

�

(�

n

)

]

is multiplication by N

n�i

on F (i).

b) For any n � 1, the diagram

G

(n)

(�

n

)

]

����! G

(n)

res

n

?

?

y

?

?

y

res

n

G

(n�1)

N �(�

n�1

)

]

�������! G

(n�1)

commutes.

Proof. Since the morphisms in b) are strict with respect to the weight �ltration, it

su�ces to check that

Gr

W

�

(res

n

)�Gr

W

�

(�

n

)

]

= N �Gr

W

�

(�

n�1

)

]

�Gr

W

�

(res

n

) :

But if we choose the isomorphism of 4.9.e), then Gr

W

�

(res

n

) is simply the canonical

projection

n

M

i=0

F (i)�

n�1

M

i=0

F (i) ;

and therefore b) follows from a). For a), we note �rst that it su�ces to show the

statement for one choice of isomorphism

Gr

W

�

G

(n)

�

�!

n

M

i=0

F (i) :

This time, we use the isomorphism on graded objects induced by 4.2, thereby reducing

ourselves to the case n = 1. There, we consider the long exact cohomology sequence

associated to the exact sequence

0! z

(1)

�

F (1)! v

1

!

F (1)! F (1)! 0 ;

and the cohomological functors H

i

S

(G

m;S

; � ). We know the cohomology of G

m

:

H

i

S

(G

m;S

; F (1)) =

8

<

:

F (1) ; i = �1

F (0) ; i = 0

0 ; i =2 f�1; 0g

:

Of course, we know the cohomology of two points:

H

i

S

�

G

m;S

; z

(1)

�

F (1)

�

=

8

<

:

M

�;�

F (1) ; i = 0

0 ; i 6= 0

:
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We get an exact sequence

0! F (1)

�

!

M

�;�

F (1)! G

(1)

= H

0

S

�

G

m;S

; v

1

!

F (1)

�

! F (0)! 0 :

and because of assumption (A), it carries an action of (�

n

)

]

. But this action can be

identi�ed on H

i

S

(G

m;S

; F (1)) and H

i

S

�

G

m;S

; z

(1)

�

F (1)

�

: it is trivial on the F (1), and

multiplication by N on F (0).

Certainly (A) is only satis�ed in very special situations, namely if � and � are

supported in the schemes of (N � 1)-torsion of G

m;S

.

Let again d � 2 , C := Spec(R), where R := A[

1

d

; T ]=�

d

(T ) as in section 2. For

b prime to d, consider

i

b

: C

�

�! C ,! G

m

;

� 7�! �

b

:

The pullback Log

b

of the pro-sheaf Log j

U

on U via i

b

is identical to the projective

limit of the sheaves G

(n)

b

obtained by setting

S := C ;

� := 1 : C ! B ,! G

m

;

� := i

b

:

Since (A) is satis�ed with N = d+ 1, we may apply 5.1, and conclude:

Corollary 5.2. G

(n)

b

splits into a direct sum

G

(n)

b

=

n

M

i=0

Gr

W

�2i

G

(n)

b

:

Therefore, there is a unique isomorphism

�

(n)

b

: G

(n)

b

�

�!

n

M

i=0

F (i) ;

which is compatible with the isomorphism �

(n)

of 4.10.b).

Proof. F (i) � G

(n)

b

is the eigenspace of (d+ 1)

n�i

under the morphism (�

n

)

]

.

We conclude with the implications of 5.1 and 5.2 for absolute cohomology with

coe�cients. For this, recall the absolute residue sequence for n � 1

: : :! H

�

abs

(C; n)! H

�+n

abs

(G

_n

m;C

; n)

sgn

res

! H

�+n�1

abs

(G

_n�1

m;C

; n� 1)

sgn

! : : :

introduced after 4.6, where we have set

H

�+n

abs

(G

_n

m;C

; n)

sgn

:= H

�+n

abs

(G

n

m;C

rel Z

(n)

; n)

sgn

;

thus saving enough space to get the above sequence into a single line.
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Corollary 5.3. a) For n � 1, the absolute residue sequence splits into short exact

sequences

0! H

�

abs

(C; n)! H

�+n

abs

(G

_n

m;C

; n)

sgn

! H

�+n�1

abs

(G

_n�1

m;C

; n� 1)

sgn

! 0 :

b) For N = d + 1, the map (�

n

)

�

acts on the short exact sequences of a): there is a

commutative diagram

H

�

abs

(C; n) ! H

�+n

abs

(G

_n

m;C

; n)

sgn

! H

�+n�1

abs

(G

_n�1

m;C

; n� 1)

sgn

id

?

?

y

(�

n

)

�

?

?

y

(d+ 1) � (�

n�1

)

�

?

?

y

H

�

abs

(C; n) ! H

�+n

abs

(G

_n

m;C

; n)

sgn

! H

�+n�1

abs

(G

_n�1

m;C

; n� 1)

sgn

Proof. By 4.8, the absolute residue sequence is the absolute cohomology sequence for

the exact sequence of sheaves on C

0! F (n)! G

(n)

b

res

b

! G

(n�1)

b

! 0 :

Therefore, a) follows from 5.2, while b) follows from 5.1.b) and the fact that under

the identi�cation of 4.9.a)

H

�

abs

(C;G

(n)

)

�

�! H

�+n

abs

(G

_n

m;C

; n)

sgn

;

the map induced by

(�

n

)

]

: G

(n)

b

! G

(n)

b

is the map (�

n

)

�

of the absolute cohomology groups.

It follows that the eigenvalues of (�

n

)

�

on H

n+1

abs

(G

_n

m;C

; n)

sgn

are

1; d+ 1; : : : ; (d+ 1)

n

. The eigenspace decomposition yields

�

(n)

b

: H

n+1

abs

(G

_n

m;C

; n)

sgn

= H

n+1

abs

(G

n

m;C

rel Z

(n)

; n)

sgn

�

�!

n

M

i=0

H

1

abs

(C; i) ;

which in sheaf theoretic terms corresponds to the decomposition

�

(n)

b

: Ext

1

Sh(C)

(F (0);G

(n)

b

)

�

�!

n

M

i=0

Ext

1

Sh(C)

(F (0); F (i))

given by Corollary 5.2.

The pullback pol

b

of the small polylogarithmic extension pol on U is an element

of

lim

 �

n�1

Ext

1

Sh(C)

(F (0);G

(n)

b

) = lim

 �

n�1

H

n+1

abs

(G

n

m;C

rel Z

(n)

; n)

sgn

= lim

 �

n�1

H

n+1

abs

(G

_n

m;C

; n)

sgn

:
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We have shown that, using the eigenspace decomposition for the action of the (�

n

)

]

,

these groups are isomorphic to

Y

k�0

Ext

1

Sh(C)

(F (0); F (k)) =

Y

k�0

H

1

abs

(C; k) :

2.5 and 2.6 describe pol

b

as an element in this group.

Actually, in order to relate the above decomposition to the one used for 2.5 and

2.6, we shall need to compare the isomorphism

� := lim

 �

n�1

�

(n)

: Gr

W

�

G

�

�!

Y

k�0

F (k)

of 4.10.b) to the isomorphism

� : Gr

W

�

G = Gr

W

�

Log

�

�!

Y

k�0

F (k)

of section 2.

A priori, we know that the isomorphisms

�

�2k

; �

�2k

: Gr

W

�2k

G

�

�! F (k)

satisfy an identity of the type

�

�2k

= q

�2k

� �

�2k

;

for a constant q

�2k

2 F

�

.

We remark that in order to prove the main results announced in the introduction,

all one needs to know is that q

�2k

is a rational number, which is independent of

whether we work in the Hodge or the l{adic setting.

In order to exhibit the precise relation of the motivic analogue of pol (see section

8) to the cyclotomic elements in K{theory (see Corollary 9.6.b)), we need to identify

q

�2k

.

Proposition 5.4. We have the equality

�

�2k

= k! � �

�2k

:

Proof. Because of the compatibility of �

0

with the canonical projection

" : G �! F (0) ;

we have �

0

= �

0

. In order to show �

�2

= �

�2

we compare the classes of G

(1)

in

Ext

1

Sh(G

m

)

(F (0); F (1))

induced by �

�2

and �

�2

respectively. Let

K := C , K := Q,
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and choose anyK{valued point t of U. Of course, the value of q

�2

can still be detected

from the extensions of

mixed Q{Hodge structures

Galois modules

given by the pullback t

�

G

(1)

of G

(1)

via t. In both settings, there is a natural morphism

of K

�




Z

F into the respective Ext

1

(F (0); F (1)) (see e.g.

[WiIV], Theorem 3.7). [WiIV], Theorem 4.6).

By

[WiIV], Proposition 3.13.a), [WiIV], Proposition 4.7.a),

the class of t

�

G

(1)

, calculated in the framing given by �

�2

, equals the image of t 2 K

�

under this morphism. By [Sch], 2.7, the same holds for the framing given by �

�2

{

note that here it is vital to choose the ordering of the sections � and � in the way we

did before 4.11. For k � 2, let

'

(k)

0

: G

(k)

�

�! Sym

k

G

(1)

be the isomorphism of 4.10.b). By 4.9.d), the diagram

G

(k)

�! F (0)

'

(k)

0

# o " o

Sym

k

G

(1)

�! Sym

k

F (0)

commutes. By [WiIV], Theorem 3.12.a), the commutativity of this diagram char-

acterizes '

(k)

0

uniquely. From loc. cit., Theorem 3.12.b) and c), we know that the

diagram

F (k)

1

k!

��

�1

�! G

(k)

" o o # '

(k)

0

Sym

k

F (1)

Sym

k

�

�1

�! Sym

k

G

(1)

commutes. So our identity

�

�2k

= k! � �

�2k

follows from 4.9.d).

6 Polylogs in Absolute Cohomology Theories

In section 4, we showed that the logarithmic pro{sheaf is the projective limit of

relative cohomology objects with coe�cients in Tate twists of certain schemes over

U. The Leray spectral sequence suggests that is should be possible to recover pol as

a projective limit of elements in absolute cohomology with Tate coe�cients of these

schemes, and indeed this is what we do in Theorem 6.6. That the coe�cients are Tate

is of course the central point: it allows us, in section 7, to imitate the construction
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of this section, and thus to de�ne a motivic version of pol. This detour is necessary

because we know, up to date, of no satisfactory formalism of mixed motivic sheaves,

whose absolute cohomology with Tate coe�cients would give back motivic cohomology

de�ned via K-theory.

We return to the geometric situation set up before 4.11, and start by computing

the higher direct images of the restriction of Log to U:

Lemma 6.1. a) The inclusion F (1) ,! G

(1)

and the projection

G

(1)

� F (0) induce natural isomorphisms

F (1)

B

�

�! H

�1

B

�

G

m

;G

(1)

�

;

H

0

B

�

G

m

;G

(1)

�

�

�! H

0

B

(G

m

; F (0)) ;

and the latter group is isomorphic to F (�1)

B

via the map \residue at 0".

b) The inclusion F (n) ,! G

(n)

and the projection G

(n)

� F (0) induce natural identi-

�cations

H

i

B

�

G

m

;G

(n)

�

=

8

<

:

F (n)

B

; i = �1

F (�1)

B

; i = 0

0 ; i =2 f�1; 0g

:

Proof. The statements need only be checked on the level of local systems. Part a)

is shown in the proof of 4.11. From there, we also recall that we have to compute

the invariants and coinvariants under the action of the group �

1

:= �

1

(G

m

(C ); 1), or

equivalently, of a generator of �

1

. Using 4.10.b), we may deduce b) from a).

Corollary 6.2.

H

i

B

�

U;G

(n)

�

=

(

F (n)

B

; i = �1

0 ; i =2 f�1; 0g

:

For i = 0, the sheaf H

0

B

�

U;G

(n)

�

is the direct sum of

n

L

k=1

F (k � 1)

B

and an object

which is an extension of F (�1)

B

by itself.

Proof. By [WiI], Theorem 4.3, there is a weight �ltration on H

i

B

�

U;G

(n)

�

. Now use

the exact triangle

1

�

1

!

�! id

G

m;B

[1]- .

j

�

j

�

purity, and 4.10.c).

Remark: In the setting of Hodge modules, where a concept of polarization is avail-

able, any extension of pure objects of the same weight is necessarily split.

The mapH

0

B

�

U;G

(n)

�

! F (0) of the corollary yields in particular a map \residue

at 1

B

", for n � 1,

res : H

0

abs

(U;G

(n)

) = H

0

abs

�

B;R

B

(U;G

(n)

)

�

! H

0

abs

(B; 0) :
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Definition 6.3. Let n � 1. The map

res : H

0

abs

(U;G

(n)

) = H

n+1

abs

(G

n

m;U

rel Z

(n)

; n)

sgn

! H

0

abs

(B; 0)

is called the total residue map.

For later reference, we note

Corollary 6.4. H

1

abs

(G

1

m;U

rel Z

(1)

; 1) = 0.

Proof. We have

H

1

abs

(G

1

m;U

rel Z

(1)

; 1) = H

�1

abs

(U;G

(1)

) ;

which because of 6.2 equals H

0

abs

(B;F (1)) = 0.

Next we have

Lemma 6.5. i) The transition morphism

res : G

(n)

� G

(n�1)

satis�es

H

�1

B

(U; res) = 0 : F (n)

B

! F (n� 1)

B

;

H

0

B

(U; res) : H

0

B

(U;G

(n)

)! H

0

B

(U;G

(n�1)

)

is surjective with kernel F (n� 1)

B

.

In particular, the total residue for n � 2 factors over the total residue for n� 1:

there is a commutative diagram

H

0

abs

(B; 0)

res

 � H

0

abs

(U;G

(n)

)

res- # res

H

0

abs

(U;G

(n�1)

)

ii) The Leray spectral sequences, for n � 0, give exact sequences

0 �! H

1

abs

(B; n)

�

�! H

0

abs

(U;G

(n)

)

res

�! H

0

abs

(B; 0) �! 0 :

The map

� : H

1

abs

(B; n)! H

0

abs

(U;G

(n)

)

is the composition of H

1

abs

(B; n)! H

1

abs

(U; n) = H

0

abs

(U; F (n)) and the map induced

by the inclusion of F (n) into G

(n)

, in other words, the same noted map of the residue

sequence.

The projective limit of the above sequences identi�es

H

0

abs

(U;Log j

U

) := lim

 �

n

H

0

abs

(U;G

(n)

)

and H

0

abs

(B; 0).
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iii) There are unique splittings

s

n

: H

0

abs

(B; 0) ,! H

0

abs

(U;G

(n)

)

of the sequences in ii), for any n � 0, such that for any n � 1 we have a commutative

diagram

H

0

abs

(B; 0)

s

n

�! H

0

abs

(U;G

(n)

)

s

n�1

& # res

H

0

abs

(U;G

(n�1)

)

Proof. i) The �rst statement is clear. For the second, either go through the construc-

tion or observe that the direct image of the morphism U

top

! B

top

has cohomological

dimension one, hence H

0

B

(U; � ) is right exact on smooth sheaves.

ii) We have the Leray spectral sequence

E

p;q

2

= H

p

abs

�

B;H

q

B

(U;G

(n)

)

�

) H

p+q

abs

(U;G

(n)

) ;

whose low-term sequence reads

0! H

1

abs

(B; n)! H

0

abs

(U;G

(n)

)! H

0

abs

(B; 0)

d

(n)

2

! H

2

abs

(B; n) :

By i), the Mittag{Le�er condition is satis�ed for the projective system

(H

1

abs

(B; n))

n�0

, and therefore,

H

0

abs

(U;Logj

U

) = lim

 �

n

ker(d

(n)

2

) = H

0

abs

(B; 0)

since the projective system (im(d

(n)

2

))

n�0

� (H

2

abs

(B; n))

n�0

is ML-zero.

But then any of the

H

0

abs

(U;G

(n)

)! H

0

abs

(B; 0)

must be surjective as well.

iii) Apply ii).

Denote by pol

(n)

the image of the small polylogarithmic extension pol under

H

0

abs

(U;Log j

U

)! H

0

abs

(U;G

(n)

) :

Theorem 6.6. a) Under the isomorphism

H

0

abs

(U;Log j

U

)

�

�! H

0

abs

(B; 0)

of 6.5 ii), the small polylogarithmic extension pol is mapped to 1.

b) For each n � 0, the map

s

n

: H

0

abs

(B; 0)! H

0

abs

(U;G

(n)

)

maps 1 to pol

(n)

.
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Proof. This is the de�nition of pol and the s

n

.

Recall (4.9.a)) that we may identify

H

0

abs

(U;G

(n)

) = H

0

abs

(G

n

m;U

; v

n

!

F (n))

sgn

= H

n+1

abs

(G

n

m;U

; v

n

!

F (n)

V

n

)

sgn

= H

n+1

abs

(G

n

m;U

rel Z

(n)

; n)

sgn

:

In section 8, we are going to prove a motivic analogue of 6.5.ii), and then de�ne

pol as the element in

lim

 �

n

H

n+1

M

(G

n

m;U

rel Z

(n)

; n)

sgn

mapping to 1 under the isomorphism to H

0

M

(B; 0).

In order to prove a motivic version of 6.5.ii), we shall frequently use injectivity

of the Beilinson regulator on certain motivic cohomology groups, and two technical

results on H

�

abs

, that will occupy the rest of this section.

While this may appear arti�cial at �rst sight, we remind the reader that in the motivic

setting, we cannot make use of any sheaf theoretic means like Leray spectral sequences.

An important means will be the localization sequence associated to the geometric

situation

f0; 1g

B

,! A

1

B

 - U :

It is the result of the degeneration of the Leray spectral sequence and reads

� � � !H

�

abs

(A

1

B

; p)! H

�

abs

(U; p) ! H

��1

abs

(f0; 1g

B

; p� 1)

!H

�+1

abs

(A

1

B

; p)! : : :

Lemma 6.7. a) The structure morphism is an isomorphism

H

�

abs

(B; p)

�

�! H

�

abs

(A

1

B

; p) :

b) The boundary map is trivial, i.e., we have short exact sequences

0! H

�

abs

(B; p)! H

�

abs

(U; p) !

1

M

i=0

H

��1

abs

(B; p� 1)! 0 :

Proof. For a), note that R

B

�

A

1

B

; F (p)

A

1

B

�

= F (p)

B

[0].

b) follows from the fact that there are B-valued points of U.

In particular, for p = 1, we have the exact sequence

0 �! H

1

abs

(B; 1) �! H

1

abs

(U; 1)

@

�!

1

M

i=0

H

0

abs

(B; 0) �! 0 :

The last map equals the map of Ext groups

@ : Ext

1

Sh(U)

(F (0); F (1)) �! Hom

Sh(B)

�

F (0);H

0

B

(U; F (1))

�
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obtained from the Leray spectral sequence; observe that the residues at 0

B

and 1

B

provide an isomorphism

H

0

B

(U; F (1))

�

�!

1

M

i=0

F (0) :

We have a natural map

O(U)

�

! H

1

abs

(U; 1) :

Its composition with

@ : H

1

abs

(U; 1) �!

1

M

i=0

H

0

abs

(B; 0)

associates to a function on U its orders at 0 and 1 respectively.

We need to understand the composition

res � @ : H

1

abs

(U; 1) =Ext

1

Sh(U)

(F (0); F (1))

�!Hom

Sh(B)

�

F (0);H

0

B

�

U;G

(1)

��

:

Observe that due to 6.2, the last group is equal to H

0

abs

(B; 0). Furthermore, we recall

from the proof of 6.2 and the de�nition of res that the composition

1

M

i=0

F (0) = H

0

B

(U; F (1)) �! H

0

B

�

U;G

(1)

�

res

�! F (0)

is given by projection onto the \1"{component of

L

1

i=0

F (0). We have thus proved:

Lemma 6.8. Consider the non{vanishing functions t and 1� t on U. We have

res � @(t) = 0 ; res � @(1� t) = 1 :

In particular, the map

� : H

1

abs

(U; 1) �! H

0

abs

(U;G

(1)

) = H

2

abs

�

G

1

m;U

rel Z

(1)

; 1

�

does not map 1� t 2 O(U)

�

to zero.

Proof. Observe that res � @ factorizes through �.

Remark: The main technical result of this section, 6.5.ii) corresponds to [BD1],

3.1.6.ii). Observe that pol and the polylogarithmic class �

�

of loc. cit. do not quite

agree: in our notation,

�

�

2 H

0

abs

(U;Log(1)j

U

) ;

while pol 2 H

0

abs

(U;Log j

U

). The connection is as follows: there is a canonical

monomorphism

� : Log(1) �! Log

(identifying Log(1) with W

�2

Log), and pol is the push out of �

�

via �. The present

de�nition of the polylog seems more natural since it is an element of an H

0

abs

(B; 0)-

module of rank one, which is canonically trivialized. By contrast, H

0

abs

(U;Log(1)j

U

)

is of rank two.
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7 Calculations in K-theory

The next step is to do the constructions of section 4 with K-groups, or more precisely,

with relative K-cohomology as introduced in appendix B.2. For technical reasons we

will have to use simplicial schemes to replace the singular schemes that appeared be-

fore. All constructions will be compatible with the regulator maps to absolute Hodge

cohomology (appendix A and B.5.8) and to continuous �etale cohomology (appendix

B.4.6).

A priori these regulators have values in absolute cohomology groups for the same

simplicial object (cf. B.4.2 and B.5.2). Using B.4.5 and B.5.7 these absolute cohomol-

ogy groups are then identi�ed with (relative) cohomology of singular schemes. This

identi�cation is made tacitly.

Let B = Spec(Z) and S a smooth a�ne B-scheme. We will work in the category

of smooth S-schemes. K-cohomology is taken on the Zariski site over B.

Before returning to the geometric situation introduced in section 3, we have to

check a technical lemma. Let us consider the following general construction: Let X

be a smooth quasi-projective S-scheme and Y a closed subscheme of X which is itself

also smooth over S. Put

Y

(n)

0

= Y �

S

X

n�1

qX �

S

Y �X

n�2

q : : :qX

n�1

�

S

Y :

Note that Y

(n)

0

is a proper covering of the singular scheme

Y

(n)

= X

n

r (X r Y )

n

:

This is the easiest case of a morphism of schemes with cohomological descent, meaning

that for any reasonable cohomology theory the cohomology of Y

(n)

will agree with

the cohomology of the smooth simplicial scheme

Y

(n)

:

= cosk

0

(Y

(n)

0

=X

n

) ;

i.e.,

Y

(n)

k

= Y

(n)

0

�

X

n

� � � �

X

n

Y

(n)

0

(k + 1-fold product).

For �etale cohomology and absolute Hodge cohomology, the corresponding results are

B.4.5 and B.5.6 respectively.

We will work in the setting of spaces, i.e., pointed simplicial sheaves of sets

on the Zariski site of smooth B-schemes. We refer to appendix B.1 for details and

terminology. We use the notation

X

_n

:

= Cone(Y

(n)

:

�! X

n

)

for the space that computes relative cohomology for the closed embedding (cf. B.1.5).

The space Y

(n)

:

does not become degenerate above any simplicial degree. How-

ever, we have:

Lemma 7.1. a) Y

(n)

:

is isomorphic in Ho sT to a simplicial scheme which is degen-

erate above degree n� 1.
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b) In particular,. Y

(n)

:

and X

_n

:

are K-coherent.

c) X

_n

:

is a space constructed from schemes in a �nite diagram over X

n

in the sense

of B.2.13.

d) If T is another closed subscheme of X which is smooth over S and disjoint of Y ,

then the inclusions

T

i

�

S

X

n�i

�! X

n

are tor-independent of all morphisms in the diagram in c).

Proof. By de�nition

Y

(n)

0

= Y

1

q � � � q Y

n

where Y

i

is the reduced closed subscheme of X

n

of those points, whose i-th coordinate

lies in Y . This induces a decomposition of Y

(n)

k

into disjoint subschemes of the form

Y

i

1

�

X

n

� � � �

X

n

Y

i

k

. Actually this subscheme is canonically isomorphic to

Y

i

1

\ � � � \ Y

i

k

= f(x

1

; : : : ; x

n

) 2 X

n

j x

i

j

2 Y for 1 � j � kg :

We get the following more familiar form of the simplicial scheme

Y

(n)

k

=

a

I2f1;:::;ng

k

\

i2I

Y

i

:

Let �(n) be the simplicial set with

�(n)

k

= f(i

0

; : : : ; i

k

) j 1 � i

0

� � � � � : : : i

k

� ng :

We de�ne the simplicial scheme Y

�(n)

:

by

Y

�(n)

k

=

a

I2�(n)

k

\

i2I

Y

i

It is degenerate above the simplicial degree n�1 and from our previous considerations

we see that it is a natural subspace of Y

(n)

:

. We consider these simplicial schemes as

spaces in the sense of appendix B.1 by adding a disjoint base point ?.

For a scheme U in the big Zariski site over B we consider the morphism of simplicial

sets

Y

�(n)

:

(U) �! Y

(n)

:

(U) :

By the combinatorial Lemma B.6.2 it induces an isomorphism of homotopy sets.

Hence the inclusion is a weak homotopy equivalence of spaces.

b) is an immediate consequence of a) and B.2.3.b). Recall that Y and X were assumed

smooth over B. We already have seen that all components of X

_n

are disjoint unions

of X

n

-schemes of the form Y

i

1

\ � � � \ Y

i

k

and a disjoint base point. All morphisms

between the scheme components are given by the natural closed immersions between
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them. The condition on the tor-dimension required in B.2.13 follows because are

schemes are regular. T , Y and X are all 
at over S, hence the maps in the diagram

X �

S

Y

?

?

y

T �

S

X ����! X �

S

X

are easily seen to be tor-independent. The inclusions of T and Y into X are trivially

tor-independent because this is a local condition.

Basically this lemma tells us that all conditions hold that are needed to apply

the machinery of appendix B.2. We have a well-behaved relative motivic cohomology

theory (cf. B.2.11 ).

Now we return to the geometric situation set up in section 3. We consider

Z

(n)

:

����! G

n

m;S

?

?

y

?

?

y

Z

(n)

:

����! A

n

S

where Z = Z = �(S) q �(S) with disjoint S-rational points � and � of G

m;S

. There

is a simplicial operation of S

n

on the situation which induces an operation on relative

K-cohomology and on motivic cohomology.

Proposition 7.2. There is a natural residue map

H

i

M

(G

n

m;S

rel Z

(n)

:

; j)

sgn

res

n

��! H

i�1

M

(G

n�1

m;S

rel Z

(n�1)

:

; j � 1)

sgn

where sgn means the sign eigen-space under the operation of the respective symmetric

group.

Moreover, there is a long exact sequence

� � � �!H

i�2

M

(G

n�1

m;S

rel Z

(n�1)

:

; j � 1)

sgn

�! H

i

M

(A

n

S

rel Z

(n)

:

; j)

sgn

�! H

i

M

(G

n

m;S

rel Z

(n)

:

; j)

sgn

�!H

i�1

M

(G

n�1

m;S

rel Z

(n�1)

:

; j � 1)

sgn

�! � � � :

Under the regulators, the long exact sequences are compatible with the ones in abso-

lute cohomology (after 4.5).

Remark: Recall that Z

(0)

:

= ? and hence H

k

M

(G

0

m;S

rel Z

(0)

:

; j) = H

k

M

(S; j) by

de�nition.

Proof. We �lter A

n

S

by the open subschemes F

k

A

n

S

de�ned just before Lemma 4.5.

In particular, F

0

A

n

S

= G

n

m;S

. Again G

k

A

n

S

= F

k

A

n

S

r F

k�1

A

n

S

. We use the notation

F

k

A

_n

:

and G

k

A

_n

:

for the induced open respectively locally closed subspaces of A

_n

:

.

Note that the situation is still symmetric under permutation of coordinates. Hence

there is a compatible operation of the symmetric group on the space constructed from

schemes F

k

A

_n

:

.
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The closed immersion G

k

A

_n

:

! F

k

A

_n

:

satis�es the �rst condition in (TC) in B.2.13.

The maps we have to consider for the rest of (TC) are locally of the form considered

in 7.1.d). Hence B.2.19 applies, i.e., we can use the localization sequences for motivic

cohomology induced by the triples F

k�1

A

_n

:

! F

k

A

_n

:

 G

k

A

_n

:

. We get

: : : �!H

i

M

(G

k

A

_n

:

; j) �! H

i+2

M

(F

k

A

_n

:

; j + 1) �! H

i+2

M

(F

k�1

A

_n

:

; j + 1)

�!H

i+1

M

(G

k

A

_n

:

; j) �! : : :

The sequence remains exact when we take sign{eigenspaces. Now let us compute one

of the groups involved.

H

i

M

(G

k

A

_n

:

; j) =

M

f1�a

1

<a

2

<���<a

k

�ng

H

i

M

(A

_n

:

�

A

n

G

m;S

(a

1

; : : : ; a

k

); j)

where

G

m;S

(a

1

; : : : ; a

k

) = f(x

1

; : : : ; x

n

) j x

i

= 0 if i = a

j

for some j; x

i

6= 0 else g :

The decomposition corresponds to the decomposition of G

k

A

n

into its connected

components. The notation A

_n

:

�

A

n

G

m;S

(a

1

; : : : ; a

k

) means the open subspace lying

over the locally closed scheme. Now consider the operation of the symmetric group.

If k > 1, then there is for each component some transposition which acts trivially,

namely one that interchanges two vanishing coordinates. Hence the sign{eigenspace

vanishes altogether. For k = 1, the decomposition has the form

H

i

M

(G

1

A

_n

:

; j) =

M

a=1;��� ;n

H

i

M

(A

_n

:

�

A

n

(G

a�1

m;S

� f0g � G

n�a

m;S

); j) :

The operation of the symmetric group permutes the factors transitively. The stabilizer

of one summand is the symmetric group S

n�1

. We get

H

i

M

(G

1

A

_n

:

; j)

sgn

�

=

H

i

M

(G

_n�1

m;S

; j)

sgn

where the sign eigenspace on the right hand side is taken with respect to the smaller

symmetric group S

n�1

. We have a choice of isomorphism here and use the one that

identi�es G

n�1

m;S

with G

n�1

m;S

� f0g. Putting these results in the long exact sequences

we get iteratively

H

i

M

(A

n

rel Z

(n)

:

; j)

sgn

= H

i

M

(F

n

A

_n

:

; j)

sgn

�

=

�! � � �H

i

M

(F

1

A

_n

:

; j)

sgn

:

So the above sequence, for k = 1, gives the desired residue sequence. We can do the

same construction for absolute cohomology (Hodge or l-adic) considered as general-

ized cohomology theories. By B.4.6, B.5.8 and B.3.7, the long exact sequences for

motivic cohomology will be compatible via the regulator with the ones in generalized

cohomology. The next step is to pass from generalized cohomology to cohomology of

abelian sheaves. By B.4.5 and B.5.7 this can be done. In fact we get precisely the

residue sequence for absolute cohomology constructed in section 4.
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Remark: a) By B.2.19, we have the same maps and long exact sequences for the

K-cohomology groups themselves. However, note that there is a Riemann-Roch hid-

den in the compatibility of the localization sequence in K-cohomology and absolute

cohomology.

b) We shall show injectivity of the Beilinson regulator on

H

n+1

M

(G

n

m;S

rel Z

(n)

:

; n)

sgn

in Proposition 8.7. Together with Lemma 4.4.b), it shows that the residue map on

H

i

M

(G

n

m;S

rel Z

(n)

:

; j)

sgn

does not depend on the choice of embedding of G

n�1

m;S

in

[

a=1;��� ;n

G

a�1

m;S

� f0g � G

n�a

m;S

of the above proof, if (i; j) = (n+ 1; n). Since we are only interested in these special

indices, we chose to exclude from the statement of 7.2 the dependence of res

n

in the

general case from the above choice.

Lemma 7.3. Let 2j � k. Then

H

k

M

(A

n

S

rel Z

(n)

:

; j)

�

=

H

k�n

M

(S; j)

where the isomorphism is induced by a choice of ordering of the sections � and �. It

is compatible with the identi�cation in 4.6 under the regulator map. S

n

operates by

sign on the left hand side.

Remark: Here and in the sequel we put H

i

M

(S; j) = 0 if j < 2i. This makes sense

as S is regular and the corresponding K{group vanishes (see B.2.3).

Proof. Fix j. We consider the skeletal spectral sequence B.2.12. We have

E

p;q

1

= H

q

M

((A

_n

S

)

p

; j) :

We will show that the only non-trivial E

2

-terms are concentrated in one vertical line

E

n;q

2

= H

q

M

(S; j) :

This means that the spectral sequence converges in the strongest possible way. This

yields isomorphisms as stated. Before we can check this we need some preparation.

If X

:

is a space constructed from schemes, we denote by Cp(X

:

) the simplicial set of

its connected components. Cp(Z

(n)

:

) has the same singular cohomology as Cp(Z

�(n)

:

)

(cf. proof of 7.1) which is the simplicial set attached to a CW-complex dual to the

boundary of the n-dimensional hypercube (note that Z has two disjoint components).

This means that Cp(Z

�(n)

:

) has a 1-vertex for every (n � 1)-cell of the cube etc. In

particular we see that it has the homotopy type of an (n � 1)-sphere. Cp(A

n

S

) is of

course contractible. It follows that Cp(A

_n

:

) has singular cohomology concentrated

in degree n where it is one-dimensional.
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Let us make this more explicit:

In order to compute the cohomology of a cosimplicial group it su�ces to consider

the sub-complex corresponding to nondegenerate simplices. Cp(Z

�(n)

:

) is completely

degenerate from cosimplicial degree n on. In degree n�1, there is one nondegenerate

simplex for each vertex of the hypercube. They are indexed by f�; �g

n

. Hence any

element of H

n

Cp(A

_n

:

) = H

n�1

(Cp(Z

�(n)

:

)) is represented by an element of

K

n�1

=

M

f�;�g

n

Q :

Let g be a generator of the cohomology group. Cp(Z

(n)

:

) does not become degenerate.

The nondegenerate part in degree n�1 is given by one copy of f�; �g

n

for each possible

permutation of the numbers 0; : : : ; n � 1. It is easy to see that ((�1)

sgn(�)

g)

�

is in

the kernel of the di�erential. It represents the generator of cohomology of Cp(Z

(n)

:

).

We see that S

n

operates by the sign of the permutation.

We choose the generator g of cohomology given by the tuple

(�1)

s(i

1

)+���+s(i

n

)

2 Q

i

1

�����i

n

where i

k

2 f�; �g and s(�) = 1, s(�) = 0. This choice of generator amounts to

picking the ordering � < � and extending it by the K�unneth-formula. Now let us

analyze our E

1

-term: For �xed q we have the complex attached to the cosimplicial

abelian group H

q

M

((A

_n

S

)

p

; j)

p2N

0

. All connected components of A

_n

:

are isomorphic

to a copy of some power of A

1

S

. By the homotopy property of K-theory we have

H

q

M

((A

S

)

_n

p

; j)

p2N

0

= H

q

M

(S; j)


Q

C

_n

:

where C

_n

:

is the cosimplicial vector space computing singular cohomology of

Cp(A

_n

:

). By the previous considerations we already know its cohomology. It also

follows that the operation of S

n

on our motivic cohomology is by the sign.

Now compare our isomorphism to the one constructed in the realization. We have the

same spectral sequence there (attached to the weight �ltration). The identi�cation of

the E

2

-term also uses K�unneth-formula and choice of an ordering of the sections.

Using this identi�cation we obtain the motivic residue sequence:

: : : �!H

k�n

M

(S; j) �! H

k

M

(G

_n

m;S

; j)

sgn

�! H

k�1

M

(G

_n�1

m;S

; j � 1)

sgn

�!H

k�n+1

M

(S; j) �! : : :

for 2j � k. By construction, we have the following:

Theorem 7.4. Under the regulator, the motivic residue sequence maps to the abso-

lute residue sequence of section 4.

Note that the residue sequences for all indices k and n organize into a spectral

sequence connecting the relative motivic cohomology of A

_?

:

and the relative motivic

cohomology of G

_?

m

. In particular for each n there is the converging cohomological

spectral sequence

E

pq

1

= H

p+q�n

M

(S; p)) H

p+q

M

(G

_n

m;S

; n) = H

p+q

M

(G

n

m;S

rel Z

(n)

:

; n) :
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This is the motivic version of the weight spectral sequence in absolute cohomology.

We refer to it as the motivic residue spectral sequence.

Remark: As in section 6, the residue sequence, or equivalently, the residue spectral

sequence turns out to be the central technical tool in the construction of the motivic

polylog (see De�nition 8.9). The spectral sequence is identical to the one constructed

in [BD1], 4.2.6. The de�nition and basic properties of motivic cohomology of simplicial

schemes (B.1, B.2) allow to justify the construction.

At this point, we should stress that the proof of the innocent looking Theorem

7.4 requires the whole of the theory covered in the appendices.

8 Universal Motivic Polylogarithm

We now return to the special situation used in section 6. Let B = Spec(Z). We

consider now the case S = U. Let � = 1, and � the diagonal section of U �

B

G

m;B

.

First we compute the motivic cohomology of U. We use the embedding of U into

A

1

to do so. The long exact localization sequence B.2.18 reads

: : : �!H

n�2

M

(0(B) q 1(B); j � 1) �! H

n

M

(A

1

B

; j) �! H

n

M

(U; j)

�!H

n�1

M

(0(B) q 1(B); j � 1) �! : : :

By the homotopy property of K-theory we get

: : : �!H

n

M

(B; j) �! H

n

M

(U; j) �! H

n�1

M

(B; j � 1)�H

n�1

M

(B; j � 1)

�!H

n+1

M

(B; j) �! : : :

The Gysin map for the inclusion of a point in the a�ne line vanishes by [Q2] Thm

8 ii. Hence we are actually dealing with a system of short exact sequences. As all

motivic cohomology groups of B vanish for n > 1 this sequence only gives non-trivial

cohomology of U for n = 0; 1; 2.

Lemma 8.1. For B = Spec(Z) we have

H

0

M

(U; i) =

(

Q if i = 0,

0 else,

H

1

M

(U; j) =

8

>

<

>

:

0 for j < 1,

Q � Q for j = 1,

H

1

M

(B; j) for j > 1,

H

2

M

(U; j) = H

1

M

(B; j � 1)�H

1

M

(B; j � 1) ;

H

n

M

(U; j) = 0 if n > 2.

Proof. Clear from the above using B.2.20

By Borel's Theorem (B.5.9) the Beilinson regulator

H

i

M

(X; j)


Q

R �! H

i

H

p

(X

R

=R; j)

is injective for X = Spec(Z), even an isomorphism but in the one case H

1

M

(B; 1)

where the codimension is one. (We call Beilinson regulator what strictly speaking is
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its tensor product with R.) This implies that it is also an isomorphism for H

i

M

(U; k)

with the exception of the indices (1; 1) and (2; 2) where the codimension is 1 resp. 2.

This means that many of the residue maps are actually isomorphisms. The

following computations are carried out in the case B = Spec(Z). With a little more

e�ort they generalize to the case of the ring of integers of a number �eld.

Consider the residue sequence for n = j = 1 and S = U.

0 = H

0

M

(U; 1) �! H

1

M

(G

_1

m;U

; 1) �! H

0

M

(U; 0)

�! H

1

M

(U; 1)

�

�! H

2

M

(G

_1

m;U

; 1) �! H

1

M

(U; 0) = 0 :

The Beilinson regulator induces a map between the above sequence and the residue

sequence in section 4. On H

0

M

(U; 0) 
 R, the regulator is an isomorphism, and on

H

1

M

(U; 1) 
 R it is injective of codimension one. By 6.4, the absolute Hodge coho-

mology group H

1

H

p

(G

_1

m;U

R

=R; 1) vanishes. Hence the map from the �rst to the second

line is injective and the regulator is injective of codimension one on H

2

M

(G

_1

m;U

; 1).

Furthermore, this last group is one dimensional.

The image of � under the Beilinson regulator is the map occurring in 6.8 for

n = 1.

Definition 8.2. Let s

1

be the composition of the maps

Q = H

0

M

(B; 0)

i

1

�!

M

i=0;1

H

0

M

(B; 0) = H

1

M

(U; 1)

�

�! H

2

M

(G

_1

m;U

; 1)

where i

1

is the inclusion of the 1-summand and � is the map of the residue sequence.

Lemma 8.3. s

1

is an isomorphism.

Proof. Because of dimension reasons we only have to check that � does not vanish on

the image of i

1

. This follows from 6.8.

Definition 8.4. Let res

1

be the inverse of s

1

. We de�ne the total residue map

res : H

n+1

M

(G

_n

m;U

; n)

sgn

�! Q :

by composition of the residue maps in our long exact sequence 7.2 with res

1

.

We now have to check that the total residue map deserves its name. By de�nition

and 6.5.i) it su�ces to consider res

1

.

Lemma 8.5. The regulators map the motivic res

1

to res

1

in absolute cohomology.

Proof. Let us consider the situation of 6.8. The morphism

O(U)

�

�! H

1

H

p

(U

R

=R; 1)

factors through H

1

M

(U; 1) = K

1

(U)

Q

. There is a commutative diagram

H

1

H

p

(U

R

=R; 1) ����!

L

i=0;1

H

0

H

H

p

(B

R

=R; 0)

x

?

?

�

=

x

?

?

O(U)

�

����! H

1

M

(U; 1)

�

=

����!

L

i=0;1

H

0

M

(B; 0)

;
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hence the functions t and 1� t on U correspond to the canonical generators of the two

summands. We consider the commutative diagram for absolute Hodge cohomology

H

1

H

p

(U

R

=R; 1)

�

R

����! H

2

H

p

(G

_1

m;U

R

=R; 1)

res

R

����! H

0

H

p

(B

R

=R; 0)

x

?

?

x

?

?

r

L

i=0;1

H

0

M

(B; 0)

�

����! H

2

M

(G

_1

m;U

; 1)

;

By 6.8 the composition from the bottom left to the top right corner is given by the

projection to the 1-component tensored by R. It follows that (res

R

�r) 
 R is an

isomorphism. In turn � vanishes on the 0-component and is an isomorphism on the

1-component. But then by de�nition res

1

�� is also the projection to the 1-summand.

As � is surjective, this su�ces. The same argument works in the �etale situation.

Lemma 8.6. There is a short exact sequence

0 �! H

1

M

(B; 2) �! H

3

M

(G

_2

m;U

; 2)

sgn

res

��! Q �! 0

and the Beilinson regulator is an isomorphism on the middle term.

Proof. This is nothing but the residue sequence using our computation of

H

2

M

(G

_1

m;U

; 1). The zeroes on both sides come from vanishing cohomology groups.

Comparison with the short exact sequence 6.5.ii) shows that the regulator is an

isomorphism.

Proposition 8.7. There are short exact sequences

0 �! H

1

M

(B; n)

�

n

�! H

n+1

M

(G

_n

m;U

; n)

sgn

res

��! Q �! 0 :

The Beilinson regulator is injective on allH

n+1

M

(G

_n

m;U

; n)

sgn

. It is even an isomorphism

for n > 1.

Proof. The n = 1 and n = 2 cases are the previous lemmas. By induction, one checks

that all H

n

M

(G

_n

m;U

; n)

sgn

vanish for n � 1. Hence the residue sequence reads

0! H

1

M

(B; n)

�

n

�! H

n+1

M

(G

_n

m;U

; n)

sgn

! H

n

M

(G

_n�1

m;U

; n� 1)

sgn

! H

2

M

(U; n) :

By the �ve lemma and inductive hypothesis we see that the regulator is an isomor-

phism on the middle term for n. We need the previous lemma to get started.

Now consider the sequences of the proposition. All maps are well-de�ned. It follows

from 6.5.ii) that the sequence is exact.

Corollary 8.8. There are canonical splittings s

n

: Q ! H

n+1

M

(G

_n

m;U

; n)

sgn

such

that the diagram

H

0

M

(B; 0)

s

n

�! H

n+1

M

(G

_n

m;U

; n)

sgn

s

n�1

& # res

H

n

M

(G

_n�1

m;U

; n� 1)

sgn

commutes. They are compatible with the ones in 6.5.iii). Furthermore, the group

lim

 �

H

n+1

M

(G

_n

m;U

; n)

sgn

is canonically isomorphic to Q.
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Proof. Im(res

n

) is isomorphic to Q by the total residue on H

n+1

M

(G

_n

m;U

; n)

sgn

. This

induces the same splitting as in 6.5.

Definition 8.9. For n 2 N the system pol

n

= s

n

(1) de�nes the universal motivic

polylogarithm.

By construction pol

n

is mapped to the polylogarithmic system in absolute Hodge

cohomology and continuous �etale cohomology.

Remark: The main result of this section, 8.7 is identical to [BD1], 4.3.4. Although

part of the argument involves only constructions within K-theory, the proof of 8.7

relies heavily on a detailed analysis of the behaviour of the regulator between the

motivic and absolute residue sequences.

9 The Cyclotomic Case

Let d � 2. As before let R = A[1=d; T ]=�

d

(T ) the ring of d-integers of the cyclotomic

�eld of d-th roots of unity. Put C = SpecR. Let � be a primitive d-th root of unity

in Q , and b an integer prime to d. We work in the situation S = C, � = 1 2 G

m

(C),

and � = i

b

2 G

m

(C) as in section 5.

Lemma 9.1. a) For n � 0 we have

H

n

M

(G

_n

m;C

; n)

sgn

= H

n

M

(G

n

m;C

rel Z

(n)

:

; n)

sgn

= Q :

The Beilinson and the l-adic regulators are isomorphisms.

b) For n � 1, the residue sequence induces short exact sequences

0 �! H

1

M

(C; n) �! H

n+1

M

(G

_n

m;C

; n)

sgn

�! H

n

M

(G

_n�1

m;C

; n� 1)

sgn

�! 0 :

The l-adic regulator is injective on the group H

n+1

M

(G

_n

m;C

; n)

sgn

for n � 1.

Proof. For n = 0 we have H

0

M

(G

_0

m;C

; 0) = H

0

M

(C; 0), which is canonically isomorphic

to Q by B.2.20. In particular both regulator are isomorphisms.

H

1

M

(G

_0

m;C

; 0) and its counterpart in absolute cohomology vanish.

Consider the following bit of the residue sequence for n � 1:

H

n+1

M

(G

_n+1

m;C

; n+ 1)

sgn

! H

n

M

(G

_n

m;C

; n)

sgn

! H

1

M

(C; n+ 1)

The �rst map is injective since H

0

M

(C; n + 1) = 0. The l-adic regulator is always

injective on the last term by B.4.8. By inductive hypothesis it is an isomorphism on

the middle term. By Cor. 5.3, the last map vanishes in absolute cohomology. This

implies a) for n+ 1. In the next bit of the long exact sequence

H

1

M

(C; n) �! H

n+1

M

(G

_n

m;C

; n)

sgn

�! H

n

M

(G

_n�1

m;C

; n � 1)

sgn

�! (�) ;

the �rst map is injective by a). For n � 2 we have (�) = H

2

M

(C; n) = 0, while for

n = 1 the term

H

n

M

(G

_n�1

m;C

; n� 1) = H

1

M

(C; 0)

vanishes. Hence in any case we end up with the short exact sequence in b). The

regulator maps it to the short exact sequence 5.3. By induction and B.4.8 we can

control the injectivity of the l{adic regulator.

Documenta Mathematica 3 (1998) 27{133



76 Annette Huber, J

�

org Wildeshaus

Remark: The Beilinson regulator is not injective on H

1

M

(C; 1) because d is inverted

in C.

Consider the morphism � : G

m;C

! G

m;C

that raises points to the d+1-th power.

As in section 5 it induces a morphism of spaces �

n

: A

_n

C

! A

_n

C

. By contravariance

it induces an operation on motivic cohomology.

Lemma 9.2 ([BD1], Remark (ii) on page 78).

(�

n

)

�

operates on the short exact sequence of the previous lemma as follows:

H

1

M

(C; n) ����! H

n+1

M

(G

_n

m;C

; n)

sgn

����! H

n

M

(G

_n�1

m;C

; n� 1)

sgn

id

?

?

y

(�

n

)

�

?

?

y

?

?

y

(d+1)(�

n�1

)

�

H

1

M

(C; n) ����! H

n+1

M

(G

_n

m;C

; n)

sgn

����! H

n

M

(G

_n�1

m;C

; n� 1)

sgn

:

Proof. This description follows immediately from the injectivity of the l-adic regulator

and Cor. 5.3.b).

Remark: The operation (�

n

)

�

on H

1

M

(C; n) is given by the operation on

H

n+1

M

(A

_n

C

; n). It is easy to check that it is trivial by considering the operation

on the starting terms of the degenerating skeletal spectral sequence. To understand

the compatibility with the residue map in terms of K-theory is a lot harder. The

factor d+1 is induced by a push-forward from a non-reduced scheme to its reduction.

The theory in Appendix B is not even set up to handle such schemes.

As in the case of absolute cohomology it follows that the eigenvalues of (�

n

)

�

on

H

n+1

M

(G

m;C

rel Z

(n)

; n)

sgn

are 1; d+ 1; : : : ; (d+ 1)

n�1

.

Lemma 9.3. The eigenspace decomposition yields a splitting

�

(n)

b

: H

n+1

M

(G

_n

m;C

; n)

sgn

�

�!

M

1�i�n

H

1

M

(C; i) ;

which is compatible with the splitting �

(n)

b

after Cor. 5.3. There is a canonical

isomorphism

�

b

: lim

 �

H

n+1

M

(G

_n

m;C

; n)

sgn

�

�!

Y

i�1

H

1

M

(C; i) :

Proof. The �rst assertion is clear by construction. The second follows because the

eigenspace decomposition is compatible with the residue map.

Definition 9.4. Let i

b

: C ! U be as before. Let pol

b

be the pullback of the univer-

sal polylogarithm system pol de�ned in 8.9 to the inverse limit lim

 �

H

n+1

M

(G

_n

m;C

; n)

sgn

=

lim

 �

H

n+1

M

(G

n

m;C

rel Z

(n)

:

; n)

sgn

. Via the isomorphism �

b

of 9.3, we have constructed

an element in

Q

i�1

H

1

M

(C; i).

Theorem 9.5. Under the regulators, the element

pol

b

2 lim

 �

H

n+1

M

(G

_n

m;C

; n)

sgn

=

Y

i�1

H

1

M

(C; i)
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is mapped to the elements

pol

b

2 lim

 �

H

n+1

abs

(G

_n

m;C

; n)

sgn

=

Y

i�1

H

1

abs

(C; i)

constructed at the end of section 5.

Proof. This follows from the construction.

We list the consequences of this result: denote by �

0

d

the set of primitive d{th roots

of unity in Q(�

d

).

Firstly, the description of the regulator to absolute Hodge cohomology yields an

alternative proof of the following:

Corollary 9.6. Assume n � 0.

a) ([B2], 7.1.5, [Neu], II.1.1, [E], 3.9.)

There is a map of sets

�

n+1

: �

0

d

�! H

1

M

(C; n+ 1)

(= H

1

M

(SpecQ(�

d

); n+ 1) for n � 1)

such that

r

D

��

n+1

: �

0

d

�! H

1

H

p

(SpecQ(�

d

)

R

=R; n + 1)

�

�!

A:2:12

0

@

M

�:Q(�

d

),!C

C =(2�i)

n+1

R

1

A

+

maps a root of unity ! to (�Li

n+1

(�!))

�

. For n � 1, this property characterizes the

map �

n+1

uniquely.

b) For a root of unity T

b

2 Q(�

d

) = Q[T ]=�

d

(T ), the element

�

n+1

(T

b

) 2 H

1

M

(C; n + 1)

is given by

�

n+1

(T

b

) := (�1)

n

�

1

(n+ 1)!

� ( (n+ 1){component of pol

b

) :

Proof. Note that a) really is Beilinson's formulation of the result: his normalization

of the isomorphism

H

1

H

p

(SpecQ(�

d

)

R

=R; n + 1)

�

�!

 

M

�

C =(2�i)

n+1

R

!

+

di�ers from ours by the factor �1. The unicity assertion is a direct consequence of

the injectivity of the regulator. So our claim follows from 2.5, and from 5.4.
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In [B2], the above compatibility statement is used to prove Gross's conjecture

about special values of Dirichlet L-functions. An alternative proof of this conjecture,

using an entirely di�erent geometric construction, is given in section 3 of [Den].

Recall that the l{adic regulator r

l

factorizes as follows:

K

2n+1

(C) 


Z

Q = H

1

M

(C; n+ 1) ,! H

1

M

(C

(l)

; n+ 1)

,! H

1

cont

(C

(l)

; n+ 1)

,! H

1

cont

(SpecQ(�

d

); n+ 1) ;

where we let C

(l)

:= C 


Z

Z[

1

l

].

For the rest of this section, we �x � 2 C(Q ). As was observed already in [B4],

the study of the cyclotomic polylog yields a proof of the following result:

Corollary 9.7. Assume n � 0.

a) ([Sou5], Th�eor�eme 1 for the case n = 1; [Gr], Th�eor�eme IV.2.4 for the local version

if (l; d) = 1.)

Let d and �

n+1

be as in 9.6. Let l be a prime. Under the embedding of 2.6, the l{adic

regulator

r

l

: H

1

M

(C; n+ 1) �! H

1

cont

(SpecQ(�

d

); n+ 1)

maps �

n+1

(T

b

) to

1

d

n

�

1

n!

�

0

@

X

�

l

r

=�

b

[1� �]
 (�

d

)


n

1

A

r

:

b) Conjecture 6.2 of [BlK] holds.

Proof. a) is 2.6 and 5.4. As for b), it remains to check the comparison statement of

[BlK], Conjecture 6.2 for the root of unity 1. For this, observe the relations

c

n+1

(1) =

2

n

1� 2

n

c

n+1

(�1) ;

c

n+1;2

(1) =

2

n

1� 2

n

c

n+1;2

(�1)

in the notation of loc. cit., if n � 1 ([D5], Proposition 3.13.1.i)).

Soul�e has constructed maps

'

l

: �

0

d

! K

2n+1

(C

(l)

)


Z

Z

l

for any prime l (see end of Appendix B.4 for more details).

The l{adic regulator

r

l

: K

2n+1

(C

(l)

)


Z

Q

l

! H

1

cont

(SpecQ(�

d

); n+ 1) (Prop. B.4.10)

takes '

l

(T

b

) to the cyclotomic element in continuous Galois cohomology

0

@

X

�

l

r

=�

b

[1� �]
 (�

d

)


n

1

A

r

de�ned by Soul�e and Deligne (cf. [Sou2], page 384, [D5], 3.1, 3.3).
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Corollary 9.8. For each d and n, there is a unique map

' : �

0

d

! K

2n+1

(SpecQ(�

d

))

such that for each prime number l, the map

'

l

: �

0

d

! K

2n+1

(C

(l)

)


Z

Z

l

,! K

2n+1

(SpecQ(�

d

))


Z

Z

l

equals the composition of ' and the natural map

K

2n+1

(SpecQ(�

d

))! K

2n+1

(SpecQ(�

d

))


Z

Z

l

:

Furthermore, the map '


Z

Q agrees with

�

0

n+1

: �

0

d

! H

1

M

(SpecQ(�

d

); n+ 1)

given by d

n

� n! � �

n+1

.

Proof. The uniqueness assertion is a formal consequence of the �nite generation of

K

2n+1

(SpecQ(�

d

)): to give an element in a �nitely generated abelian groupM is the

same as giving elements in M 


Z

Q and all M 


Z

Z

l

, which coincide in M 


Z

Q

l

. By

9.7, the maps r

l

�'

l

and r

l

��

0

n+1

agree for all l. From Theorem B.4.8, we conclude

that '

l

and �

0

n+1

agree as maps to K

2n+1




Z

Q

l

.

As shown by Bloch and Kato, Corollary 9.7 implies the validity of the following

also for even n:

Corollary 9.9. Let n � 1.

Then the Tamagawa number conjecture ([BlK], Conjecture 5.15) is true modulo a

power of 2 for the motif Q(n + 1).

Proof. [BlK], Theorem 6.1.i) gives the complete proof for odd n, which is independent

of anything said in the present article. In loc.cit., Theorem 6.1.ii), it is shown that

the conjecture holds for even n if [BlK], 6.2 holds. But the latter is the content of

9.7.

Finally, the compatibility statement of 9.7 forms a central ingredient in the

proof of the modi�ed version of the Lichtenbaum conjecture for abelian number �elds

([KNF], Theorem 6.4).

A Absolute Hodge Cohomology with Coefficients

The aim of this appendix is to provide a natural interpretation of absolute Hodge

cohomology as extension groups in the category of algebraic Hodge modules over R

(A.2.7). That such a sheaf{theoretic interpretation should be possible was already

anticipated by Beilinson ([B1], 0.3), long before Hodge modules were de�ned.

The appendix is divided into two subsections. The �rst (A.1) starts with a

summary of those parts of Saito's theory relevant to us. The central result is A.1.8,

where we prove that for a smooth scheme a : U ! Spec(C ), the polarizable Hodge
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complex R�(U; F ) of [D3], (8.1.12) and [B1], x 4 is a representative for a

�

F (0)

U

, the

object in the derived category of polarizable F{Hodge structures de�ned via Saito's

formalism ([S2], 4.3). As a consequence, we are able (A.1.10) to identify absolute

Hodge cohomology of a smooth scheme U over C , as de�ned in [B1], x 5: it equals

the Ext groups of Tate twists in the category of algebraic Hodge modules on U . The

compatibility between the approaches of Deligne{Beilinson and of Saito will come as

no surprise to the experts (see e.g. [S3], (2.8)). However, we were unable to �nd a

quotable reference.

In A.2, we turn to the variant of the theory we really need: algebraic Hodge

modules over R. These live on the complexi�cation of separated, reduced schemes of

�nite type over R, and are basically the objects �xed by the natural involution on

the category of mixed Hodge modules given by complex conjugation. The compari-

son statement for absolute Hodge cohomology over R (Theorem A.2.7) then follows

formally from A.1.10.

A.1 Algebraic Mixed Hodge Modules

In [S2], x 4, the category MHM

A

(X) of algebraic mixed A{Hodge modules is de�ned,

where A is a �eld contained in R, and X a separated reduced scheme of �nite type

over C .

Saito's construction admits the full formalism of Grothendieck's functors �

!

, �

!

,

�

�

, �

�

, Hom, 
, D on the level of bounded derived categories D

b

MHM

A

([S2], 4.3,

4.4) and a forgetful functor

rat : MHM

A

(X) �! Perv

A

(X)

to the category of perverse sheaves on the topological spaceX underlyingX(C ), which

have algebraic strati�cations such that the restrictions of their cohomology sheaves

to the strata are local systems. By the de�nition of MHM

A

, which we shall partly

sketch in a moment, rat is faithful and exact. The functor rat on the level of derived

categories is compatible with Grothendieck's functors ([S2], 4.3, 4.4).

For smoothX , one constructs MHM

A

(X) as an abelian subcategory ([S1], Propo-

sition 5.1.14) of the category MF

h

W(D

X

; A), whose objects are

((M;F

�

;W

�

); (K;W

�

); �) ;

where (M;F

�

) is an object of the category MF

h

(D

X

), i.e., a regular holonomic alge-

braic D

X

{module M together with a good �ltration F

�

, and K 2 Perv

A

(X). W

�

is a

locally �nite ascending �ltration, and � is an isomorphism

DR(M)

�

�! K 


A

C

respecting W

�

. Here, DR denotes the de Rham functor from the category of D

X

{

modules to the category of perverse sheaves.

We note that by de�nition, the weight graded objects of all algebraic Hodge

modules satisfy a certain polarizability condition (see [S1], 5.2.10).

Call an algebraic Hodge module on a smooth variety smooth if the underlying

perverse sheaf is a local system up to a shift.
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Theorem A.1.1 (Saito). Let X be smooth and separated. Then there is an equiv-

alence

Var

A

(X)

�

�! MHM

A

(X)

s

between the category of admissible variations of mixed A{Hodge structure ([Ks]) and

the category of smooth algebraic A{Hodge modules on X .

Proof. This is the remark following [S2], Theorem 3.27.

In particular, we see that MHM

A

(Spec(C )) is the category MHS

A

of polarizable

mixed A{Hodge structures.

If V is a variation on X with underlying local system For(V), then the perverse

sheaf underlying the Hodge module V under the correspondence of A.1.1 is

For(V)[d]

if X is of pure dimension d.

It turns out that the de�nition of Tate twists in MHM

A

(X) is compatible with

the above equivalence only up to shift:

Definition A.1.2 ([S2], (4.5.5)). Let n 2 Z, and A(n) 2 MHS

A

the usual Tate

twist. For a separated reduced scheme a : X ! Spec(C ), de�ne

A(n)

X

:= a

�

A(n) 2 D

b

MHM

A

(X) :

If X is smooth and of pure dimension d, then A(n)

X

[d] is the variation of Hodge

structure, which one denotes A(n).

For arbitraryX , the complex A(n)

X

will not even be the shift of a Hodge module,

but a proper element of D

b

MHM

A

(X), whose cohomology objects H

p

A(n)

X

are a

priori trivial only for p > dimX ([S2], (4.5.6)).

We note again that we follow Saito's convention and write e.g. �

�

for the functor

on derived categories

D

b

MHM

A

(X) �! D

b

MHM

A

(Y )

induced by a morphism � : X ! Y .

In order to compare the Hodge structures on Betti cohomology given by Saito's

and Deligne's constructions, we need to go into the details of [S2]:

Theorem A.1.3 (Saito). Let j : U ,! X be an open immersion of smooth sepa-

rated schemes over C , with Y := X n U a divisor with normal crossings. If X is of

pure dimension d, then

j

�

A(0)

U

[d] = H

d

j

�

A(0)

U

2 MHM

A

(X) �MF

h

W(D

X

; A)

equals the object

(w

X

(�Y ); (j

top

)

�

A

U

[d]; �) ;

where w

X

(�Y ) denotes the D

X

{module 


d

X

(log Y ), and (j

top

)

�

the direct image for

the derived category of perverse sheaves.
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The de Rham complex with logarithmic singularities is quasi-isomorphic to

w

X

(�Y )

L




D

X

O

X

[�d] = DR(w

X

(�Y ))[�d], hence

DR(w

X

(�Y )) = 


�

X

(log Y )[d]

(compare [Bo3], VIII, 13.1), and

� : 


�

X

(log Y )[d]

�

�! (j

top

)

�

C [d]

is the usual quasi-isomorphism




�

X

(logY )

�

�! (j

top

)

�




�

U

�

 � (j

top

)

�

C

(compare [D2], 3.1), shifted by d.

The Hodge �ltration F

�

on w

X

(�Y ) is induced from the stupid �ltration, while

the weight �ltrations W

�

on w

X

(�Y ) and (j

top

)

�

C [d] are those induced from the

canonical �ltration on (j

top

)

�




U

, shifted by d.

Proof. The equation j

�

A(0)

U

[d] = H

d

j

�

A(0)

U

follows from the faithfulness of rat

and the fact that the corresponding statement for (j

top

)

�

is true since j is a�ne. In

our geometric situation, the explicit construction of j

�

of any admissible variation of

A{Hodge structure is carried out in the proof of [S2], Theorem 3.27. For A(0)

U

, it

specializes to our claim.

In [B1], 3.9, Beilinson extends Deligne's notion of Hodge complexes ([D3], 8.1)

to the polarizable situation:

Definition A.1.4 (Beilinson). A mixed A{Hodge complex

K = ((K

C

; F

�

;W

�

); (K;W

�

); �)

is called polarizable if the cohomology objects of the weight n Hodge complexes

Gr

W

n

(K) are polarizable A{Hodge structures.

Remark: The weight �ltration W

�

of a mixed Hodge complex K induces mixed

Hodge structures on its cohomology. Observe however that Gr

W

n

(H

i

K) is of weight

n+ i.

As in the non{polarizable situation, Beilinson proves:

Theorem A.1.5 ([B1], Lemma 3.11). There is an equivalence of categories be-

tween D

b

MHS

A

and the derived category of polarizable A{Hodge complexes.

Let X be smooth and separated over C . Forgetting part of the structure of a

Hodge module yields a functor

For : C

b

MHM

A

(X) �! T (X) :

Here, T (X) is the category of triples

M

�

= ((M

�

; F

��

;W

�

�

); (K

�

;W

�

�

); �

�

) ;
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where (M

�

; F

��

;W

�

�

) is a class in the �ltered derived category D

b

W (MF

h

(D

X

)) of

MF

h

(D

X

), and (K

�

;W

�

�

) a class in the �ltered derived category of sheaves of A{

vector spaces on X(C ), denoted by D

b

W (X(C ); A). Furthermore, the map �

�

is an

isomorphism

DR(M

�

)

�

�! K

�




A

C

respecting W

�

�

.

Recall that in order to obtain a class inD

b

W (X(C ); A) from a complex of perverse

sheaves, one applies the realization functor of [BBD], 3.1.9.

The global section functor � can be derived on D

b

W (X(C ); A). By [S1], 2.3, we

have a functor R� on D

b

W (MF

h

(D

X

)) if X is proper, and the two constructions are

compatible with the comparison isomorphism �

�

of any object in T (X) ([S1], 2.3.7).

We end up with an object

R�M

�

= (R�(M

�

; F

��

;W

�

�

); R�(K

�

;W

�

�

); R��

�

)

of T (Spec(C )). The functor

R� := R��For : C

b

MHM

A

(X) �! T (Spec(C ))

factorizes through D

b

MHM

A

(X).

Our second comparison result is the following:

Theorem A.1.6. Let a : X ! Spec(C ) be smooth and proper, and M

�

an object of

D

b

MHM

A

(X). Write

ForM

�

= ((M

�

; F

��

;W

�

�

); (K

�

;W

�

�

); �

�

) 2 T (X) :

a)

R�M

�

= (R�(M

�

; F

��

;W

�

�

); R�(K

�

;W

�

�

); R��

�

)

is a mixed polarizable A{Hodge complex.

b) The class of R�M

�

in the derived category of polarizable Hodge complexes is

canonically isomorphic, under the identi�cation of A.1.5, to

a

�

M

�

2 D

b

MHS

A

:

c) Let f : Y ! X be a (proper) morphism of smooth and proper schemes over C ,

and let b denote the structure morphism of Y , such that

b = a�f :

For any N

�

2 D

b

MHM

A

(Y ) together with a morphism � : M

�

! f

�

N

�

in

D

b

MHM

A

(X), the morphism

a

�

� : a

�

M

�

= R�M

�

�! R�N

�

= b

�

N

�

= a

�

f

�

N

�

equals, under the isomorphism of a), the morphism

(R��;R��;R��)

of A{Hodge complexes.
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Proof. a) We may assume that M

�

is pure of some weight. Using [S2], (4.5.4), we are

reduced to the case where M

�

= M is a Hodge module of weight n, and we have to

show that R�M is a polarizable Hodge complex of the same weight. Axiom (CH 1)

of [D3], (8.1.1) follows from [S2], Proposition 2.16, in particular (2.16.5), applied to

pr

�

M , where

pr : X �

C

A

1

C

�! X :

Furthermore, by the remark following [S2], (4.2.9), and by loc. cit., 2.15, we have

isomorphisms in MF

h

W(D

Spec(C)

; A)

R

i

�M :=

�

R

i

�(M;F

�

;W

�

[i]); R

i

�(K;W

�

[i]); R

i

��

�

�

�! H

i

a

�

M :

Since the right hand side is a polarizable Hodge structure of weight i+n ([S2], (4.5.2)),

we have (CH 2), and in addition, polarizability.

b) In the proof of a), we constructed a functor

a

�

�

:= R� : D

b

MHM

A

(X) �! D

b

MHS

A

;

such that

H

i

a

�

�

= H

i

a

�

: MHM

A

(X) ,! D

b

MHM

A

(X) �! MHS

A

for all i. Composition with j

�

: D

b

MHM

A

(U)! D

b

MHM

A

(X) for open immersions

j : U ,! X de�nes

(a�j)

�

�

:= a

�

�

�j

�

: D

b

MHM

A

(U) �! D

b

MHS

A

:

But for a�ne U , (a�j)

�

is the left derived functor of

H

0

(a�j)

�

: MHM

A

(U) �! MHS

A

([S2], proof of Theorem 4.3.). If U is a�ne, then so is j : U ,! X , and hence j

�

is

exact. Therefore,

H

0

(a�j)

�

= H

0

a

�

�j

�

: MHM

A

(U)

j

�

�! MHM

A

(X)

H

0

a

�

�! MHS

A

coincides with H

0

(a�j)

�

�

, and we get a natural transformation

(a�j)

�

�! (a�j)

�

�

;

which is an isomorphism, since this is true on the level of cohomology objects, as

one checks on the level of vector spaces. Observe that this natural transformation is

compatible with restriction to smaller a�ne subschemes of X . Now recall ([S2], proof

of 4.3) that the functor a

�

is constructed using the

�

Cech complex associated to an

a�ne covering of X (for details, see [B3], 3.4). In the same way, the functor a

�

�

is

recoverable from the (a�j)

�

�

. We end up with an isomorphism of a

�

and a

�

�

, which is

independent of the covering.

c) In the proof of b), we constructed a natural isomorphism

� : a

�

�

�! a

�

�
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of functors from D

b

MHM

A

(X) to D

b

MHS

A

. For f = id, our claim is therefore

proved. For the general situation, we use the same techniques as in the proof of b) to

�rst construct a natural isomorphism

b

�

�

�! a

�

�

�f

�

of functors from D

b

MHM

A

(Y ) to D

b

MHS

A

, and then to see that the triangle

b

�

�! a

�

�f

�

&

?

?

y

�

a

�

�

�f

�

commutes.

Corollary A.1.7 (cf. [S3], (2.8)). Let j : U ,! X be a smooth compacti�cation

of a smooth and separated scheme a : U ! Spec(C ), such that Y := X nU is a divisor

with normal crossings.

a) a

�

A(0)

U

2 D

b

MHS

A

is isomorphic, under the identi�cation of A.1.5, to the

class of the mixed polarizable A{Hodge complex

R�(U;A) := R�(DR

�1




�

X

(logY ); (j

top

)

�

A

U

; �)

of [D3], (8.1.12) and [B1], x 4 (with the same notation).

b) If f : X ! X

0

is a morphism of compacti�cations j : U ,! X and j

0

: U ,! X

0

of U as in a), then f induces an isomorphism

R�(DR

�1




�

X

0

(log Y

0

); (j

0

top

)

�

A

U

)

�

�! R�(DR

�1




�

X

(logY ); (j

top

)

�

A

U

)

([D3], remark preceding (8.1.17)), so R�(U;A) depends only on U .

The isomorphism in a) also depends only on U .

c) In particular, the Hodge structures on

rat(H

n

a

�

A(n)

U

) = H

n

B

(U(C ); (2�i)

n

A)

given by Deligne's and Saito's constructions coincide.

Proof. a) Combine A.1.3 and A.1.6.b).

b) Use A.1.6.c).

c) follows from a) and b).

Actually, the statement A.1.6.c) implies the functoriality property we were after:

we have two functors

(Sm=C )

0

�! D

b

MHS

A

;

where (Sm=C ) denotes the category of smooth separated schemes over C :

R�( ; A) : U 7�! R�(U;A) ;

�

(A) : (a : U �! Spec(C )) 7�! a

�

(A(0)

U

) :
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Corollary A.1.8. The isomorphism of A.1.7.a) is functorial in U 2 Sm=C . In

other words, there is a natural isomorphism

�

(A)

�

�! R�( ; A)

of functors from (Sm=C )

0

to D

b

MHS

A

.

Proof. Let

U

0

j

0

,! X

0

f

?

?

y

?

?

y

f

U

j

,! X

be a commutative diagram of smooth and separated schemes over C , where X

0

and

X are proper, and Y

0

:= X

0

n U

0

and Y := X nU are divisors with normal crossings.

We have a morphism

j

�

A(0)

U

�! f

�

(j

0

�

A(0)

U

0

) :(�)

Application of (a

X

)

�

gives the morphism

(a

U

)

�

A(0)

U

�! (a

U

0

)

�

A(0)

U

0

belonging to the functoriality requirement for

�

(A). Our claim follows from A.1.6.c),

applied to a shift of the morphism (�).

Definition A.1.9. Let X=C be separated, reduced and of �nite type, and M

�

an

object of D

b

MHM

A

(X).

a) The absolute Hodge complex of X with coe�cients in M

�

is

R�

H

p

(X;M

�

) := RHom

D

b

MHM

A

(X)

(A(0)

X

;M

�

) :

b) Its cohomology groups

H

i

H

p

(X;M

�

) := H

i

R�

H

p

(X;M

�

)

are called absolute Hodge cohomology groups of X with coe�cients in M

�

.

c) We denote absolute Hodge cohomology with coe�cients in Tate twists by

H

i

H

p

(X;n) := H

i

H

p

(X;A(n)

X

) :

d) For a closed reduced subscheme Z of X with complement j : U ,! X , we de�ne

relative absolute Hodge cohomology with coe�cients in Tate twists as

H

i

H

p

(X rel Z; n) := H

H

p

(X; j

!

A(n)

U

) :
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Note that if X is smooth and of pure dimension d, and if

M

�

=M 2 MHM

A

(X) ;

then the right hand side of A.1.9.b), being equal to

Hom

D

b

MHM

A

(X)

(A(0)

X

[d];M [d+ i]) ;

admits an interpretation as the group of (d+ i){extensions of Hodge modules modulo

Yoneda equivalence.

Corollary A.1.10. If X is smooth and separated over C , and n 2 Z, then

R�

H

p

(X;n) = R�

H

p

(X;A(n)

X

) and H

�

H

p

(X;n) = H

�

H

p

(X;A(n)

X

)

coincide functorially with the same noted objects of [B1], x 5.

Proof. This follows from A.1.8 and the adjunction formula

RHom

D

b

MHM

A

(X)

(A(0)

X

;M

�

) = RHom

D

b

MHS

A

(A(0); a

�

M

�

) :

Remark: The Leray spectral sequence for a : X ! Spec(C ) yields exact sequences

0! Ext

1

MHS

A

�

A(0); H

i�1

�

! H

i

H

p

(X;A(n)

X

)! Hom

MHS

A

�

A(0); H

i

�

! 0

(withH

k

:= H

k

B

(X(C ); (2�i)

n

A)) since MHS

A

has cohomological dimension one ([B1],

Corollary 1.10). Comparing them with the analogous sequences for H

i

H

, we see that

H

i

H

p

(X;A(n)

X

) = H

i

H

(X;A(n)

X

)

(in the notation of [B1], x 5) if H

i�1

B

(X(C ); (2�i)

n

A) has weights smaller than zero,

which is the case if i � n (i � 2n if X is proper).

Observe that this is the same range of indices where Deligne cohomology coincides

with H

i

H

(X;R(n)

X

) ([N], (7.1)): we have natural morphisms

H

i

H

p

(X;R(n)

X

) �! H

i

H

(X;R(n)

X

) �! H

i

D

(X;R(n)

X

) ;

both of which are isomorphisms if i � n (i � 2n if X is proper).

A.2 Algebraic Mixed Hodge Modules over R

Algebraic Hodge modules over R are de�ned as the category of Hodge modules �xed

under a certain involution given by complex conjugation. We start by constructing

this involution:

Let X=C be smooth, and let

�

X denote the complex conjugate scheme. We have

an equivalence

�

�

: Var

A

(

�

X)

�

�! Var

A

(X)
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of the categories of admissible variations, induced by complex conjugation

� : X(C ) �!

�

X(C ) ;

and de�ned as follows:

The local system and the weight �ltration on X(C ) are the pullbacks via � of the

local system and the weight �ltration on

�

X(C ), and the Hodge �ltration on X(C ) is

the pullback of the conjugate of the Hodge �ltration on

�

X(C ).

�

�

preserves admissibility, and behaves, in an obvious sense, involutively.

In particular, if X is de�ned over R, we get an involution �

�

on Var

A

(X 


R

C ).

Definition A.2.1. Let X=R be smooth and separated.

a) The category Var

�

A

(X=R) consists of pairs (V; F

1

), where V is an object of

Var

A

(X 


R

C ), and F

1

is an isomorphism

V

�

�! �

�

V

of variations such that �

�

F

1

= F

�1

1

.

In the category Var

�

A

(X=R), we may de�ne Tate twists A(n): F

1

acts via

multiplication by (�1)

n

.

b) Var

A

(X=R), the category of admissible variations of mixed A{Hodge structure

over R, is the full subcategory of Var

�

A

(X=R) of pairs (V; F

1

) which are graded{

polarizable: for n 2 Z, there is a morphism

Gr

W

n

(V; F

1

)


A

Gr

W

n

(V; F

1

) �! A(�n)

in Var

�

A

(X=R), such that the induced morphism

Gr

W

n

V 


A

Gr

W

n

V �! A(�n)

is a polarization in the usual sense.

Remark: We note that implicit in our de�nition is a descent datum over R of the

bi�ltered 
at vector bundle on X 


R

C underlying any admissible variation (V; F

1

)

of mixed A{Hodge structure over R:

For this claim to make sense, recall �rst ([D1], II, Th�eor�eme 5.9) that any 
at

analytic vector bundle on X(C ) carries a canonical algebraic structure. If the vector

bundle underlies an admissible variation, then the Hodge �ltration is a �ltration by

algebraic subbundles ([Ks], Proposition 1.11.3).

Now the descent datum is given by the anti-linear isomorphism

c

DR

:= F

di�

(F

1

)�c

1

= c

1

�F

di�

(F

1

) : F

di�

(V)

�

�! F

di�

(�

�

V)

of the C

1

{bundles underlying V and �

�

V. Here, c

1

denotes the anti-linear involutions

given by complex conjugation of coe�cients, and F

di�

is the forgetful functor to C

1

{

bundles.

Lemma A.2.2. The category Var

A

(Spec(R)=R) equals the category MHS

+

A

of mixed

polarizable A{Hodge structures over R ([B1], x 7).
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Proof. Straightforward.

Our aim is to generalize our de�nition of sheaves over R to algebraic Hodge

modules.

For smooth and separated X=C , recall that MHM

A

(X) is an abelian subcategory

of MF

h

W(D

X

; A). Objects of the latter are

((M;F

�

;W

�

); (K;W

�

); �) ;

where (M;F

�

) is an object of the category MF

h

(D

X

) of regular holonomic algebraic

D

X

{modules with a good �ltration, and K 2 Perv

A

(X). W

�

is a locally �nite ascend-

ing �ltration, and � is an isomorphism

DR(M)

�

�! K 


A

C

respecting W .

The equivalence

�

�

: MF

h

W(D

�

X

; A)

�

�! MF

h

W(D

X

; A)

is constructed componentwise:

The perverse sheaf and the weight �ltration on X(C ) are the pullbacks via � :

X(C ) !

�

X(C ) of the perverse sheaf and the weight �ltration on

�

X(C ).

The equivalence

�

�

: Mod

D

�

X

�

�! Mod

D

X

;

which by construction will respect holonomicity, comes about as follows:

Given a D

�

X

{module N , we may form the inverse image (in the sense of sheaves

of abelian groups) �

�1

N , which is a �

�1

D

�

X

{module. All we therefore need is an

isomorphism c

1

: �

�1

D

�

X

�

�! D

X

of sheaves of rings extending the isomorphism

c

1

: �

�1

O

�

X

�

�! O

X

given by complex conjugation of coe�cients { we then de�ne

�

�

N := �

�1

N 


�

�1

D

�

X

D

X

:

Of course, the map c

1

is itself given by conjugation of coe�cients: in local coordinates

x

1

; : : : ; x

n

, we have

c

1

 

X

�

f

�

@

�

x

!

=

X

�

(c

1

�f

�

��)@

�

x

:

Altogether, we get

�

�

: MF

h

W(D

�

X

; A)

�

�! MF

h

W(D

X

; A) ;

which again behaves involutively.

Going through the de�nition, one checks that �

�

induces

�

�

: MHM

A

(

�

X)

�

�! MHM

A

(X) :

Using local embeddings as in [S2], 2.1, we can de�ne �

�

for any scheme X , which is

separated, reduced and of �nite type over C . Furthermore, if X is de�ned over R, we

get an involution �

�

on MHM

A

(X 


R

C ).
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Theorem A.2.3. Let X and Y be separated and reduced schemes of �nite type over

C .

a) �

�

is compatible with Hom, 
, and D : e.g., for M

�

; N

�

2 D

b

MHM

A

(

�

X), we

have

Hom

X

(�

�

M

�

; �

�

N

�

) = �

�

Hom

�

X

(M

�

; N

�

) :

b) If � : X ! Y is a morphism, then �

�

is compatible with �

!

, �

!

, �

�

, �

�

: e.g., for

M

�

2 D

b

MHM

A

(

�

X), we have

�

�

(

�

�)

�

M

�

= �

�

(�

�

M

�

) 2 D

b

MHM

A

(Y ) :

Proof. This follows from the de�nitions.

Definition A.2.4. a) Let a : X ! Spec(R) be smooth and separated. The

category MHM

�

A

(X=R) consists of pairs (M;F

1

), where M is an object of

MHM

A

(X 


R

C ), and F

1

is an isomorphism

M

�

�! �

�

M

such that �

�

F

1

= F

�1

1

.

By A.2.3.b), we have a

!

A(n) 2 MHM

�

A

(X=R).

b) Let a : X ! Spec(R) be smooth and separated. MHM

A

(X=R), the category

of algebraic mixed A{Hodge modules over R on X , is the full subcategory of

MHM

�

A

(X=R) of pairs (M;F

1

) which are graded{polarizable: for any n 2 Z,

there is a morphism

Gr

W

n

(M;F

1

)


A

Gr

W

n

(M;F

1

) �! a

!

A(�n)

in MHM

�

A

(X=R), such that the induced morphism

Gr

W

n

M 


A

Gr

W

n

M �! a

!

A(�n)

is a polarization in the sense of [S1], 5.2.10.

As in A.1.1, we identify the category of smooth objects in MHM

A

(X=R) with

Var

A

(X=R).

c) For an arbitrary separated and reduced scheme X of �nite type over R, one

de�nes the category MHM

A

(X=R) using local embeddings as in [S2], 2.1.

Remark: a) As in the case of variations over R, we get a descent datum over R for

the bi�ltered D

X


R

C

{module underlying any Hodge module over R on a smooth and

separated scheme X over R.

b) As in [S2], (4.2.7), the category MHM

A

(Z=R), for any closed reduced subscheme

Z of X , is equivalent to the category of Hodge modules over R on X with support in

Z.
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Theorem A.2.5. There is a formalism of Grothendieck's functors �

!

, �

!

, �

�

, �

�

,

Hom, 
, D on D

b

MHM

A

(�=R). It is compatible with the forgetful functor

D

b

MHM

A

(�=R) �! D

b

MHM

A

(� 


R

C ) :

Proof. By A.2.3, we may e.g. de�ne

�

!

(M

�

; F

�

1

) := (�

!

M

�

; �

!

F

�

1

) :

Definition A.2.6. Let X=R be separated, reduced and of �nite type, and M

�

an

object of D

b

MHM

A

(X=R).

a) The absolute Hodge complex of X=R with coe�cients in M

�

is

R�

H

p

(X=R;M

�

) := RHom

D

b

MHM

A

(X=R)

(A(0)

X

;M

�

) :

b) Its cohomology groups

H

i

H

p

(X=R;M

�

) := H

i

R�

H

p

(X=R;M

�

)

are called absolute Hodge cohomology groups of X=R with coe�cients in M

�

.

c) We denote absolute Hodge cohomology with coe�cients in Tate twists by

H

i

H

p

(X=R; n) := H

i

H

p

(X=R; A(n)

X

) :

d) For a closed reduced subscheme Z of X with complement j : U ,! X , we de�ne

relative absolute Hodge cohomology with coe�cients in Tate twists as

H

i

H

p

(X rel Z=R; n) := H

H

p

(X=R; j

!

A(n)

U

) :

Again, if X is smooth and of pure dimension d, and M

�

=M 2 MHM

A

(X), we have

H

i

H

p

(X=R;M) = Ext

d+i

MHM

A

(X=R)

(A(0)

X

[d];M) :

We have statements analogous to A.1.1{A.1.10 for the situation over R. For

reference, we note explicitly:

Theorem A.2.7. If X is smooth and separated over R, and n 2 Z, then

R�

H

p

(X=R; n) and H

�

H

p

(X=R; n)

coincide functorially with the absolute Hodge complex and cohomology groups of [B1],

x 7.

Next, we have
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Lemma A.2.8. Let X=R be separated, reduced and of �nite type, and M

�

an object

of D

b

MHM

A

(X=R). Then the forgetful functor

D

b

MHM

A

(X=R) �! D

b

MHM

A

(X 


R

C )

induces functorial isomorphisms

R�

H

p

(X=R;M

�

)

�

�! R�

H

p

(X 


R

C ;M

�

)

+

;

H

�

H

p

(X=R;M

�

)

�

�! H

�

H

p

(X 


R

C ;M

�

)

+

:

Here, the superscript + denotes the �xed part of the action of the involution �

�

on

RHom

D

b

MHM

A

(X


R

C)

(A(0)

X


R

C

;M

�

) :

In particular, the category MHS

+

A

has cohomological dimension one since this is

true for MHS

A

. Furthermore, observe that the above action of Z=2Z on R�

H

p

(X 


R

C ; A(n)

X


R

C

) is precisely that of [B1], x 7.

Corollary A.2.9. Let X=R be separated, reduced and of �nite type. The forgetful

functor

rat : MHM

A

(X=R) �! Perv

A

(X 


R

C )

is faithful and exact.

Remark: Again we have

H

i

H

p

(X=R; A(n)

X

) = H

i

H

(X=R; A(n)

X

)

if i � n (i � 2n if X is proper). We have natural morphisms

H

i

H

p

(X=R;R(n)

X

) �! H

i

H

(X=R;R(n)

X

) �! H

i

D

(X=R;R(n)

X

) ;

which are isomorphisms in the same range of indices.

We conclude with an explicit formula for Ext

1

in MHM

A

(X=R) of a �nite scheme

X=R.

Theorem A.2.10. For any H 2 MHS

+

A

, there is a canonical isomorphism

�

W

0

H

C

=(W

0

H

A

+W

0

F

0

H

C

)

�

+

�

�! Ext

1

MHS

+

A

(A(0); H)

= H

1

H

p

(Spec(R)=R; H) ;

where the superscript + on the left hand side denotes the �xed part of the de Rham{

conjugation

W

0

H

C

=(W

0

H

A

+W

0

F

0

H

C

)

c

1

�! W

0

H

C

=(W

0

H

A

+W

0

F

0

H

C

)

= W

0

�

�

H

C

=(W

0

�

�

H

A

+W

0

F

0

�

�

H

C

)

F

1

�! W

0

H

C

=(W

0

H

A

+W

0

F

0

H

C

) :
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The isomorphism is given by sending the class of h 2W

0

H

C

to the extension described

by the matrix

�

1 0

�h id

H

�

:

This means that we equip C �H

C

with the diagonal weight and Hodge �ltrations, and

the A{rational structure extending the A{rational structure H

A

of H

C

by the vector

1� h 2 C �H

C

;

thereby obtaining an extension E of A(0) by H in the category MHS

A

.

The conjugate extension �

�

E 2 Ext

1

MHS

A

(A(0); �

�

H) is given, with the same

notation, by the matrix

�

1 0

�F

1

(h) id

�

�

H

�

;

and the extension of F

1

to an isomorphism

F

1

: E

�

�! �

�

E

sends 1� h to 1� F

1

(h). Thus

(F

1

)

C

= id�(F

1

)

C

: C �H

C

�! C � �

�

H

C

:

Proof. Using [B1], x 1 or [Jn3], Lemma 9.2 and Remark 9.3.a), we see that there is

an isomorphism

W

0

H

C

=(W

0

H

A

+W

0

F

0

H

C

)

�

�! Ext

1

MHS

A

(A(0); H) :

Note that our normalization follows that of Jannsen, and therefore di�ers from that

of Beilinson by the factor �1.

In general, if h 2 W

0

H

C

corresponds to an extension E in MHS

A

, then c

1

h 2W

0

�

�

H

C

corresponds to �

�

E, and its pullback via

F

1

: �

�

H �! H ;

is described by F

1

c

1

h. The action of the involution on Ext

1

MHS

A

(A(0); H) therefore

corresponds to F

1

c

1

on the left hand side of the above isomorphism.

Corollary A.2.11. Let X=R be �nite and reduced, and M 2 MHM

A

(X=R). Then

there is a canonical isomorphism

0

@

M

x2X(C)

W

0

M

x;C

=(W

0

M

x;A

+W

0

F

0

M

x;C

)

1

A

+

�

�!

A:2:10

Ext

1

MHS

+

A

0

@

A(0);

M

x2X(C)

M

x

1

A

= H

1

H

p

(X=R;M) :
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Proof. The last isomorphism is given by the observation that we have

MHM

A

(X) =

M

x2X(C)

MHS

A

:

Corollary A.2.12. For X=R �nite and reduced, and n � 1, we have

0

@

M

x2X(C)

C =(2�i)

n

A

1

A

+

�

�! Ext

1

MHM

A

(X=R)

(A(0)

X

; A(n)

X

)

= H

1

H

p

(X=R; n) :

Here, the superscript + denotes the �xed part with respect to the conjugation on both

X(C ) and C =(2�i)

n

A, and the isomorphism associates to (z

x

)

x2X(C)

the extension,

whose stalk at x 2 X(C ) is given by the matrix

�

1 0

�

1

(2�i)

n

� z

x

1

�

:

if e

0

and e

n

are the base vectors 1 2 F � C and (2�i)

n

2 (2�i)

n

A � C , then the

Hodge structure is speci�ed by

F

0

:= he

0

i

C

; W

�2n




A

C = he

n

i

C

;

and the A{rational structure is generated by e

n

and

e

0

�

1

(2�i)

n

� z

x

e

n

:

Proof. This is A.2.11 and A.2.10, using the basis (e

n

) of A(n).

B K-Theory of Simplicial Schemes and Regulators

We start with a presentation of K-theory (B.2.1) for simplicial schemes in terms

of generalized cohomology. Applied to a regular scheme, we get back its K-groups

(cf. B.2.3.a)). Next we de�ne �-operations on K-cohomology (cf. B.2.10). Motivic

cohomology of simplicial schemes, in particular relative motivic cohomology (B.2.11)

is introduced as graded pieces of the 
-�ltration with respect to these �-operations.

This discussion is based on the extremely useful (unfortunately unpublished) paper

[GSo1] by Gillet and Soul�e. More often than not the results in B.1 and B.2 will be due

to them. The wish for a complete published reference made us go over the material

again. Meanwhile an alternative approach to K-theory of simplicial schemes and �-

operations was also worked out by Levine [Le]. De Jeu was the �rst to use the setting

of [GSo1] to de�ne motivic cohomology of simplicial objects. In his article [Jeu] he

proves Riemann-Roch in this setting. We give a more general version in B.2.18.

We then construct regulators (i.e., Chern classes) from K-cohomology to con-

tinuous �etale cohomology (B.4) and to absolute Hodge cohomology (B.5) in this sit-

uation. Our main interest is the construction of a long exact sequence for relative
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K-cohomology of simplicial schemes as well as for their motivic cohomology which is

mapped to the corresponding long exact sequences in sheaf cohomology (B.3.8).

We would like to thank the referee for her or his competent and detailed comments

and corrections.

B.1 Generalized Cohomology Theories

We need a framework which is general enough to treat K-theory and the usual coho-

mology theories in parallel. It turns out such a framework is given by homotopical

algebra as axiomatized by Quillen in [Q1].

We de�ne cohomology of spaces (=simplicial sheaves of sets) with coe�cients in

another space (B.1.4). We then construct a long exact sequence for relative cohomol-

ogy in this context (B.1.6). Finally we deduce the spectral sequence relating general-

ized cohomology of a space to generalized cohomology of its components (B.1.7).

A systematic investigation of generalized cohomology for Grothendieck topologies

was carried out by Jardine, in particular [Jr2]. We recapitulate the de�nitions for the

convenience of the reader. A �rst introduction to the necessary simplicial methods is

[M].

We �x a regular a�ne irreducible base scheme B of �nite Krull dimension. In

our applications B is either a �eld or an open subscheme of the ring of integers of

a number �eld. We �x a small category of noetherian �nite dimensional B{schemes

which is closed under �nite disjoint unions and contains all open subschemes of all

its objects. We turn it into a site using the Zariski topology. Typically this will be a

subcategory of all smooth schemes over the base B.

Let T be the topos of sheaves of sets on our Zariski site over B. Let sT be

the category of pointed simplicial T-objects. Its objects will be called spaces in the

sequel. We denote the �nal and initial object of sT by ?.

Remark: A space is given by a simplicial sheaf of sets X

:

and a simplicial map � from

? (the constant simplicial sheaf all of whose components are given by the constant

sheaf

~

? attached to the set with one element) to X

:

. Equivalently we can consider it

as a simplicial object in the category of sheaves pointed by

~

?.

Let X be a scheme. We can also see it as an object of T. The corresponding

constant simplicial object pointed by a disjoint base point,

U 7! Mor

B

(U;X) [ f?g for connected U 2 T,

will also be denoted X .

Definition B.1.1. A space is said to be constructed from schemes if all components

are representable by a scheme in the site plus a disjoint base point.

Note that any simplicial scheme (whose components are schemes in the site)

gives rise to a space constructed from schemes but there are many spaces constructed

from schemes which do not come from simplicial schemes. The main example is the

mapping cone of a map of schemes taken in sT (cf. B.1.5 below).

If P is a property of schemes and if the space X is constructed from schemes, we

say X has P if the scheme parts of the components have P.

The easiest way to de�ne the homotopy sets �

n

(X; x) of a simplicial set X with

basepoint x 2 X

0

is to take the homotopy sets of its geometric realization. �

n

(X; x)
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is a group for n � 1, even abelian for n � 2. If X is a space and K a �nite simplicial

set (i.e., all K

n

are �nite), then we de�ne the space X
K componentwise as the sum

of pointed sheaves

n 7!

_

�2K

n

X

n

:

Definition B.1.2 (Brown, Gersten, Gillet, Soul

�

e). Let X be a space and f :

X ! Y be a map of spaces.

a) f is called a weak equivalence if all stalks f

P

: X

P

! Y

P

are weak equivalences of

simplicial sets, i.e., if f

P

induces an isomorphism on all homotopy sets for all

choices of base point.

b) f is called a co�bration if for all schemes U in T the induced map f(U) : X(U)!

Y (U) is injective.

c) f is called a �bration if it has the following lifting property: given a commutative

diagram

A ����! X

i

?

?

y

?

?

y

f

B ����! Y

where i is a co�bration and a weak equivalence, there exists a map B ! X that

makes the diagram commute.

d) For two spaces X and Y , let Hom

:

(X;Y ) be the pointed simplicial set

n 7! Hom

sT

(X 
�(n); Y )

where �(n) is the standard simplicial n-simplex (e.g. [M] 5.4) pointed by zero.

This is the pointed version of the global theory discussed in [Jr2] x2.

Quillen's notion of a closed model category axiomatizes the properties which

are needed in order to pass to a homotopy category which behaves similar to the

homotopy category of CW-spaces.

Proposition B.1.3 (Brown, Gersten, Joyal). sT is a pointed closed simplicial

model category in the sense of Quillen [Q1].

Proof. For a model category we need �brations, co�brations and weak equivalences

satisfying a set of axioms ([Q1] I Def. 1). This is [GSo1] Theorem 1. Gillet and

Soul�e attribute this theorem to Joyal (letter to Grothendieck). For simplicial sheaves

a published proof of all properties can be found in [Jr2] Cor. 2.7. It is an abstract

non-sense fact that with the category of simplicial sheaves the category of pointed

simplicial sheaves is also a model category. It is pointed by ?. The simplicial structure

([Q1] II Def. 1) is given by B.1.2.d).
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Technical Remark: Note that the unique map ? ! X is always a co�bration,

i.e., all spaces are co�brant. A space will be called �brant if the unique map X ! ?

is a �bration. If a space is �brant, than its sections X(U) over a scheme U form

a simplicial set satisfying Kan's extension condition (cf. [M] 1.3). However, this

property does not su�ce to make X �brant. Part of the proof of the proposition is

the existence of �brant resolutions. In fact, the construction in [Jr2] Lemma 2.5 is

even functorial.

Let Ho(sT) be the homotopy category associated to the model category sT by

localizing at the class of weak equivalences. As usual we will write [X;Y ] for the

morphisms from X to Y in the homotopy category. If Y is �brant, then this set is

given by the set of morphisms from X to Y in sT up to simplicial homotopy. For

general Y , we compute [X;Y ] by [X;

~

Y ] where

~

Y is a �brant resolution of Y .

Remark: The category of pointed presheaves with the same notions as in B.1.2 is

also a pointed model category. By [Jr2], Lemma 2.6 the map from a presheaf to its

shea��cation is a weak equivalence and we get the same homotopy category from

presheaves or sheaves.

If X is a space, then its suspension SX is given by X 
 �(1)= � where � is

the usual equivalence relation generated by (x; 0) � (x; 1). By [Q1] Ch. I 2, the loop

space functor 
 is right adjoint to S on the homotopy category.

There are two natural ways of thinking about Ho(sT). From the point of view of

algebraic topology it corresponds to the category of CW-complexes with morphisms

up to homotopy. From the point of view of homology theory it corresponds to the

category of homological complexes which are concentrated in positive degrees with

morphisms up to homotopy. S and 
 shift the complexes. This second point of view

is not quite precise - note that in general morphisms in Ho(sT) form pointed sets

rather than groups.

Definition B.1.4. For any space A we de�ne cohomology of spaces with coe�cients

in A by setting

H

�m

sT

(X;A) = [S

m

X;A] for m � 0 :

This is a pointed set for m = 0, a group for m > 0 and even an abelian group for

m > 1. If A belongs to an in�nite loop spectrum, i.e., if there are spaces A

i

for i � 0

with A

0

= A and weak equivalences A

i

! 
A

i+1

, then we also de�ne cohomology

groups with positive indices by setting

H

n�m

sT

(X;A) = [S

m

X;A

n

] for m;n � 0 :

Note that the set only depends on n�m because the suspension S and the loop

functor 
 are adjoint.

Definition B.1.5. Let f : X ! Y be a map of spaces. Then the mapping cone of f

is the space

C(f) = X 
�(1) q Y= �

where � is the usual equivalence relation of the mapping cone (i.e., (x; 1) � f(x),

(x; 0) � ?). For any map of spaces f : X ! Y , we de�ne relative cohomology by

H

�m

sT

(Y rel X;A) = H

�m

sT

(C(f); A) :
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C(f) is the standard construction of the homotopy co�bre of a map.

Proposition B.1.6. For any morphism f : X ! Y of spaces there is a long exact

cohomology sequence:

! H

�m

sT

(Y;A)! H

�m

sT

(X;A)! H

�m+1

sT

(Y rel X;A)! H

�m+1

sT

(Y;A) :

Proof. By [Q1] Ch. I 3 we have the above long exact sequence attached to the triple

of spaces

X

i

�! Y

0

�! Y

0

_

X

?

if i is a co�bration. The mapping cylinder of f is de�ned asX
�(1)_

X

Y . It is weakly

equivalent to Y , and the induced mapping X ! X
�(1)_

X

Y is a co�bration. The

mapping cone of f is nothing but the co�bre of this inclusion. Hence the long exact

sequence of the lemma is a special case of Quillen's with Y

0

= X 
�(1) _

X

Y .

If A is only a space, then the sequence will end at the index zero. There is no

reason for the last arrow to be right exact. The H

0

sT

are only pointed sets. The

H

�1

sT

are groups, all others are even abelian groups. However, if A is an in�nite loop

spectrum, then all cohomology groups will be abelian groups and the sequence is

unbounded in both directions.

We will consider a couple of spectral sequences which are constructed by means

of homotopical algebra. Their di�erentials are

d

r

: E

p;q

r

�! E

p+r;q+r�1

r

:

We refer to this behaviour as homological spectral sequence as opposed to a cohomo-

logical spectral sequences with di�erentials

d

r

: E

p;q

r

�! E

p�r;q�r+1

r

:

In the same way as with the long exact sequences which involve pointed sets we

also have to be careful about our spectral sequences. They will be constructed by the

method of Bous�eld-Kan (cf. [BouK] Ch. IX xx4-5). We refer to them as spectral

sequences of Bous�eld-Kan type. We give an overview over their properties. They

look like this:

E

p;q

r

) L

q�p

q � p � 0; r � 1

with homological di�erentials.

L

q�p

; E

p;q

r

=

8

>

<

>

:

are abelian groups if q � p � 2;

are groups if q � p = 1;

are pointed sets if q � p = 0.

We have E

p;q

r+1

= Kerd

p;q

r

= im d

p�r;q�r+1

. (Treat non-existing E

p;q

r

as zero for this

formation.) By [BouK] IX 4.2.iv) this makes also sense for p = q. Let

E

p;q

1

= lim

 �

r

E

p;q

r

=

\

r>p

E

p;q

r

:
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There is a descending co�ltration Q

�

on the limit term L

n

(i.e., Q

i

L

n

is a quotient of

L

n

). Let

e

p;q

1

= Ker

�

Q

p

L

q�p

�! Q

p�1

L

q�p

�

:

In general, there will be an injection e

p;q

1

�! E

p;q

1

. Convergence is a more complicated

question. The spectral sequence stabilizes if all projective systems (E

p;q

r

)

r>p

become

eventually stable. Then we have complete convergence ([BouK] IX 5.3). Hence the

co�ltration on the limit term is exhaustive (lim

 �

Q

s

L

n

= L

n

), and we have isomor-

phisms

e

p;q

1

�

=

�! E

p;q

1

for p� q > 0.

Note that even then the case p = q has to be discussed separately. We refer to this

problem and more generally the fact that pointed sets rather then groups appear as

the fringe e�ect.

Proposition B.1.7. a) Let X and A be spaces. The �ltration of X by its skeletons

sq

n

X induces a spectral sequence of Bous�eld-Kan type for its A-cohomology

E

p;q

1

= H

�q

sT

(X

p

; A)) H

�(q�p)

sT

(X;A) for q � p � 0 :

It converges completely if X is degenerate above some degree (i.e., if there is N

such that for n � N , X

n

is covered by the image of the degeneracy maps.).

b) If A is an in�nite loop spectrum and X as in a), then we have a converging

homological spectral sequence

E

p;q

1

= H

�q

sT

(X

p

; A)) H

�(q�p)

sT

(X;A) for p � 0 :

Proof. This is the hypercohomology spectral sequence of [GSo1] 1.2.3. We sketch

their proof: We can assume A to be �brant. We can construct a weak equivalence

X

0

! X such that sk

p

X

0

=sk

p�1

X

0

�

=

S

p

X

p

. The Hom

:

(sk

p

X

0

; A) form a tower of

�brations of simplicial sets converging to Hom

:

(X;A). The attached Bous�eld-Kan

spectral sequence ([BouK] x4 -x5) has starting terms

E

p;q

1

= �

q�n

Hom

:

(sk

p

X

0

=sk

p�1

X

0

; A)

= �

q�p

Hom

:

(S

p

X

p

; A) = H

�q

sT

(X

p

; A) :

This �nishes the construction of the spectral sequence. In order to discuss convergence

we consider the same spectral sequence attached to X itself. It stabilizes by the

assumption on degeneracy (see [BouK] x5). Both spectral sequences agree from r = 2

on.

For b) we consider the spectral sequence in a) for each space in the spectrum. By

shifting q accordingly we get a direct system of spectral sequences whose limit is the

one we are interested in.

Remark: It would be much nicer to work with spectra and their homotopy category

throughout. It would be a triangulated category. It would help to get rid of the fringe

e�ects. However, the question of convergence of the spectral sequences does not get
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easier, the reason behind this being that all these spectral sequences are constructed

for some kind of homotopy limit, and projective limits are not exact. However, the

literature we want to use is in the setting of spaces. The reason is that we want to

use the �-ring structure in order to de�ne motivic cohomology and the �-operators

do not deloop.

B.2 K-theory

We now introduce higher algebraic K{theory of spaces as a generalized cohomology

theory. It gives back usual K-theory in the case of regular schemes (B.2.3). We then

de�ne �-operators on these K-cohomology groups (B.2.10). This allows de�nition of

motivic cohomology of spaces as graded parts of the 
-�ltration (B.2.11). We then

prove a Grothendieck-Riemann-Roch type theorem (B.2.18). As a consequence we

get a long exact localization sequence for motivic cohomology (B.2.19).

Recall that all schemes in the site underlying T are assumed to be noetherian

and �nite dimensional.

Let K be the space Z�Z

1

BGl where Z

1

BGl is the simplicial sheaf associated

to the simplicial presheaf U 7! Z

1

BGl(U) = lim

�!

Z

1

BGl

n

(U). K is pointed by

0 � lim

�!

BGl

n

(E

n

). It is in fact part of an in�nite loop spectrum. We also need the

\unstable" spaces K

N

= Z� Z

1

BGl

N

. There are natural transition maps K

N

!

K

N+1

! K. As K-groups commute with direct limits, the stalk of K in a point P

on U 2 T is weakly equivalent to

K

P

�

=

Z�Z

1

BGl(O

P

) :

where O

P

is the stalk of the structural sheaf.

Remark: Even though it is well-known that K-theory is de�ned by a spectrum, it

is not completely trivial to de�ne it as a functor from schemes to spectra (rather

than just a functor up to homotopy). We refer to [GSo2], 5.1.2 for the details of this

construction. For a di�erent account of K-theory as a presheaf and its properties

(including the product structure) we also refer to Jardine's book [Jr4].

Definition B.2.1 (Gillet, Soul

�

e). For any space X in sT we de�ne its K-

cohomology

H

�m

sT

(X;K) = [S

m

X;K] for m 2 Z

and the unstable K-groupsH

�m

sT

(X;K

N

) for m � 0. Following [GSo1] we call a space

K-coherent if lim

�!

H

�m

sT

(X;K

N

)! H

�m

sT

(X;K) for m � 0 is an isomorphism.

Proposition B.2.2 (Brown). Let K

q

be the shea��cation of the presheaf Y 7!

H

�q

sT

(Y;K). Let X be a scheme in T. There is a homological spectral sequence

E

pq

2

) H

�(q�p)

sT

(X;K)

with

E

pq

2

= H

p

ZAR

(X;K

q

)

It converges completely.
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Proof. For q � p � 0 this is the spectral sequence [GSo1] Prop. 2. The basic version

for the small Zariski site was constructed in [BrG] Theorem 3. Our generalization

follows from the proof of [Jr2] 3.4 and 3.5, which deals with the �etale topology. The

key is to construct a Postnikov-tower for K. This is done as in in the proof of [BrG]

Thm 3. We then have to check that the homotopy sheaves of K are isomorphic to

the homotopy sheaves of the limit of its Postnikov-tower. It su�ces to check this

for the small Zariski site Zar =Y for all schemes Y in T. Hence we are reduced to

the situation considered in loc. cit. Note that Y was assumed to be noetherian and

�nite dimensional. We extend to arbitrary p; q using the full K-theory spectrum.

Convergence follows because X has �nite cohomological dimension.

Remark: We could generalize the spectral sequence to arbitrary spaces X .

H

p

ZAR

(X;K

q

) would have to be understood as in B.3. Convergence would not be

guaranteed anymore.

The most important application of this proposition is that it allows to transport

properties which are well-known for cohomology with coe�cients in an abelian sheaf

to cohomology with coe�cients in a space. One such property is the comparison

between di�erent Zariski sites.

Proposition B.2.3 (Gillet, Soul

�

e, de Jeu). a) Let X be a noetherian regular

�nite dimensional scheme in the site. Then one has the equality H

�m

sT

(X;K) =

K

m

(X), where the right hand side means Quillen K-theory of the scheme X .

In particular, H

�m

sT

(X;K) = 0 for m < 0.

b) Let X be a space constructed from schemes. Assume that all components are

regular Noetherian �nite dimensional schemes and that X is degenerate above

some simplicial degree. Then X is K-coherent.

Proof. The constant case is proved in [GSo1] 2.2.2 Prop. 5. We sketch a slightly

di�erent argument: We use the converging Brown spectral sequence and comparison

theorems for sheaf cohomology to show that it su�ces to prove the proposition in

the case of T = Zar=X . (Note that the existence of the whole spectrum means we

do not have to worry about fringe e�ects.) In this case we have a Mayer-Vietoris se-

quence for K-theory ([Q2] Rem. 3.5) and hence the presheaf de�ning K-cohomology

is pseudo-
asque in the sense of Brown and Gersten ([BrG] p. 285). By loc. cit.

Thm. 4 this implies a) for the site Zar =X .

The vanishing follows because the K-theory spectrum is connective. The general-

ization to spaces constructed from schemes using the skeletal spectral sequence was

carried out in [Jeu] 2.1 (1) and Lemma 2.1.

Corollary B.2.4. If X is a space meeting the conditions of part b) of the proposi-

tion, then its K-cohomology does not depend on the category of schemes underlying

the topos.

Proof. If X is constant, then we always get its K-theory. For more general X we

have to use the converging skeletal spectral sequence. There are no fringe problems

because K is an in�nite loop spectrum.
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The direct sum of matrices (cf. [Lo] 1.2.4) together with addition on Z induces

a compatible system of maps

K

N

�K

N

! K :

Our aim is to show that its direct limit de�nes an H-group structure on K. It will

be used to de�ne addition on K-cohomology.

Lemma B.2.5. Let G;G

0

be algebraic groups over Z, E a subgroup of G with E =

[E;E]. Let f

1

; f

2

: G

0

! G be homomorphisms which di�er by conjugation by a

global section of E. Then the induced maps

Z

1

BG

0

f

1

;f

2

���! Z

1

BG

agree in the homotopy category of spaces.

Proof. The construction in [Lo] A.3. is functorial. Hence it yields a free homotopy �

between Bf

1

and Bf

2

. By construction we get a commutative diagram

�(1)� ?

�j

�(1)�?

�����! Z

1

BE

?

?

y

i

?

?

y

�(1)�Z

1

BG

0

�

����! Z

1

BG :

The composition of � with d : Z

1

BG ! C(i) is a homotopy between df

1

and df

2

.

Now it su�ces to show that d is a weak equivalence, i.e., that Z

1

BE is contractible.

This can be checked on stalks. As homotopy groups commute with direct limits it is

enough to show that Z

1

BE(U) is contractible for all a�ne schemes U . We consider

the diagram

BE(U)

�

����! BE(U)

+

?

?

y

?

?

y

Z

1

BE(U)

Z

1

(�)

����! Z

1

BE(U)

+

:

By de�nition of Quillen's +-construction (see [Lo] ch. 1.1) � induces an isomorphism

on homology. Hence Z

1

(�) is a weak equivalence ([BlK] Ch. I, 5.5). BE(U)

+

is con-

tractible because [E(U); E(U)] = E(U) ([Lo] Proposition 1.1.7). Hence Z

1

BE(U)

+

is also contractible.

The standard application of this lemma is with G

0

= Gl

n

, G = Gl and E the

subgroup generated by elementary matrices (which contains all even permutation

matrices), see [Lo] 1.1.10.

Proposition B.2.6. The direct sum of matrices induces an H-group structure on

K.

Proof. The same proof as in [Lo] Theorem 1.2.6 allows to check the identities of an

H-space. On �nite level, they hold up to conjugation with a permutation matrix.
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By the previous lemma this implies that they hold in the homotopy category. We

use that the transition maps K

N

! K

N+1

are co�brations in order to show that the

maps on �nite level de�ne one on K. For the existence of a homotopy inverse we

argue di�erently. An H-space is an H-group if and only if the shear map

K�K! K�K ; (k

1

; k

2

) 7! (k

1

; k

1

+ k

2

)

is a weak equivalence. This can be checked on stalks. But the stalks of K are the

simplicial sets computing K-theory of local rings. They are H-groups with the same

addition by the a�ne case [Lo] 1.2.6.

Remark: We now have two H-group structures on K: the explicit one we just have

constructed and one because K is a loop space as part of a spectrum. We expect

them to be equal but have not been able to prove it. They certainly induce the same

addition on higher K-cohomology groups. On H

0

sT

(X;K) they agree at least if X is

represented by a scheme because they do for K-theory of schemes. This is enough for

our needs. In the sequel the addition on K-cohomology is the one of the proposition.

The next aim is the de�nition of a multiplicative structure on K. We start with

the operation of Z on K. The H-group structure on K allows to de�ne a map of

spaces

�

Z

: Z�K! K :

It vanishes on Z� ? _ ?�K and hence factors over Z^K.

The construction of the Loday product [Lo] 2.1.5

Z

1

BGl

N

(U) ^ Z

1

BGl

N

(U)! Z

1

BGl(U)

is functorial in U . Together with the product �

Z

on the factor Z it de�nes a system

of maps

�

K

: K

N

^K

N

! K

(compatible up to homotopy), which de�nes a product

[Y;K]� [Y;K]! [Y;K]

for all K{coherent spaces Y . It turns all H

�n

sT

(Y;K) for n � 0 into a ring, possibly

without unity.

Remark: Note that this product on [Y;K] is zero on H

�n

sT

(Y;K) for n > 0 (cf. [Kr]

Ex. 1 p. 243). The same map �

K

of spaces also induces a non-trivial product

[S

n

Y;K]� [S

m

Y;K]! [S

n+m

Y;K] :

This is the one which is usually called Loday product. We do not need it in the sequel.

Let S

0

be the simplicial version of the 0-sphere, i.e., the constant simplicial sheaf

associated to f0; 1g pointed by 0. We will use the notation K

0

(sT) for H

0

sT

(S

0

;K).

It is a ring with unity where the ring structure is induced by the ring structure on Z.
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Lemma B.2.7. If the site underlying T has a �nal object X , then

K

0

(X)

�

=

K

0

(sT) :

Proof. If X is the �nal object of the site, then the space we denote by X is equal to

S

0

.

The following lemma generalizes an operation of K

0

(X) which was explained to

us by de Jeu in the case where Y is constructed from X{schemes.

Lemma B.2.8. Let Y be a space in sT. Then the ringK

0

(sT) operates onH

�n

sT

(Y;K)

for n � 0 and makes it into an K

0

(sT)-algebra.

Proof. If Y is a space in sT, then there is canonical isomorphism Y

�

=

S

0

^ Y . The

product � 2 K

0

(sT) with � 2 H

�n

sT

(Y;K) is de�ned by the composition

Y �! S

0

^ Y

�^�

���! K ^K

�

K

��! K :

Lemma B.2.9 (Gillet, Soul

�

e). Let G be a group over Z. Let R

Z

(G) be the

Grothendieck group of representations of G on free Z{modules of �nite type.

a) Let A be an N -dimensional representation of G. There is a canonical class in

[Z� Z

1

BG;K] which depends only on the equivalence class of A. The direct

sum of representations is mapped to the sum of classes.

b) The map in a) induces an algebra homomorphism

r : R

Z

(G)! [Z�Z

1

BG;K] :

Proof. We follow [GSo1] 3.2 or the a�ne case [Kr] 3. By choice of a basis of an

N -dimensional representation A induces a map of sheaves

A : G! Gl

N

and hence by functoriality a map

r

0

(A) : Z

1

BG! fNg �Z

1

BGl

N

! K

N

:

For di�erent choices of basis the maps di�er by conjugation with an element of � 2

Gl

N

. The matrix

�

� 0

0 �

�1

�

is in the perfect subgroup E = [Gl;Gl] hence by Lemma

B.2.5 the image of r

0

(A) in [Z

1

BG;K

2N

] does not depend on the choice of matrix.

Viewed as map to K, this r

0

(A) extends to the factor Z using the above product �

Z

.

The last statement of a) follows by de�nition of the H-group structure on K.

For b) we have to check that the relations of the Grothendieck-group are mapped to

zero and that the multiplicative structure is well-behaved. We �rst prove the analogue

of [Kr] Theorem 3.1: The canonical maps

Gl

�

? 0

0 ?

�

 �

�! Gl

�

? ?

0 ?

�

induce weak equivalences of simplicial sheaves after applying Z

1

B. This can be

checked on stalks and is hence reduced to the a�ne case. From now, the proof works

precisely as in the a�ne case, see [Kr] Cor. 3.2.
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K

0

(sT) is a �{ring, i.e., the axioms in [Kr] Def. 4.1 are satis�ed. If R is a

K

0

(sT){algebra, then it is called a K

0

(sT){�{algebra if it is equipped with operators

�

i

for i � 1 such that K

0

(sT)�R is a �{ring (cf. [Kr] 5.). Note that �

0

has to have

the constant value 1. If R itself does not have a unity, then it cannot be a �{ring.

Theorem B.2.10 (Gillet, Soul

�

e). Let Y be a K{coherent space. For k � 1 and

m � 0 there are maps

�

k

: H

�m

sT

(Y;K) �! H

�m

sT

(Y;K) :

They turn H

�m

sT

(Y;K) into a K

0

(sT){�{algebra.

Proof. This is essentially [GSo1] Prop. 8. Put G = Gl

n

in the previous lemma. Let

~

Z

n

= [Z

n

id

] � [n � 1] 2 R

Z

(Gl

n

) where Z

n

id

is the canonical representation of Gl

n

on

Z

n

and 1 is the trivial representation. We de�ne �

k

n

= r(�

k

(

~

Z

n

)). By composition it

induces a map �

k

n

: H

�m

sT

(Y;K

n

)! H

�m

sT

(Y;K). These form a projective system and

hence de�ne an operation on K{cohomology of a K{coherent space. Well-de�nedness

and all properties of a �{ring are checked on the universal level (i.e., onK

n

for varying

n) and hence as in the a�ne case [Kr] Thm 5.1. For example, we want to show

�

k

(x+ y) =

k

X

i=0

�

i

(x)�

j

(y) :

Assume that x; y are represented by elements in [Y;K

n

]. On R

Z

(Gl

n

�Gl

n

) we have

the �-ring identity

�

k

�

M

=

k

X

i=0

�

i


 �

j

:

We evaluate this identity in

~

Z

n

and get an equality of elements in R

Z

(Gl

n

� Gl

n

).

By the previous lemma it induces the same equality of elements in [K

n

� K

n

;K].

Composed with (x; y) this is the required equality.

Remark: A more conceptual proof was suggested to us by Soul�e and the referee.

One should use the integral completion functor constructed by Goerss and Jardine

[GoeJr]. It has a universal property similar to the one of the +-construction and

hence allows to copy directly Kratzer's arguments.

Technical Remark: When we try to de�ne �

0

in the same way, then we still get a

map

�

0

: Z

1

BGl

N

�! Z�Z

1

BGl :

It does not extend to the factor Z because �

0

: Z ! Z does not respect the base

point - in fact it maps 0 to 1. This re
ects the fact that the ring K

0

(Y ) does not

have a unity for a general space Y . The most striking example is Y = C(i) where

i : Z ! X is a morphism between regular schemes (cf. [Sou4] 4.3). Then K

0

(Y ) =

Ker (K

0

(X)! K

0

(Z)) does not contain 1.

Gillet and Soul�e ([GSo1] Prop. 8) consider the structure as a H

0

sT

(Y;K){�{algebra.

This only makes sense if H

0

sT

(Y;K) happens to have a unity. However, we can check
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in general that the operation of H

0

sT

(Y;K) on H

�m

sT

(Y;K) is compatible with the

K

0

(sT){�{algebra structure of both groups.

Note that the �-structure is compatible with the contravariant functoriality of

K-cohomology. This means that the long exact sequences for relative K-theory are

compatible with the �-operation where it is de�ned.

Once we have �-operations we get as usual a 
-�ltration and Adams-operators

on the �-module H

n

sT

(Y;K) for n � 0. If the 
-�ltration is locally �nite, then we

have in particular the Chern character

ch : H

n

sT

(Y;K)

Q

�!

M

j2N

0

Gr

j




H

n

sT

(Y;K)

Q

for n � 0,

which is an isomorphism. For a quick survey cf. [T] pp. 117{123.

Definition B.2.11. Let Y be a K-coherent space. Suppose that the 
-�ltration is

locally �nite and hence that rationally K-cohomology splits into Adams-eigenspaces.

Then we put for j � n=2

H

n

M

(Y; j) = Gr

j




H

n�2j

sT

(Y;K)

Q

;

the motivic cohomology of the space Y . If i : X ! Y is a morphism of spaces then

we de�ne relative motivic cohomology by

H

n

M

(Y rel X; j) = H

n

M

(Cone(i); j) :

Remark: We restrict to this range of indices because we did not de�ne Adams-

eigenspaces for K-cohomology with positive indices (=K-theory with negative in-

dices). However, if these K-groups vanish we can simply de�ne the corresponding

motivic cohomology groups to be zero. This is the case if X is a regular scheme.

The long exact sequence for relative cohomology (B.1.6) together with the above

remarks on the �-operation give a long exact sequence for relative motivic cohomology

! H

�m

M

(Y;A)! H

�m

M

(X;A)! H

�m+1

M

(Y rel X;A)! H

�m+1

M

(Y;A) :

Lemma B.2.12. Let X be a space degenerate above some simplicial degree. We

assume the conditions of the previous de�nition. Fix an integer j. There is a coho-

mological spectral sequence with starting terms

E

s;t

1

=

(

H

t

M

(X

s

; j) for s � 0, 2j � t,

0 else.

It converges to H

s+t

M

(X; j) for 2j � s+ t.

Proof. Consider the skeletal spectral sequence B.1.7.a) with coe�cients in the space

K. It reads

E

p;q

1

= H

�q

sT

(X

p

;K)) H

�(q�p)

sT

(X;K)

for p � 0. By carefully checking the construction of the spectral sequence, we see that

all di�erentials d

p;q

r

are induced by functoriality in the �rst argument. Hence they
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are morphisms of �-modules. For q � p � 0 the limit terms are also �-modules and

by construction the morphisms e

p;q

1

! E

p;q

1

are compatible with this structure. They

are isomorphisms for q > p. Note, however, that we do not get enough information

on the limit terms on the p = q-line. Convergence only implies that e

p;p

1

injects into

E

p;p

1

. We want to show that it is even a bijection. In order to see this we consider the

skeletal spectral sequence with coe�cients in the spectrumK. The spectral sequences

agree where the �rst is de�ned, in particular convergence of the second spectral se-

quence implies our isomorphism. (There is an issue here with the H-group structure.

A priori the two spectral sequences use di�erent group laws. But on all initial terms

they give the same addition and hence also on all higher terms.)

Now we take Adams-eigenspaces. By re-indexing s = p; t = �q + 2j we get a coho-

mological spectral sequence as stated. Note that we use the terms below the p = q-

diagonal to compute the terms on it but we do not consider their limit terms.

The same spectral sequence also shows that the conditions in the de�nition of

motivic cohomology hold if X is a space constructed from schemes and degenerate

above some degree.

The next thing we need is pushout at least for certain closed immersions and a

Riemann-Roch theorem. Over a �eld push-forward was de�ned by de Jeu in [Jeu] 2.2.

We adapt his method to more general bases and formalize the geometric situation.

Definition B.2.13. Let S be a regular irreducible Noetherian a�ne scheme. Let X

be smooth and quasi-projective over S. A �nite diagram D

X

over X is a category

of �nitely many smooth quasi-projective S-schemes with �nal object X such that all

Mor

D

X

(Y; Y

0

) are �nite sets and such that all morphisms in D

X

are of �nite Tor-

dimension.

By the small Zariski site Zar

D

X

we mean the category of all �nite disjoint unions of

open subschemes of objects in D

X

with the induced morphisms between them. It is

equipped with the Zariski-topology. The corresponding topos will be denoted T

X

.

An easy case of such a diagram is a single morphism Y ! X that meets the

conditions.

We consider the following situation: Let i : Z ! X be a closed immersion of

smooth quasi-projective S-schemes and D

X

a �nite diagram over X . We assume the

following conditions, corresponding to the ones formulated by de Jeu in [Jeu] 2.2:

(TC) For all X

0

in D

X

, the pullback X

0

�

X

Z is S{smooth. If f : X

1

! X

2

is a

morphism in D

X

, then in the cartesian diagram

Z

1

= X

1

�

X

Z ����! X

1

f�

X

Z

?

?

y

?

?

y

f

Z

2

= X

2

�

X

Z

i

����! X

2

the maps f and i are tor-independent, i.e.,

Tor

k

O

X

2

(O

Z

2

;O

X

1

) = 0

for k > 0. (Tor

k

denotes the sheaf of tor-groups.)
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Lemma B.2.14. The pullback D

Z

of D

X

by Z satis�es the conditions for a �nite

diagram over Z.

Proof. Finite Tor-dimension in D

Z

follows from Tor-independence and the same prop-

erty in D

X

.

Let Y

:

be a space in sT

X

. Let j : U ! X be the open complement of Z in X .

Let Y

:

�

X

U be the pointed version of j

!

j

�

Y

:

, i.e., the sheaf associated to the presheaf

V 7!

(

Y

:

(V ) if V ! U � X ,

0 else.

It is a space in sT

X

. Let Y

:

�

X

Z = i

�1

Y

:

, a space in sT

Z

. If Y

:

is constructed from

schemes, then so are Y

:

�

X

U and Y

:

�

X

Z. The scheme components are given by

the base change with U or Z respectively. Note that i

�1

(Y

:

�

X

U) is empty, i.e., only

consists of the base point.

Proposition B.2.15 (de Jeu). Let i : Z ! X be a closed immersion with open

complement U . Let D

X

be a �nite diagram over X such that (TC) holds with respect

to i. Then for Y

:

2 sT:

a) There is a natural pushout map

H

k

sT

Z

(Y

:

�

X

Z;K) �! H

k

sT

X

(Y

:

;K) :

b) Let Y

:

be a space in sT

X

which is constructed from schemes. We assume that it

is degenerate above some simplicial degree. Then

Y

:

�

X

Z = C(Y

:

�

X

U � Y

:

)�

X

Z

and the pushout

H

k

sT

Z

(Y

:

�

X

Z;K) �! H

k

sT

X

(Y

:

rel Y

:

�

X

U;K)

is an isomorphism.

Proof. For an object V of the site Zar

D

X

let M(V ) be the category of all coherent

sheaves on V . In it let P (V;D

X

) be the subcategory of those sheaves F satisfying

Tor

j

O

V

(O

V

0

;F) = 0

for all j > 0 and all V

0

! V in D

X

. Note that there are only �nitely many conditions

as our diagram is �nite. The nice thing about P (V;D

X

) is that it is contravariantly

functorial. Hence Quillen's 
BQP ( � ;D

X

) (loop space of the classifying space of the

Q-construction) de�nes a presheaf of simplicial sets on the site by [Q2] x7 2.5. It is

here where we use the fact that all schemes are quasi-projective. Let 
BQP

0

X

be the

space in sT

X

de�ned by its shea��cation. By Quillen's Resolution Theorem ([Q2]

Thm 3, Cor 3, p. 27) there is a weak equivalence of spaces 
BQP

0

X

! K

X

. (Basically

this is the fact that K

0

-theory and K-theory agree for regular schemes.)

We also have the space 
BQP

0

Z

in sT

Z

. For the closed immersion i : V �

X

Z ! V

the pushout i

�

is exact on the category of coherent sheaves. Because of (TC), it maps
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the the subcategory P (V �Z;D

Z

) to P (V;D

X

). In fact we get a morphism of spaces

in sT

X

i

�

(
BQP

0

Z

)

i

�

�! 
BQP

0

X

:

Using the weak equivalences to K

?

this de�nes a map in the homotopy category

i

�

(K

Z

)

i

�

�! K

X

:

If Y

:

is a space in sT

X

, then we get the map in a) as

H

k

sT

Z

(i

�1

Y

:

;K

Z

) �! H

k

sT

X

(i

�

i

�1

Y

:

; i

�

K

Z

) �! H

k

sT

X

(Y

:

;K

X

) :

In the special case of a scheme Y part b) is nothing but Quillen's pushout isomorphism

K

n

(i

�1

Y ) �! K

n

(Y rel Y �

X

U)

for regular schemes [Q2] x7 Prop. 3.2 (recall that all schemes in the site are regular).

This generalizes to the case of spaces constructed from schemes by the skeletal spectral

sequence.

Lemma B.2.16. Consider a cartesian diagram of smooth quasi-projective S-schemes

Z

0

i

0

����! X

0

f

Z

?

?

y

f

X

?

?

y

Z

i

����! X

where i is a closed immersion. Let D

X

be a �nite diagram on X . Assume that the

pullback D

X

0

de�nes a �nite diagram over X

0

and that both i and i

0

satisfy (TC).

We also assume that for all V in D

X

the maps

V �

X

X

0

�! V

and

V �

X

Z �! V

are tor-independent.

Then for all spaces Y

:

in sT

X

there is a commutative diagram

H

k

sT

Z

0

(f

�

Z

i

�

Y

:

;K)

i

0

�

����! H

k

sT

X

0

(f

�

X

Y

:

;K)

f

�

Z

x

?

?

x

?

?

f

�

X

H

k

sT

Z

(i

�

Y

:

;K)

i

�

����! H

k

sT

X

(Y

:

;K)

:

Proof. We have to re�ne the categories P (V;D

Z

) used in the proof of B.2.15 further.

Let P

00

(V;D

Z

) be the subcategory of P

0

(V;D

Z

) of those coherent sheaves F satisfying

Tor

j

O

Z

(O

Z

0

;F) = 0 :
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The induced space 
BQP

00

Z

is again weakly equivalent to K

Z

. By [Q2] x7 2.11 there

is a commutative diagram of spaces in sT

X

i

0

�

f

X;�


BQP

0

Z

0

����! f

X;�


P

0

X

0

x

?

?

x

?

?

i

�


BQP

00

Z

����! 
BQP

0

X

:

This proves the lemma.

We also need the following lemma from algebraic geometry.

Lemma B.2.17. Suppose we are given a cartesian diagram

Z

0

i

0

����! X

0

?

?

y

?

?

y

f

Z

i

����! X

of smooth S-schemes where i is a closed embedding, then the blow-up of X

0

in Z

0

is

the base change by f of the blow-up of X in Z provided i and f are tor-independent.

Proof. In order to see this, note that by [EGAII] 3.5.3 we have to check that f

�

(I

n

) =

I

n




O

X

O

X

0

is isomorphic to J

n

where I is the sheaf of ideals of Z in X and J the

one of Z

0

in X

0

. This follows from tor-independence in the case n = 1. Note that in

general we have a surjection f

�

I

n

! J

n

. Let K

n

be the kernel. Pull-back by f

�

is

right exact, i.e., we have an exact sequence

f

�

I

2

! J ! f

�

(I=I

2

)! 0 :

Together with the above surjectivity this implies f

�

(I=I

2

)

�

=

J =J

2

. As X respec-

tively X

0

are regular and Z respectively Z

0

are locally given by regular sequences, the

structural theorem [Ha] II Theorem 8.21A e) implies

f

�

(I

n

=I

n+1

)

�

=

J

n

=J

n+1

:

By the snake lemma K

n+1

! K

n

is surjective and hence f

�

(I

n

=I

n+k

)

�

=

J

n

=J

n+k

for all k. But then

J

n

�

=

lim

 �

J

n

=J

n+k

�

=

lim

 �

f

�

I

n

= im f

�

I

n+k

�

=

lim

 �

f

�

I

n

=J

k

f

�

I

n

�

=

f

�

I

n

:

Push-forward is not a �-ring morphism but it does respect the 
-�ltration up to a

shift, at least under good conditions. This is made precise in the following Riemann-

Roch Theorem, which is a slight generalization of de Jeu's in [Jeu] 2.3. He considers

a special type of diagram and restricts to a base �eld. De Jeu imitates the proof in

[T] Theorem 1.1, which is over a �eld. However, his arguments work for our base as

well. Indeed, the original article [Sou4] Thm 3 treated the more general case.
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Theorem B.2.18 (Grothendieck-Riemann-Roch). Let S be a regular irre-

ducible Noetherian a�ne scheme S. Let i : Z ! X be a closed immersion of

constant codimension d of quasi-projective smooth S-schemes. For ? = X;Z let

td(?) 2 Gr

�




K

0

(?)

Q

be the usual Todd classes (e.g. [T] p. 135). Let a �nite diagram

D

X

be given that satis�es the conditions (TC) with respect to i. Finally let Y

:

be a

space constructed from schemes in sT

X

.

a) The homomorphism i

�

: K

n

(i

�1

Y

:

)

Q

! K

n

(Y

:

)

Q

has degree �d with respect to

the 
-�ltration, i.e.,

F

j

K

n

(i

�1

Y

:

)

Q

i

�

�! F

j�d

K

n

(Y

:

)

Q

:

b) The following diagram commutes:

K

n

(i

�1

Y

:

)

Q

td(Z)ch

�����! Gr

�




K

n

(i

�1

Y

:

)

Q

i

�

?

?

y

?

?

y

i

�

K

n

(Y

:

)

Q

td(X)ch

�����! Gr

�




K

n

(Y

:

)

Q

Remark: td(?) is a unit with augmentation 1. Hence the horizontal maps in b) are

isomorphisms.

Proof. We essentially have to prove classical Riemann-Roch for the inclusion Z ! X .

The conditions on our situation are chosen in a way that the diagrams we drag along do

not make any di�culties. Note also that we can replace Y

:

by the cone of Y

:

�U ! Y

:

,

i.e., we can assume that all pushout maps are isomorphisms. Having observed this

we can follow de Jeu's arguments in [Jeu] 2.3.

The �rst step is to prove the analogue of [T] Theorem 1.2 or [Jeu] Proposition

2.5 (\Riemann-Roch without denominators"). We only sketch the idea: Because

of functoriality B.2.16 and the homotopy property of K

0

-theory we can make the

transformation to the normal cone. Hence we can assume without loss of generality

that i is a section of a projective bundle over Z. The existence of the projection

p which is a left-inverse of i allows to make explicit calculations. All details of the

argument can be found in [Jeu] 2.5 when replacing K

0

(Y

0

) (= K

0

(X

0

) there) by

K

0

(X) = K

0

(sT

X

). The necessary compatibility of blow-up and base change is

guaranteed by the previous lemma.

We then show that up to multiplication with the appropriate Todd class i

�

has

the required behaviour with respect to Adams eigenspaces. The argument is the same

as in [Jeu] Proposition 2.3 or [T] Lemma 2.2. Now the theorem follows by the same

formal manipulations as in the proof of [T] Lemma 2.3.

Corollary B.2.19. Let i : Z ! X (closed immersion of constant codimension d)

and Y

:

be as in the theorem. Let U = X r Z. Then there is a natural localization

sequence

: : : �! K

m

(Z �

X

Y

:

)

Q

�! K

m

(Y

:

)

Q

�! K

m

(U �

X

Y

:

)

Q

�! K

m�1

(Z �

X

Y

:

)

Q

�! : : :
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or in terms of motivic cohomology

: : : �! H

i�2d

M

(Z �

X

Y

:

; j � d) �! H

i

M

(Y

:

; j) �! H

i

M

(U � Y

:

; j)

�! H

i�2d+1

M

(Z �

X

Y

:

; j � d) �! : : :

Proof. Part b) of Theorem B.2.18 implies that

i

�

:

M

j2N

0

Gr

j




K

m

(Y

:

rel Y

:

� U) �!

M

j2N

0

Gr

j�d




K

m

(Y

:

� Z)

is an isomorphism, i.e., H

i

M

(Y

:

rel Y

:

� U; j)

�

=

H

i�2d

M

(Z �

X

Y

:

; j � d).

We consider the long exact sequence of relative K-cohomology or relative motivic

cohomology for the open embedding U � Y

:

� Y

:

. We can use i

�

to identify the

relative cohomology with cohomology of the closed complement.

Only a few K-groups are known. However, the ranks of the K-groups of number

�elds are understood.

Theorem B.2.20 (Borel). Let K be a number �eld with ring of S-integers o

S

where S is a �nite set of primes of K. Let B = Spec o

S

. As usual r

1

is the number of

real places of K and r

2

the number of complex places. Then the motivic cohomology

has the following ranks:

H

0

M

(B; 0) 1

H

1

M

(B; 1) #S + r

1

+ r

2

� 1

H

1

M

(B; n) r

2

n > 1, even ;

H

1

M

(B; n) r

1

+ r

2

n > 1, odd ;

H

i

M

(B; j) 0 else :

Proof. The computation of K

0

(B) and K

1

(B) is classical ([Ba] Ch. IX, Prop. 3.2 and

Ch. X, Cor. 3.6). The higher K-groups for the ring of integers o

K

were calculated by

Borel ([Bo1], Prop 12.2). It follows from Quillen's computation of the K-groups of

�nite �elds that the ranks are not changed by localizing at �nite primes.

B.3 Cohomology of Abelian Sheaves

We now show how the usual cohomology theories �t in the set-up of generalized

cohomology. This is well documented in the literature [BrG], [G], [Jeu]. In the

case of a cohomology theory de�ned by a pseudo-
asque complex of presheaves F ,

we compare the di�erent possible points of view. These are Zariski-cohomology of

the associated complex of sheaves, generalized cohomology of the associated space or

simply cohomology of the sections. We always get the same cohomology groups (B.3.2

and B.3.4). If the complex of presheaves F is part of a twisted duality theory (B.3.7),

we de�ne Chern classes fromK{cohomology of spaces to cohomology with coe�cients

in F . Finally we check compatibility of the localization sequence in K{cohomology

with the one for cohomology of spaces with coe�cients in F (B.3.8).

By a complex we always mean a cohomological complex. Of course it can also

be considered as a homological complex by inverting the signs of the indices.

The Dold-Puppe functor [M] Thm 22.4 attaches to a complex of abelian groupsG

which is concentrated in non-positive degrees a simplicial abelian groupK(G) pointed
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by 0 whose homotopy groups �

i

(K(G); 0) agree with the cohomology groups h

�i

(G).

It induces an equivalence between the homotopy category of simplicial abelian groups

and the homotopy category of complexes of abelian groups concentrated in non-

positive degrees. By construction of the functor K there is a natural weak equivalence

of spaces

Cone(K(G)! �) �! K(Cone(G! 0)) = K(G[1])

and hence a natural map 
K(G[1]) ! K(G) in the homotopy category of pointed

simplicial sets, which is a homotopy equivalence. If G is an arbitrary complex of

abelian groups, let �

�N

G be the canonical sub-complex in degrees less or equal to N .

We put

K(G)

N

= K(�

�N

G[N ]) :

The natural map �

�N�1

G[N ]! �

�N

G[N ] induces

K(G)

N�1

�

=


K(�

�N�1

G[N ]) �! 
K(G)

N

;

which is a weak equivalence. This means the K(G)

N

form an in�nite loop spectrum

whose homotopy groups re
ect all cohomology groups of the complex.

Definition B.3.1. Let G be a cohomological complex of sheaves of abelian groups

on the big Zariski site. The shea��ed version of the above construction yields an

in�nite loop spectrum of spaces K(G) with

h

�i

(G)

�

=

�

i

(K(G); 0)

where the right hand side is the shea��cation of the presheaf

U 7! �

i

(K(G)(U); 0) :

As a spectrum K(G) de�nes generalized cohomology groups with indices in Z for

any space X .

Proposition B.3.2. Let G be a bounded below complex of sheaves on the big Zariski

site. Let X be a scheme. Then

H

i

sT

(X;K(G))

�

=

H

i

ZAR

(X;G) :

Proof. As G is bounded below it has a bounded below resolution by 
asque sheaves.

Now the proof proceeds as in [BrG] Prop. 2. The main ingredient is that K(I) is a

�brant space if I is a 
asque sheaf.

Definition B.3.3. a) Following [BrG], Sect. 2 a complex F of abelian presheaves

on the big Zariski site is called pseudo-
asque if it has the Mayer-Vietoris prop-

erty, i.e., for open subschemes U and V of some scheme X , we have a long exact

sequence of abelian groups

: : : �! h

i

(F(U [ V )) �! h

i

(F(U)�F(V )) �! h

i

(F(U \ V ))

�! h

i+1

(F(U [ V )) �! : : :
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More precisely, the square

F(U \ V ) ����! F(U)

?

?

y

?

?

y

F(V ) ����! F(U [ V )

is homotopically cartesian.

b) Let F be a complex of abelian presheaves. For the object ?q U in T where U

is a scheme, we put

F(?q U) = F(U) :

Let X be a space constructed from schemes. Then we put

F(X) = Tot

i

F(X

i

) :

the total complex of the cosimplicial complex F(X

i

)

i2N

0

.

Taking the total complex of a bicomplex as in b) of course involves a choice of

signs which we �x once and for all. Di�erent choices of signs di�er by a canonical

isomorphism of the total complex.

Lemma B.3.4. Let F be a bounded below pseudo-
asque complex of abelian

presheaves. Let

~

F be its shea��cation. Then

H

i

sT

(X;K(

~

F)) = h

i

(F(X))

for all spaces X constructed from schemes.

Proof. Let I be a (bounded below) 
asque resolution of

~

F . This is in particular a

pseudo-
asque complex of presheaves that is quasi-isomorphic to F as a complex of

presheaves because both compute Zariski-cohomology of

~

F . As in the proof of [BrG]

Theorem 4, the simplicial sheaf K(I) is a �brant resolution of K(

~

F). Hence we can

assume without loss of generality that F itself is a complex of 
asque sheaves.

For the case of a scheme X the lemma is the reformulation of [BrG] Theorem 4 in the

easier case of simplicial presheaves that come from a complex of abelian presheaves.

In the general case

H

i

sT

(X;K(

~

F)) = �

�i

Hom

:

(X;K(

~

F))

= �

�i

Hom

:

(hocolimX

j

;K(

~

F))

= �

�i

holimHom

:

(X

j

;K(

~

F)) [BouK] XII Prop. 4.1

= h

i

(TotF(X

i

)) = h

i

(F(X)) :

This means if we de�ne a cohomology theory by a pseudo-
asque complex of

presheaves on the big Zariski site we can freely change from the point of view of

generalized cohomology to ordinary Zariski-cohomology or cohomology of the sections

of the presheaf.
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If X ! Y is a morphism of schemes, we consider as usual its

�

Cech-nerve

cosk

0

(X=Y ), i.e., the simplicial Y -scheme given by

cosk

0

(X=Y )

n

= (X �

Y

� � � �

Y

X) n+ 1-fold product

with the natural boundary and degeneracy morphisms.

Definition B.3.5. We say that a morphism X ! Y of schemes has cohomological

descent for the cohomology theory given by the complex of abelian Zariski-sheaves G

if the natural morphisms

H

i

sT

(Y;K(G)) �! H

i

sT

(cosk

0

(X=Y );K(G))

are isomorphisms for all i 2 Z.

This is of course a very special case of the general notion of cohomological descent.

Lemma B.3.6. Let j : U ! X be an open immersion with closed complement Y .

Let F be a pseudo-
asque complex of presheaves on ZAR

X

with shea��cation

~

F .

a) There are natural isomorphisms

H

i

sT

(X rel Y;K(

~

F)) �! H

i

ZAR

(X; j

!

j

�

~

F)) :

b) If

~

Y ! Y is a morphism with cohomological descent for

~

F , then we get a natural

isomorphism

H

i

sT

(X rel cosk

0

(

~

Y =Y );K(

~

F))

�

=

�! H

i

ZAR

(X; j

!

j

�

~

F) :

Proof. By B.3.4 the left-hand side of a) is canonically isomorphic to the cohomology

of

F(C(Y

i

�! X))

�

=

Cone

�

F(X)

F(i)

���! F(Y )

�

[�1]

where the right hand side is the cone in the category of cohomological complexes. We

assume without loss of generality that

~

F is a 
asque complex. The key point is the

short exact sequence of complexes of sheaves on X

0 �! j

!

j

�

~

F �!

~

F �! i

�

i

�

~

F �! 0 :

It induces a canonical quasi-isomorphism of complexes

j

!

j

�

~

F �! Cone

�

~

F ! i

�

i

�

~

F

�

[�1] :

We now take R�

Zar

(X; � ) of the right-hand side. Because F was assumed to be

pseudo-
asque the morphism

Cone (F(X)! F(Y )) �! Cone

�

~

F(X)!

~

F(Y )

�

:

is a quasi-isomorphism. This last fact follows from B.3.4 and B.3.2. (Of course it can

also be proved, even more easily, in terms of complexes of abelian groups rather than
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simplicial abelian groups.) In the case of a morphism

~

Y ! Y with cohomological

descent the left hand side of the statement is by B.3.4 given by the cohomology of

Cone

�

F(X)! F(cosk

0

(

~

Y =Y )

�

[�1] :

The natural morphism F(Y ) �! F(cosk

0

(

~

Y =Y )) is a quasi-isomorphism by de�nition

and Lemma B.3.4.

Theorem B.3.7 (Gillet, de Jeu). Let F =

L

i2Z

F(i) be a pseudo-
asque com-

plex of abelian presheaves on the big Zariski site. Assume that F de�nes a twisted

duality theory, i.e., the extra data of [G] Def. 1.1 exist and all conditions of loc. cit.

Def. 1.2 are ful�lled. Then:

� There are Chern class maps of spaces

c

j

: K �! K(

~

F(j)[2j]) :

They induce morphisms

c

j

: H

i

sT

(Y;K) �! H

i+2j

sT

(Y;K(

~

F(j)))

for all spaces Y in sT.

� If Y is a K-coherent space, then the total Chern class c

�

is a morphism of

�-algebras on K{cohomology of Y .

� Let i : Z ! X a closed immersion of smooth S{schemes with open complement

U . The map i

!

: i

�

F(r) j

Z

! F(r + d) j

X

[2d] required in [G] Def. 1.2. induces

push-forward on generalized cohomology. If Y

:

is a space over X as in B.2.18,

then the diagram

Gr

j




K

n

(Y

:

�

X

Z)

Q

i

�

����! Gr

j+d




K

n

(Y

:

)

Q

c

j

?

?

y

?

?

y

c

j+d

H

2j�n

sT

(Y

:

�

X

Z;K(

~

F(j)))

Q

i

!

����! H

2j+2d�n

sT

(Y

:

;K(

~

F(j + d)))

Q

is commutative.

Proof. The construction of the Chern classes is [G] Thm 2.2. Gillet's formulation is

for schemes but he constructs in fact a morphism of spaces (loc. cit. p. 225) so the

results hold for more general spaces (see also [GSo1] 4.1). The assertion on the �-ring

structure is [GSo1] Thm. 7. We sketch the idea: Everything is de�ned on the level

of coe�cients, so it does not depend on Y . Compatibility with multiplication is [G]

2.3.2. Compatibility with 
-operators can be checked on the level of universal Chern

classes, i.e., for elements C

i;N

2 H

2i

sT

(BGl

n

;

~

F(i)). Now use the splitting principle

([G] 2.4).

The last part of the proposition is a generalization of Gillet's Riemann-Roch Theorem

[G] 4.1 to spaces of our special type. The proof carries over by the same method as in

the proof of Riemann-Roch for K-cohomology B.2.18. Mutis mutanda the statement

can be found in [Jeu] Lemma 2.13.

Documenta Mathematica 3 (1998) 27{133



Classical Motivic Polylogarithm 117

Remark: This will allow to de�ne regulator maps from K-cohomology to the coho-

mology theories we are interested in.

Corollary B.3.8. Let X , Z, d, Y

:

and F be as in the theorem. In addition assume

that F is pseudo-
asque. Let U be the complement of Y in X . We abbreviate

Y

U

= Y

:

�

X

U , Y

Z

= Y

:

�

X

Z and F

j

= K(

~

F(j)). Then there is a natural morphism

of long exact sequences

H

i�1

M

(Y

U

; j) ����! H

i�2d

M

(Y

Z

; j � d) ����! H

i

M

(Y

:

; j) ����! H

i

M

(Y

U

; j)

?

?

y

?

?

y

?

?

y

?

?

y

H

i�1

sT

(Y

U

; F

j

)����! H

i�2d

sT

(Y

Z

; F

j�d

) ����!H

i

sT

(Y

:

; F

j

)����!H

i

sT

(Y

U

; F

j

)

=

?

?

y

=

?

?

y

=

?

?

y

=

?

?

y

h

i�1

F(j)(Y

U

)����!h

i�2d

F(j � d)(Y

Z

)����! h

i

F(j)(Y

:

)����! h

i

F(j)(Y

U

)

Proof. We start with the long exact sequences for relative cohomology (B.1.7) with

coe�cients in the spectrum K and in the spectrum K(

~

F). Their compatibility is

nothing but functoriality. Relative cohomology is replaced by cohomology of Y

:

�

X

Z

using B.3.7. Finally we pass to graded pieces of the 
-�ltration. Note that the indices

in the de�nition of motivic cohomology are chosen in a way that they agree with the

indices of other cohomology theories under Chern class maps. Equality of the last

two lines is B.3.4

Note that the last line has nothing to do with generalized cohomology or spaces.

B.4 Continuous Etale Cohomology

There are di�erent ways of de�ning continuous �etale cohomology. We will see that

they all give the same thing.

Fix a number �eld K and a prime l. Let B be an open subscheme of Spec o

K

[1=l]

where o

K

is the ring of integers of K.

Proposition B.4.1 (Deligne, Ekedahl). Let f : Y ! X be a morphism of B-

schemes of �nite type. Then there are triangulated categoriesD

b

c

(X�Z

l

) and D

c

(Y �

Z

l

) admitting the following: there is a t-structure whose heart are the constructible

l-adic systems. There are functors

f

!

; f

�

: D

b

c

(Y �Z

l

) �! D

b

c

(X �Z

l

)

and

f

�

; f

!

: D

b

c

(X �Z

l

) �! D

b

c

(Y �Z

l

)

having all the usual properties of Grothendieck functors.

Proof. This is [Ek] Thm 6.3. In the case B = Spec o

K

[1=l] the category was already

constructed in [D4], 1.1.2.
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Remark: D

b

c

(X � Z

l

) should be thought of as the bounded derived categories of

constructible l-adic sheaves on X

et

. By Ekedahl's construction D

b

c

(X �Z

l

) is a sub-

category of a localization of a subcategory of the derived category of the abelian

category (X

et

)

N

�Z

l

. By this notation Ekedahl means the category of projective sys-

tems of �etale sheaves on X ringed by the projective system Z=l

n

. The four functors

are de�ned on the level of this last derived category. Ekedahl then shows that they

induce well-de�ned functors on D

b

c

(X � Z

l

). In the case B open in Spec o

K

[1=l], we

get away with Deligne's more straightforward construction.

Definition B.4.2 (1. Version). a) For k 2 Z let Z

l

(k) be the constructible l-adic

sheaf on B given by the projective system �


k

l

n

.

b) We de�ne continuous �etale cohomology of s : X ! B by

H

i

cont

(X; k) = Hom

D

b

c

(X�Z

l

)

(s

�

Z

l

(0); s

�

Z

l

(k)[i]) :

c) If j : U ! X is an open immersion with complement Y we de�ne relative contin-

uous �etale cohomology by

H

i

cont

(X rel Y; k) = Hom

D

b

c

(X�Z

l

)

(s

�

Z

l

(0); j

!

(s � j)

�

Z

l

(k)[i]) :

d) More generally, let M be an object of D

b

c

(X � Z

l

). We de�ne continuous �etale

cohomology of X with coe�cients inM as

H

i

cont

(X;M) = Hom

D

b

c

(X�Z

l

)

(s

�

Z

l

(0);M[i]) :

This de�nition allows to derive all the usual spectral sequences from the calculus

of the Grothendieck functors.

Remark: As checked in [H2] x4 this de�nition coincides with Jannsen's original one

in [Jn1] sect. 3. In our case continuous �etale cohomology with coe�cients in a

constructible l-adic sheaf (

~

F

n

)

n

is nothing but the naive lim

 �

H

n

et

(X;

~

F

n

) because all

H

n

et

(X;

~

F

n

) are �nite.

Let us now de�ne continuous �etale cohomology in a way that �ts in with the

setting of the previous section.

Definition B.4.3 (2. Version). Consider the projective system of sheaves

�

�


k

l

n

�

n2N

on the big �etale site over B. Let I be an injective resolution in the

category of projective systems. It is given by a projective system I

n

of injective res-

olutions of �


k

l

n

on the big �etale site with split surjective transition morphisms ([Jn1]

1.1). By taking sections we get a projective system of complexes of Zariski-presheaves

R�

�

�


k

l

n

�

n2N

. The functor R lim

 �

turns it into a complex F

l

(k) of Zariski-presheaves.

For any space X put

H

i

cont

(X; k) = H

i

sT

(X;K(

~

F

l

(k))) :

In particular if � : Y ! X is a morphism of spaces, then we put

H

i

cont

(X rel Y; k) = H

i

sT

(C(�);K(

~

F

l

(k))) :
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Lemma B.4.4. If X is a B-scheme, then both versions of the de�nition of continuous

�etale cohomology agree canonically. If Z ! X is a closed immersion, then the same

is true for both de�nitions of relative continuous �etale cohomology.

Proof. F

l

(X) is nothing but an explicit version of the derived functor R lim

 �

R�(X; � )

from the derived category of projective systems of �etale sheaves to the derived category

of abelian groups. Hence the complex F

l

(X) computes the �rst version of continuous

�etale cohomology. In particular it has the Mayer-Vietoris property. Hence we can

apply the lemmas of the previous section (B.3.4) and get

H

i

sT

(X;K(

~

F

l

)) = h

i

(F

l

(X)) :

To extend the result to relative �etale cohomology we use essentially the same

argument as in B.3.6.b).

Remark: When we say that the isomorphism is canonical, we think in particular of

the following situation: The cartesian diagram of schemes

U

0

j

0

����! X

0

i

0

 ���� Y

0

?

?

y

f

?

?

y

?

?

y

U

j

����! X

i

 ���� Y

x

?

?

g

x

?

?

x

?

?

U

00

j

00

����! X

00

i

00

 ���� Y

00

(f , j open, g, i closed complements) induces a map

H

i

cont

(X rel Y; n)

f

�

�! H

i

cont

(X

0

rel Y

0

; n) ;

which is compatible with the identi�cation. If all schemes are smooth and X

00

inter-

sects Y transversally, then we also get the same long exact sequence

� � � ! H

i�2d

cont

(X

00

rel Y

00

; n� d)! H

i

cont

(X rel Y; n)! H

i

cont

(X

0

rel Y

0

; n)

! H

i+1�2d

cont

(X

00

rel Y

00

; n� d)! � � �

using either de�nition of relative cohomology.

Lemma B.4.5. If

~

Y ! Y is a proper covering (i.e., a proper and surjective map),

then it has cohomological descent for continuous �etale cohomology. In particular if

Y ! X is a closed embedding and

~

Y a proper covering of Y , then there is a natural

isomorphism

H

i

cont

(X rel Y; j) �! H

i

cont

(X rel cosk

0

(

~

Y =Y ); j)

where the right hand side is taken in the sense of spaces.

Proof. Cohomological descent is a consequence of the same descent for �etale coho-

mology with torsion coe�cients prime to the characteristic of the schemes ([SGA4,II],

Exp. Vbis, 4.1.6). By B.3.6.b) the second part follows.
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Proposition B.4.6. On the Zariski site of smooth schemes over B, the presheaf

~

F

l

has the properties of a twisted duality theory. There are regulator maps from

K-cohomology to continuous �etale cohomology

H

i

M

(Y; j) �! H

i

cont

(Y; j)

for all K{coherent spaces Y . They are compatible with pullback, i.e., if f : Y ! Y

0

is a map of K{coherent spaces, we get commutative diagrams

H

i

M

(Y

0

; j)

f

�

����! H

i

M

(Y; j)

c

j

?

?

y

?

?

y

c

j

H

i

cont

(Y

0

; j)

f

�

����! H

i

cont

(Y; j)

:

If i : Z ! X is a closed immersion of smooth schemes (constant codimension d) with

open complement U and Y

:

a space constructed form schemes over X as in B.2.18,

then the regulator is compatible with pushout, i.e., the diagram

H

n�2d

M

(Y

:

�

X

Z; j � d)

i

�

�! H

n

M

(Y

:

; j)

c

j�d

?

?

y

?

?

y

c

j

H

n�2d

cont

(Y

:

�

X

Z; j � d)

i

!

�! H

n

cont

(Y

:

; j)

is commutative.

Proof. We restrict to smooth schemes for simplicity. We have to de�ne the extra-

structure from [G] 1.1 and 1.2. We put

H

i

(X; j) = H

2d�i

cont

(X; d� j)

for a d-dimensional smooth connected scheme. Pull-back on cohomology and pushout

on homology are induced from the functors on sheaves on the �etale site. We do not

work out the details. For a single �etale sheaf �

l

n

this is actually one of Gillet's

examples 1.4 (iii).

There is really only one case when this regulator is understood.

Lemma B.4.7. Let K be a number �eld, o

K

be its ring of integers and l a prime.

Assume 2i� k � 2, then Soul�e's l-adic regulator

K

2i�k

(o

K

[1=l])
Z

l

�! H

k

cont

(Spec o

K

[1=l]; i)

agrees with the one obtained from Prop. B.4.6.

Proof. Put A = o

K

[1=l]. Soul�e's de�nition in [Sou2] is the composition

K

2i�k

(A) �! lim

 �

K

2i�k

(A;Z=l

�

)

lim

 �

c

i;k

����! lim

 �

H

k

et

(A;Z=l

�

(i))
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where c

i;k

is as in [Sou1] II.2.3. There is a natural map of presheaves F

l

(i) !

R�( � ;Z=l

�

(i)). Hence in Gillet's de�nition of Chern classes, we get a commutative

diagram

K

2i�k

(A)

c

i

�! H

k

cont

(SpecA; i)

&

?

?

y

H

k

et

(SpecA;Z=l

�

(i)) :

Hence we only have to consider �nite coe�cients. Furthermore in this simple case of

a regular commutative ring, we do not really need to consider the shea��ed versions

and generalized cohomology. Gillet's construction boils down to a composition of the

Hurewicz-map with universal Chern classes.

For 2i � k � 2, the map c

i;k

is de�ned by the same type of composition ([Sou2] II

2.3.) with the same universal Chern classes.

By the de�nition of K-theory with coe�cients, we have a commutative diagram (loc.

cit. II.2.2) with X = Z

1

BGl(A):

����! �

n

(X)

�l

�

����! �

n

(X) ����! �

n

(X;Z=l

�

) ����!

h

?

?

y

h

?

?

y

?

?

y

h

q

����! H

n

(X;Z)

�l

�

����! H

n

(X;Z) ����! H

n

(X;Z=q) ����! :

For the prime 2 compare also [We].

Theorem B.4.8 (Soul

�

e). Let K be a number �eld, o

K

be its ring of integers and l

any prime. Let S

0

be a �nite set of prime ideals of o

K

and S = S

0

[ flg. Let o

S

be

the localization of o

K

at S. The regulator map

c

j

: H

i

M

(Spec o

S

0

; j)


Q

Q

l

�! H

i

cont

(Spec o

S

; j)

Q

is always injective and an isomorphism for i = 1 and j > 1. We have the following

behaviour for pairs of indices (i; j):

(0; j) j 2 Z isomorphism

(1; j) j < 1 mot. coh. vanishes, l-adic does not in general

(1; 1) injective of �nite codimension

(1; j) j > 1 isomorphism

(2; j) j < 1 conjectured to be isom., i.e., etale coh. to vanish

(2; 1) injective of �nite codimension

(2; j) j > 1 isomorphism, i.e., both vanish

(i; j) else both vanish

Proof. We have

H

i

cont

(Spec o

S

; j)

Q

= H

i

(G

S

;Q

l

(j))

where G

S

is the Galois group of the maximal extension of K that is unrami�ed

outside of S. We �rst check that these groups vanish for i > 2: By [Mi] I Cor. 4.15

all H

i

(G

S

; �


j

l

n

) are �nite. This means that the projective systems for varying n are
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Artin-Rees. We do not get a lim

 �

1

-contribution to continuous cohomology. Moreover,

by loc. cit. I. 4.10.c) the H

i

(G

S

; �


j

l

n

) for i � 3 are 2-torsion. This implies that their

projective limit is 2-torsion. In total we have vanishing cohomology H

i

(G

S

;Q

l

(j))

for i � 3.

The case i = 0 is trivial. H

1

(G

S

;Q

l

(1)) = E

S


 Q

l

where E

S

are the S-units, while

H

1

M

(Spec o

S

0

; 1) = o

�

S

0


Q

l

. ForH

2

(G

S

;Q

l

(1)) (the S-Brauer-group) the codimension

is the same as in the (1; 1){case by Euler-Poincar�e duality (cf. the discussion in

[Jn2] Lemma 2 and Cor. 1.). In the remaining cases, neither motivic (B.2.20) nor

continuous �etale cohomology ([Jn3] Lemma 4) is changed by the inversion of S

0

, at

least up to torsion. We assume S

0

= ;. For odd l, the cases (1; j) and (2; j) for

j > 1 are Soul�e's result in [Sou2] Theorem 1. Note that we are in the range where

the previous lemma applies.

For l = 2, we have to re�ne the argument. On the level of Q

2

-coe�cients we may, by

Galois descent, assume that K contains

p

�1 { note that the only prime which could

possibly ramify in this quadratic extension has been inverted, and hence we get an

�etale extension of rings. By [DwF], Theorem 8.7 and the succeeding remark, we have

surjectivity even for l = 2.

To conclude, we need to show that the Q

2

-vector spaces have the right dimension.

Let j > 1. By [Jn2], proof of Lemma 1, the dimension of

H

i

cont

(Spec o

K

[1=2]; j)

Q

equals the corank of

H

i

cont

(Spec o

K

[1=2];Q

2

=Z

2

(j)) :

By [Sou3], 1.2 and Proposition 2, this corank, for i = 1, equals the rank of the

K{group if and only if

H

2

cont

(Spec o

K

[1=2];Q

2

=Z

2

(j))

is torsion. This in turn follows from [We], Theorem 7.3.

Finally we want to discuss Soul�e's elements in K-theory with coe�cients. Every-

thing is in the setting of simplicial sets and spectra in the usual sense. Generalized

cohomology does not enter. Let � be the sphere spectrum and l

r

a prime power. By

de�nition of the Moore spectrum there is a co�bration sequence

�

l

r

�! �

i

l

r

�!M

l

r

j

l

r

��! S� :

Recall that for the ring of integers in a number �eld A

K

n

(A;Z

l

) = lim

 �

K

n

(A;Z=l

�

) = lim

 �

�

n

(K ^M

l

�

) :

The Moore spectrum has a unique product for l > 2. For l = 2; r � 2 there are two

projective systems of regular product structures on M

l

r

([O], Theorem 2 (a), (b)

and Lemma 5). Together with the product structure on K this de�nes a product on

K

�

(A;Z

l

) for l � 2.
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For d � 2, we de�ne R = Z(�

d

; 1=dl). Recall ([Sou2], Lemma 1, [Sou5], 4.1{4.3)

Soul�e's construction of maps

'

l

: primitive elements of �

d

�! K

2n+1

(R;Z

l

) = K

2n+1

(R)


Z

Z

l

:

The original statement is for odd primes l, but using the above 2-adic product the

construction works without any changes for l = 2. For a primitive d-th root of unity

!, choose some (�

r

)

r�1

2 lim

 �

�

dl

r

satisfying �

l

1

= !. Let (�

r

)

r�1

2 lim

 �

K

2

(R;Z=l

r

)

be the projective system of Bott elements with j

2

r

(�

r

) = �

r

2 K

1

(R). Using the

formalism of norm compatible units developed in [Sou2], one lets '

l

(!) denote the

projective system

�

N

r

((1� �

r

) [ (�

d

r

)

[n

)

�

r

2 lim

 �

K

2n+1

(R;Z=l

r

Z) :

Remark: It is not clear to the authors whether the 2-adic Soul�e elements depend on

the choice of product on the Moore spectrum. By [O] pp. 263{264, the di�erence

between the two regular products � and �

0

on M

2

r

is given by

M

2

r

^M

2

r

j

2

r

^j

2

r

�����! S� ^ S�

�

2

�! �

i

2

r

��!M

2

r

:

Lemma B.4.9. Let � be a root of unity and n � 0. The restriction map from

H

1

cont

(Q(�);Q

l

(n+ 1)) into

H

1

cont

(Q(�

l

1

; �);Q

l

(n+ 1))

Gal(Q(�

l

1

;�)=Q(�))

=

0

@

lim

 �

r�1

�

H

1

cont

(Q(�

l

1

; �); �

l

r

)
 �


n

l

r

�




Z

l

Q

l

1

A

Gal(Q(�

l

1

;�)=Q(�))

=

0

@

lim

 �

r�1

�

Q(�

l

1

; �)

�

=(Q(�

l

1

; �)

�

)

l

r


 �


n

l

r

�




Z

l

Q

l

1

A

Gal(Q(�

l

1

;�)=Q(�))

is injective.

Proof. Note that the argument given in the discussion preceding [WiIV], Theorem

4.5 is incorrect since the transition maps

H

1

cont

�

Q(�

l

m

; �); �


(n+1)

l

r

�

�! H

1

cont

�

Q(�

l

m+1
; �); �


(n+1)

l

r

�

are in general not injective. The kernel of the restriction map is given by

H

1

cont

(Q(�

l

1

; �)=Q(�);Q

l

(n+ 1)) :

Since [Q(�

l

; �) : Q(�)] is prime to l, we have to show that

H

1

cont

(Q(�

l

1

; �)=Q(�

l

; �);Z

l

(n+ 1))

is torsion. But the Galois group G of Q(�

l

1

; �)=Q(�

l

; �) is isomorphic to Z

l

, and

hence its �rst cohomology equals the functor of coinvariants. Our claim follows since

n � 0.
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Proposition B.4.10. Let � be a �xed d-th root of unity. The l-adic regulator

r

l

: K

2n+1

(R)


Z

Q

l

! H

1

cont

(Q(�

d

);Q

l

(n+ 1))

takes '

l

(�

b

) to the cyclotomic element in continuous Galois cohomology

0

@

X

�

l

r

=�

b

[1� �]
 (�

d

)


n

1

A

r

(in the description of the last lemma) de�ned by Soul�e and Deligne (cf. [Sou2], page

384, [D5], 3.1, 3.3).

Proof. If l is odd, then this is [Sou1], Th�eor�emes 1 and 2. For l = 2 the same is true

using the properties of the 2-adic regulator (see [We]).

B.5 Absolute Hodge Cohomology

Let B = Spec C or B = SpecR in this section.

In A.1.9 a de�nition of absolute Hodge cohomology and relative cohomology for

general varieties over C was given. The variant over R was A.2.6.

By A.1.10 resp. A.2.7 absolute Hodge cohomology of smooth varieties is given

functorially by Beilinson's complexes R�

H

p

( � =B; n).

Lemma B.5.1. These form a pseudo-
asque complex of presheaves on the Zariski site

of smooth B-schemes.

Proof. By construction [B1] they form a presheaf on pairs (U;U) where U is a com-

pacti�cation with complement an NC-divisor. (For more details cf. [H1] Prop. 8.3.3.)

Taking the limit over all choices of U we get the desired presheaf. To say it is pseudo-


asque means that absolute Hodge cohomology has the Mayer-Vietoris property. In

the context of A.1.9 and A.2.6 it is a formal consequence of the existence of triangles

(i

�

i

!

; id; j

�

j

�

) for open immersions j with closed complement i. In the context of [B1]

it follows from the Mayer-Vietoris property of De Rham-cohomology and singular

cohomology.

We now consider the corresponding generalized cohomology.

Definition B.5.2 (2. Version). If X is a space over B, then we de�ne absolute

Hodge cohomology by

H

i

H

p

(X=B; n) = H

i

sT

(X;K(

f

R�

H

p

( � =B; n)) :

If f : Z ! X is a morphism of spaces, then we de�ne relative cohomology

H

i

H

p

(X rel Z=B; n) = H

i

sT

(Cone(f);K(

f

R�

H

p

( � =B; n)) :

Lemma B.5.3. There is a functorial isomorphism between both de�nitions of absolute

Hodge cohomology for a smooth varietyX . If Y ! X is a closed immersion of smooth

schemes, then the same is true for relative cohomology.
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Proof. Lemma B.3.4 and Lemma B.3.6.a).

In order to get the same equalities at least for some singular varieties we have

to check a descent property for Hodge modules. For this we need functoriality of

i

�

i

�

with values in complexes of Hodge modules rather than objects in the derived

category.

Lemma B.5.4. Let X=C be smooth and i : Y ! X a closed reduced subscheme of

pure codimension 1. Let Y =

S

n

i=0

Y

i

. For I � f0; : : : ; ng and M 2 MHM

F

(X) let

i

I

: Y

I

=

\

i2I

Y

i

�! X

j

I

: U

I

= X r

[

i2I

Y

i

�! X

M

I

= j

I!

j

�

I

M 2 MHM

F

(X) :

All Y

I

are equipped with the reduced structure. Then i

I�

i

�

I

M de�nes a functor

fsubsets of f0; : : : ; ngg �! C

b

(MHM

F

(X)) :

Proof. As j

I

is a�ne both j

�

I

and j

I!

map Hodge modules to such. Note that locally

each Y

i

is given by a function f

i

on X . The functor i

I�

i

�

I

has an explicit description

for closed subschemes of the type Y

I

given in the proof of [S2] Prop. 2.19. In fact

i

I�

i

�

I

M = : : : �!

M

I

0

�I;jI

0

j=2

M

I

0

�!

M

I

0

�I;jI

0

j=1

M

I

0

�!M

where the complex sits in degrees less or equal to zero.

Proposition B.5.5. Let X=C be smooth and i : Y ! X a closed subscheme as in

the lemma. Let

~

Y = Y

0

q � � � q Y

n

and

~

Y

:

= cosk

0

(

~

Y =Y )

s

�! Y ;

i.e.,

~

Y

k

=

~

Y �

Y

� � � �

Y

~

Y (k + 1 factors) :

Then the functor s

�

s

�

de�ned by the total complex of the cosimplicial complex

(s

n�

s

�

n

)

n2N

0

is isomorphic to i

�

i

�

.

Proof. Note that

~

Y

k

=

a

I2f0;:::;ng

k+1

Y

I

where Y

I

= Y

fi

0

;:::;i

k

g

in the notation of the previous lemma. LetM be in MHM

F

(X).

By the previous lemma we get indeed a cosimplicial complex hence s

�

s

�

M is a well-

de�ned complex of Hodge modules. Let

~

Y

�

:

be the simplicial subscheme given by

~

Y

�

k

=

a

I=(i

0

�i

1

�����i

k

)

Y

I

s

�

k

�! Y :
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By the Hodge module version of the combinatorial Lemma B.6.2, the morphism

s

�

s

�

M ! s

�

�

s

��

M is a quasi-isomorphism. By de�nition ([S2] 2.19)

i

�

i

�

M =M

f0;:::;ng

!M ;

and this complex is canonically quasi-isomorphic to the total complex of the constant

cosimplicial complex i

�

i

�

M . It is easy to see that the natural morphism

Tot i

�

i

�

M �! s

�

�

s

��

M

is a quasi-isomorphism.

Corollary B.5.6. Let X=B be smooth. Suppose Y ! X is an NC-divisor over B

all of whose irreducible components are smooth over B. Then the group H

i

H

p

(Y=B; j)

as de�ned in A.1.9 resp. A.2.6 is isomorphic to the generalized cohomology group

H

i

H

p

(

~

Y

:

=B; j) and to the same noted group in [B1].

Proof. The condition on Y ensures that

~

Y

:

is indeed a smooth simplicial scheme. It

gives rise to a space over B. Cohomological descent for the coe�cients as in B.5.5

implies cohomological descent for their global sections in the sense of B.3.5. We can

use

~

Y

:

as the smooth proper hyper-covering needed in Beilinson's de�nition. Equality

to the generalized cohomology version is again B.3.4.

This is of course cohomological descent for a closed

�

Cech-covering. We have

restricted to this case which is built into the very de�nition of Hodge modules for

simplicity. There is no reason why there should not be cohomological descent in the

same generality as for constructible sheaves.

Lemma B.5.7. Let X=B be smooth, and Z � X a closed immersion of an NC-

divisor all of whose irreducible components are smooth over B. Let

~

Z

:

be the smooth

simplicial scheme of B.5.5, then there is a canonical isomorphism

H

i

H

p

(X rel Z=B; n) = H

i

H

p

(X rel

~

Z

:

=B; n)

where we use the original de�nition on the left and the second on the right.

Proof. This follows by the general method of B.3.6.b) from the descent property that

we have just established.

Remark: If we had checked cohomological descent in general, then we would get

B.5.6 for arbitrary varieties and B.5.7 for arbitrary closed immersions.

Theorem B.5.8. On the site of smooth schemes over B, the presheaves

R�

H

p

( � =B; n) have the properties of a twisted duality theory. There are regu-

lator maps from K-cohomology to absolute Hodge cohomology

H

i

M

(Y; j) �! H

i

H

p

(Y=B; j)

for all K{coherent spaces Y . They are compatible with pullback, i.e., if f : Y ! Y

0

is a map of K{coherent spaces, we get commutative diagrams

H

i

M

(Y

0

; j)

f

�

����! H

i

M

(Y; j)

c

j

?

?

y

?

?

y

c

j

H

i

H

p

(Y

0

=B; j)

f

�

����! H

i

H

p

(Y=B; j)

:
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If i : Z ! X is a closed immersion of smooth schemes (constant codimension d) with

open complement U and Y

:

a space constructed form schemes over X as in B.2.18,

then the regulator is compatible with pushout, i.e., the diagram

H

n�2d

M

(Y

:

�

X

Z; j � d)

i

�

����! H

n

M

(Y

:

; j)

c

j�d

?

?

y

?

?

y

c

j

H

n�2d

H

p

(Y

:

�

X

Z=B; j � d)

i

!

����! H

n

H

p

(Y

:

=B; j)

is commutative.

Proof. We use Gillet's method B.3.7. All axioms of a twisted duality theory hold e.g.

[H1] Ch. 15. Granted this the proof proceeds as in the l-adic case (B.4.6).

Remark: Recall ([N], (7.1)) that there is a natural transformation from absolute

Hodge to Deligne cohomology. The composition of the above regulator with this

transformation was already constructed in [Jeu], 2.5.

Theorem B.5.9 (Borel). Let K be a number �eld with r

1

real and r

2

pairs of

complex embeddings into C . We consider the ring of integers o

K

as a scheme over Z.

Then the Beilinson regulator

H

i

M

(Spec o

K

; j)


Q

R �! H

i

H

p

((Spec o

K

)

R

=R; j)

is an isomorphism for all pairs (i; j) 6= (0; 0); (1; 1). It is injective of codimension

r

1

+r

2

�1 for (i; j) = (0; 0), and injective of codimension one in the case (i; j) = (1; 1).

Proof. Note that the cohomological dimension of the category of Hodge structures is

1. The case i = 0 is trivial, and the case (1; 1) is Dirichlet's classical result. In [Bo2],

the claim (and much more) is proved for the Borel regulator instead of the Beilinson

regulator. By [Rp], Corollary 4.2, the two regulators coincide up to a non{vanishing

rational factor.

B.6 A Combinatorial Lemma

This section gives a purely combinatorial proof why two conceivable de�nitions of the

�

Cech-nerve of a covering are homotopically equivalent. This is well-known at least

for open coverings and

�

Cech-cohomology (and probably in general). But for lack of

�nding an appropriate reference we work out the combinatorics here.

Let C(n) be the following simplicial set:

C(n)

k

= f1; : : : ; ng

k+1

with the obvious face and degeneracy maps. Let C(n)

�

be the simplicial subset of

simplices whose entries are ordered by �. In fact this is the simplicial version of the

n-simplex.

Suppose we are given a covariant functor from the category of subsets of

f1; : : : ; ng to the category of sets. We get simplicial sets by setting

A(n)

k

=

_

[

I2C(n)

k

A

I

A(n)

�

k

=

_

[

I2C(n)

�

k

A

I
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where A

I

is the value of our functor on the set I = fi

0

; : : : ; i

k

g. Note that the elements

of C(n)

k

are ordered tuples but the value of A

I

does not depend on the ordering.

Lemma B.6.1. If the functor has constant value A, then both simplicial sets have

the homotopy

�

i

�

A(n)

?

:

; ?

�

=

(

A if i = 0,

0 else.

Proof. Obviously it is enough to consider the case A = ?, i.e., of the simplicial sets

C(n)

�

! C(n) themselves. Both simplicial sets satisfy the extension condition [M]

1.3 rather trivially. Hence we can use the combinatorial computation of the homotopy

groups given in [M] Def. 3.6. We immediately get the result.

Proposition B.6.2. For a general functor A the injection A(n)

�

! A(n) of simpli-

cial sets is a weak homotopy equivalence.

Proof. We �lter the simplicial sets C(n)

?

by the simplicial subsets F

i

C(n)

?

of sim-

plices in which at most i di�erent integers occur. This induces a �ltration of the simpli-

cial sets A(n)

?

. Let G

i

A(n)

?

be the co�bre of the co�bration F

i�1

A(n)

?

� F

i

A(n)

?

.

It consists of simplices in which precisely i di�erent integers occur. We argue by

induction on i for all functors A at the same time. There is a long exact homotopy

sequence attached to the co�bration sequence

F

i�1

A(n)

?

�! F

i

A(n)

?

�! G

i

A(n)

?

:

By induction it su�ces to show that all co�bres G

i

A(n)=(G

i

A(n)

�

) are weakly equiv-

alent to the �nal object ?. The co�bre decomposes into a union of simplicial sets

corresponding to a di�erent choice of i elements in f1; : : : ; ng each. If su�ces to

prove acyclicity for one choice e.g for the subset f1; : : : ; ig. Hence we only have to

consider G

i

A(i)=G

i

A(i)

�

. But this last co�bre is isomorphic to G

i

B(i)=G

i

B(i)

�

where B is the functor with constant value A

f1;:::;ig

. For i > 1 it is easy to see that

�

0

G

i

B(i)=G

i

B(i)

�

= ?. By B.6.1 the quotients B(n)=B(n)

�

are acyclic for all n. Us-

ing the same co�bration sequence as for A and the inductive hypothesis this implies

that all G

i

B(i)=G

i

B(i)

�

are acyclic.

Note that A could also be a functor to the category of abelian groups or to the

dual of the category of abelian groups.
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1. Introduction

Let Y be a smooth irreducible projective curve de�ned over the real number �eld

R and k = R (Y ) be the �eld of R-rational functions on Y . For a point P 2 Y (R) we

denote the completion of k at the point P by k

P

. The present paper is devoted to the

Hasse principle for the existence of a rational point on principal homogeneous spaces

of a connected linear algebraic group G de�ned over k. It was Colliot-Th�el�ene who

conjectured ( [CT], Conjecture 2.9 ) that for any such space X the Hasse principle

holds relative to all local �elds k

P

, P 2 Y (R), i.e. X(k) 6= ; i� X(k

P

) 6= ; for

each P 2 Y (R). Since principal homogeneous spaces of G are in natural one-to-one

correspondence with elements of the set H

1

(k;G) the latter statement is equivalent

to the following: the natural map of pointed sets

H

1

(k;G) �!

Y

P2Y (R)

H

1

(k

P

; G)(1)

has trivial kernel ( [S] ).

In [CT] Colliot-Th�el�ene proved the Hasse principle for algebraic k-tori and re-

duced the general case to that of a simple simply connected algebraic group G. The

case of an arbitrary connected k-group G has been studied by Scheiderer ( [Sch1] ).

1

The author gratefully acknowledges the support of the Alexander von Humboldt-Stiftung and

SFB 343 \Diskrete Strukturen in der Mathematik" and the hospitality of the University of Bielefeld.
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To prove the Hasse principle he �rst made an important observation (which eventu-

ally turned out to be crucial ) that local objects k

P

can be replaced by real closures

k

�

of k, � 2 


k

, where 


k

denotes the set of all orderings of k. Indeed, using the

description of orderings of k and the so-called Artin-Lang homomorphism theorem

( [Srl], Theorem 3.1 ) it is easy to show that the condition X(k

P

) 6= ; for each real

point P on Y implies X(k

�

) 6= ; for each ordering � of k and hence the triviality of

the kernel of (1) follows immediately from the triviality of the kernel of

� : H

1

(k;G) �!

Y

�2


k

H

1

(k

�

; G)(2)

The question whether � is injective makes sense not only for the function �elds

of curves but also for an arbitrary �eld k and it turned out that � is indeed injective

if k has virtual cohomological dimension ( vcd ) at most 1 (recall that function �elds

in one variable over R are such). We have even more.

Theorem 1. ( Scheiderer, [Sch1] ) Let K be any �eld of virtual cohomological dimen-

sion � 1. Then the Hasse principle holds for any homogeneous K-space X of a

connected linear algebraic K-group G.

Scheiderer's proof can be divided into two parts. In the �rst one it is proved

that for X as in the theorem (here G may even be not connected) there exists a

principal homogeneous space Z which is everywhere locally trivial and dominates X .

The strategy of the proof in this part going back to Springer ( [S], [Sp] ) consists of

replacing X by a homogeneous space which dominates X and has a smaller stabilizer.

It is worth mentioning that in this part most arguments do not use speci�c properties

of K and so most of them are valid over an arbitrary perfect �eld.

The second part of Scheiderer's proof is devoted to the case of a principal ho-

mogeneous space. To treat such a space Scheiderer �rst constructs a locally constant

sheaf of sets H

1

(G) on 


K

whose stalks are just the sets H

1

(K

�

; G). Then he shows

that there exists a natural bijection between the set of global sections of H

1

(G) and

H

1

(K;G). As a whole the proof in this part is quite complicated. It is based on using

�etale machinery and, in particular, strongly relies on results of the book [Sch2].

The aim of this paper is to provide a simpler and shorter self-contained proof

which is based only on the Bruhat decomposition in semisimple algebraic groups and

the so-called strong approximation property (SAP) of �elds (see x 3). We show that

in fact the Hasse principle follows immediately modulo two facts. Informally speaking

one of them says that the kernel of the natural map H

1

(K;T ) ! H

1

(K;G), where

G is an (absolutely) simple simply connected linear K-group and T is a K-torus

splitting over K(

p

�1), can be parametrized by \good" rational functions (see x 2)

and the other says that any �eld of virtual cohomological dimension � 1 is an SAP

�eld.

Acknowledgment. The author is grateful to J.-P. Serre and the referee for

remarks that helped to improve the initial exposition.

2. Algebraic groups splitting over quadratic extensions

Throughout the section K denotes an arbitrary �eld of characteristic 0. Let G

be an (absolutely) simple simply connected algebraic group of rank n de�ned over K
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and splitting over quadratic extension L = K(

p

d ). Let

� = Gal (L=K) = h� j �

2

= 1i:

Consider a Borel L-subgroup B such that T = B \ �(B) is a maximal torus which

will be assumed for simplicity to be K-anisotropic. Since T is splitting over L, one

has

T ' R

(1)

L=K

(G

m

)� : : :�R

(1)

L=K

(G

m

):

To prove the Hasse principle we need to describe Ker [H

1

(�; T (L)) !

H

1

(�; G(L))]. This description can be easily extracted from [Ch]. However this

paper is written in Russian and the translation made by the AMS is unreadable and

contains a lot of misprints. So for the sake of expository completeness and the reader's

convenience we include here details.

First recall some basic facts about the structure of the group G(L) ( for details

see [St1] ). Let � = R(T;G) be the root system of G relative to T . The Borel

subgroup B determines an ordering on the set � and hence a system of simple roots

� = f�

1

; : : : ; �

n

g. If � =

P

n

i

�

i

2 �

+

, then the number ht(�) =

P

n

i

is called the

height of �. If fX

�

; � 2 �;H

�

1

; : : : ; H

�

n

g is a Chevalley basis of the Lie algebra of G,

then G(L) is generated by the corresponding root subgroups G

�

= hx

��

(t) j t 2 Li,

where

x

�

(t) =

1

X

n=0

t

n

X

n

�

/n! ;

and the torus T is generated by T

�

= T \ G

�

= hh

�

(t)i , where h

�

(t) =

w

�

(t)w

�

(1)

�1

and w

�

(t) = x

�

(t)x

��

(�t

�1

)x

�

(t).

Furthermore, since G is simply connected the following relations hold in G (cf.

[St1], Lemma 28 b), Lemma 20 c), Lemma 15 ):

A) T = hh

�

1

(t

1

)i � � � � � hh

�

n

(t

n

)i and for � 2 � we have

h

�

(t) =

n

Y

i=1

h

�

i

(t)

n

i

; where H

�

=

n

X

i=1

n

i

H

�

i

;(3)

B) For �; � 2 � let h�; �i = 2 (�; �)=(�; �). Then we have

h

�

(t)x

�

(u)h

�

(t)

�1

= x

�

(t

h�;�i

u)(4)

C) For all u; v 2 L such that 1 + uv 6= 0 we have

x

��

(u)x

�

(v) = x

�

(v(1 + uv)

�1

)h

�

(1 + uv)

�1

x

��

(u(1 + uv)

�1

)(5)

D) For all �; � 2 �, � 6= ��, we have

x

�

(v)x

�

(u)x

�

(v)

�1

x

�

(u)

�1

=

Y

i;j>0

x

i�+j�

(c

i;j

v

i

u

j

)(6)

where the product on the right hand side is taken over all roots of the form i�+ j�

and the c

i;j

are integers which depend on �; � and on the chosen ordering of the roots

but do not depend on v and u.
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Since T is K-de�ned, � acts on the root system �. More exactly, for any � 2

� the character � + �(�) is K-de�ned and hence is zero, i.e. �(�) = ��, since,

by assumption, T is K-anisotropic. It follows that there exists c

�

2 L

�

such that

�(X

�

) = c

�

X

��

; in particular, the subgroup G

�

is K-de�ned.

The constants c

�

actually lie in K and c

��

= c

�1

�

. Indeed, for rank one groups,

i.e. of the form SL (1; D), where D is a quaternion K-algebra, this fact can be veri�ed

directly. The general case easily reduces to the rank one case since G

�

is a simple

simply connected K-group of rank 1. Thus, we have

Lemma 1. There exists constant c

�

2 K

�

such that for any u 2 L one has �(x

�

(u)) =

x

��

(c

�

�(u)). Moreover, G

�

' SL(1; D), where D is a quaternion algebra over K of

the form D = (d; c

�

).

Proof: Straightforward computations.

Lemma 2. The positive roots �

+

= f�

1

; : : : ; �

m

g can be ordered in such a way that

the following two properties hold:

1) for any pair of roots �

i

; �

j

, for which i < j and �

i

+ �

j

= �

k

2 �

+

, the root �

k

is

between �

i

and �

j

, i.e. i < k < j;

2) if � is a root system of type either A

2n�1

or D

n

or E

6

and � is the outer au-

tomorphism of � induced by the non-trivial automorphism of order 2 (resp. 3) of

the corresponding Dynkin diagram, then for any root �

i

2 �

+

the roots �

i

and �(�

i

)

(resp. �

i

; �(�

i

); �

2

(�

i

)) are neighbours.

Proof. a) Let � = f"

i

� "

j

j 1 � i 6= j � 2ng be a root system of type A

2n�1

. Let

�

1

= "

1

�"

2

; : : : ; �

2n�1

= "

2n�1

�"

2n

be a basis of � and �

1

be the subsystem generated

by the roots �

2

; : : : ; �

2n�2

. By induction, we can pick an ordering �

+

1

= f�

1

; : : : ; �

k

g

with the required properties. Let 
 = �

1

+� � �+�

2n�1

. We number the remaining roots

�

+

n f�

+

1

[ 
g = f�

k+1

; : : : ; �

m�1

g in the order of decreasing height. If �

i

denotes

the last root among f�

k+1

; : : : ; �

m�1

g such that ht (�

i

) � n, then the ordering

�

+

= f�

1

; : : : ; �

k

; �

k+1

; : : : ; �

i

; 
; �

i+1

; : : : ; �

m�1

g

is as required.

b) � is a root system of type A

2n

; B

n

; C

n

; D

n

; E

7

. It follows from the description

of root systems of these types that there exists a subsystem �

1

generated by n � 1

simple roots, say �

1

; : : : ; �

n�1

, such that any root � 2 �

+

n�

+

1

can be written as a

sum � = m

1

�

1

+ � � �+m

n�1

�

n�1

+�

n

. If � is of type D

n

and j�j = 2, we may assume

in addition that the set f�

1

; : : : ; �

n�1

g is stable under �. The root system �

1

has

rank n� 1 and so by induction, there exists an ordering of the required type on the

set �

+

1

= f�

1

; : : : ; �

k

g. We number the remaining roots �

+

n �

+

1

= f�

k+1

; : : : ; �

m

g

in the order of decreasing height. Then the ordering f�

1

; : : : ; �

m

g is as required.

c) � is a root system of type E

6

; E

8

; F

4

; G

2

. Here one can argue as in case a).

Namely, there exists a subsystem �

1

generated by simple roots �

1

; : : : ; �

n�1

such that

any root � 2 �

+

n�

+

1

is of the form � = m

1

�

1

+ � � �+m

n�1

�

n�1

+�

n

except for the

maximal root ~� and ~� is of the form ~� = m

1

�

1

+� � �+m

n�1

�

n�1

+2�

n

. Let b = ht (~�).

Again, applying induction we can �nd an ordering �

+

1

= f�

1

; : : : ; �

k

g with the desired

properties and then we number the roots �

+

n f�

+

1

[ ~�g = f�

k+1

; : : : ; �

m�1

g in the

order of decreasing height. If � has type E

6

, we may assume in addition that � and

�(�) are neighbours for all � 2 �

+

. Let �

i

be the last root among f�

k+1

; : : : ; �

m�1

g
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such that ht (�

i

) � b=2. We claim that the ordering

�

+

= f�

1

; : : : ; �

k

; �

k+1

; : : : ; �

i

; ~�; �

i+1

; : : : ; �

m�1

g

has the desired properties. Indeed, if �

j

= �

s

+�

t

, where s < t and j 2 fk+1; : : : ;m�

1g, then clearly �

s

belongs to �

+

1

. It follows that �

j

lies between �

s

and �

t

, since

ht (�

j

) � ht (�

s

); ht (�

t

). Now let ~� = �

s

+ �

t

; s < t;. Then s; t 2 fk + 1; : : : ;m� 1g

and ht (�

s

) � b=2, ht (�

t

) < b=2 (we use the fact that ht(~�) is odd ), implying ~� is

also between �

s

and �

t

.

d) � has type D

4

and j�j = 3. Let �

1

; : : : ; �

4

be simple roots such that �

permutes �

1

; �

3

; �

4

. Then the required ordering is as follows: �rst we place �

2

, then

all roots of the height 2, then the maximal root and then the roots of heights 3; 4; 1

respectively.

Corollary 1. Let �

i

; �

j

; j < i; be any two positive roots. Then for any positive root

�

k

of the form �

k

= r�

j

� l�

i

; r; l > 0, one has k < j. Analogously, for any negative

root of the form ��

k

= r�

j

� l�

i

; r; l > 0; one has k > i.

Proof. We distinguish three cases.

a) h�

i

; �

j

i

Q

\ � has type A

2

. Then r = l = 1 and hence if �

k

= �

j

� �

i

is a

positive root then �

k

+ �

i

= �

j

, implying k < j < i. Analogously, if �

j

� �

i

= ��

k

then we have j < i < k.

b) h�

i

; �

j

i

Q

\ � has type B

2

. Then either r = l = 1 or r = 1 and l = 2 or r = 2

and l = 1. The case r = l = 1 was already handled in part a). Now let �

k

= �

j

� 2�

i

.

Then �

j

� �

i

= �

s

is also a positive root implying s < j. Futhermore, �

k

= �

s

� �

i

and s < j < i. So again we have k < s < j. The remaining cases can be handled in a

similar way.

c) h�

i

; �

j

i

Q

\ � has type G

2

. Here the proof is similar to that of case b) and we

omit it.

Proposition 1. Fix an order in �

+

as in Lemma 2. Then the regular map

! : G

n

m

� IA

2m

�! G ; (t

1

; : : : ; t

n

; u

1

; : : : ; u

m

; v

1

; : : : ; v

m

) �!

n

Y

i=1

h

�

i

(t

i

)x

��

1

(u

1

)x

�

1

(v

1

) � � �x

��

m

(u

m

)x

�

m

(v

m

)

is birational over L.

Remark 1. This statement is also true in positive characteristic. There is the only

place which require additional work: one need additionally to check that ! is a sepa-

rable map.

Proof. Both sides have the same dimension and hence it su�ces to prove the injec-

tivity of ! on some Zariski open subset, since charK = 0.

First we show that for any integer i and any parameters u

1

; : : : ; u

i

and v

1

; : : : ; v

i

from some Zariski open subset the element

A

i

= x

��

1

(u

1

)x

�

1

(v

1

) � � �x

��

i

(u

i

)x

�

i

(v

i

)

of the group G can be written in the form

A

i

=

n

Y

k=1

h

�

k

(f

k

)

m

Y

j=1

x

��

j

(r

j

)

i�1

Y

j=1

x

�

j

(s

j

)x

�

i

(v

i

);
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where f

k

; r

j

; s

j

are rational functions depending on u

1

; : : : ; u

i

; v

1

; : : : ; v

i�1

.

If i = 1 there is nothing to prove. By induction, we may write A

i�1

in the form

n

Y

k=1

h

�

k

(f

k

)

m

Y

j=1

x

��

j

(r

j

)

i�2

Y

j=1

x

�

j

(s

j

)x

�

i�1

(v

i�1

):

To write A

i

= A

i�1

x

��

i

(u

i

)x

�

i

(v

i

) in the same form we have to transpose x

��

i

(u

i

)

with each factor in the product

Q

i�2

j=1

x

�

j

(s

j

)x

�

i�1

(v

i�1

). By (6) and by Corollary 1,

every time doing so we obtain additional factors x

�

s

( ) or x

��

s

( ), where s < i�1 in the

�rst case and s > i in the second case. Collecting together all these factors correspond-

ing to negative roots we can write the element

Q

i�2

j=1

x

�

j

(s

j

)x

�

i�1

(v

i�1

)x

��

i

(u

i

) in

the form

n

Y

k=1

h

�

i

(

~

f

k

)

m

Y

j=1

x

��

j

(~r

j

)

i�1

Y

j=1

x

�

j

(~s

j

)

and so our claim follows.

Now we are ready to prove the injectivity of !. Suppose that

!(t

1

; : : : ; t

n

; u

1

; : : : ; u

m

; v

1

; : : : ; v

m

) = !(

~

t

1

; : : : ;

~

t

n

; ~u

1

; : : : ; ~v

m

)(7)

From the above argument and the Bruhat decomposition we get immediately v

m

=

~v

m

. To show that u

m

= ~u

m

, we use (4), (5). Namely, it follows from (4), (5) that the

left hand side of (7) may be written in the form

n

Y

i=1

h

�

i

(f

i

) [x

�

1

(s

1

)x

��

1

(r

1

)] � � � [x

�

m�1

(s

m�1

)x

��

m�1

(r

m�1

)]

x

�

m

[v

m

(1 + u

m

v

m

)]x

��

m

[u

m

(1 + u

m

v

m

)

�1

] ;

where f

1

; : : : ; f

n

; s

1

; : : : ; s

m�1

; r

1

; : : : ; r

m�1

are rational functions. Rewriting the

right hand side of (7) in the same form we conclude that

u

m

(1 + u

m

v

m

)

�1

= ~u

m

(1 + ~u

m

~v

m

)

�1

;

hence u

m

= ~u

m

. After cancelling the factor x

��

m

(u

m

)x

�

m

(v

m

) in (7) the same

argument shows that v

m�1

= ~v

m�1

; u

m�1

= ~u

m�1

and so on.

Now we are in position to formulate the main result of the section.

Theorem 2. Let g 2 G(L) be such that g

1��

2 T (L). Then there exist quaternion

algebras D

1

; : : : ; D

m

over K and elements w

1

; : : : ; w

m

2 K which are reduced norm

of D

1

; : : : ; D

m

respectively and elements t

1

; : : : ; t

n

2 L such that

g

1��

=

n

Y

i=1

h

�

i

(t

i

�(t

i

))

m

Y

i=1

h

�

i

(w

i

)

Proof. If g

1��

2 T (L), then for any x 2 G(K) one has g

1��

= (gx)

1��

. Since

G(K) is Zariski dense in G, we may always assume that our element g is in \generic"

position by which we mean point in some Zariski open subset U � G which can be

easily speci�ed from the argument. So let

g =

n

Y

i=1

h

�

i

(t

i

)x

��

1

(u

1

)x

�

1

(v

1

) � � �x

��

m

(u

m

)x

�

m

(v

m

)
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where t

i

; u

i

; v

i

2 L. Denote t =

Q

n

i=1

h

�

i

(t

i

) and g

i

= x

��

i

(u

i

)x

�

i

(v

i

); i = 1; : : : ;m.

Let also t

0

= g

1��

, so that

t � g

1

� � � g

m

= t

0

� �(t) � �(g

1

) � � � �(g

m

)(8)

By Lemma 1, we have �(g

i

) 2 G

�

i

. Then applying Proposition 1 we conclude that

g

m

and �(g

m

) coincide modulo T

�

m

(L) = T (L) \ G

�

m

and so the element g

��1

m

is

of the form h

�

m

(w

m

) for some parameter w

m

. We claim that w

m

2 K and it is a

reduced norm of the quaternion K-algebra D

m

= (d; d

�

m

), where d

�

m

= c

�

m

. Indeed,

by construction the cocycle (g

��1

m

) 2 Z

1

(�; T

�

m

(L)) is trivial in Z

1

(�; G

�

m

(L)) and

by Lemma 1, G

�

m

' SL(1; D

m

), hence our claim follows.

Substituting �(g

m

) = h

�

m

(w

m

) � g in (8) and cancelling g, we have then

t � g

1

� � � g

m�1

= t

0

� �(t) � h

�

m

(w

m

) � [h

�

m

(w

m

)

�1

�(g

1

)h

�

m

(w

m

)] � � �

� � � [h

�

m

(w

m

)

�1

�(g

m�1

)h

�

m

(w

m

)]

Applying again Proposition 1 and arguing analogously we have

[h

�

m

(w

m

)

�1

�(g

m�1

)h

�

m

(w

m

)] = h

�

m�1

(w

m�1

) � g

m�1

for some parameter w

m�1

, which is again a reduced norm of the quaternionK-algebra

D

m�1

= (d; d

�

m�1

), where

d

�

m�1

= c

�

m�1

w

h�

m�1

;�

m

i

m

:

To see it, let ~g

m�1

= h

�

m

(w

m

)

�1

�(g

m�1

)h

�

m

(w

m

). Using (4) we have

~g

m�1

= x

�

m�1

(c

�1

�

m�1

w

�h�

m�1

;�

m

i

m

�(u

m

)) � x

�

m�1

(c

�

m�1

w

h�

m�1

;�

m

i

m

�(v

m

)):

It follows that (h

�

m�1

(w

m�1

)) = (~g

m�1

� g

�1

m�1

) can be viewed as a trivial cocycle in

an K-group of rank 1 whose K-structure, i.e. action of � , is given by the constant

d

�

m�1

. This fact combined with Lemma 1 implies w

m�1

is a reduced norm of D

m�1

,

as claimed, and so on. Theorem 2 is proved.

In x 4 we will also deal with a simple simply connected algebraicK-groupG which

is quasi-split over a quadratic extension L=K and for such a group we also need to

describe elements of the form g

1��

2 T (L), where g 2 G(L).

Clearly, K-groups of type

2

A

2n

split over a quadratic extension of K. Since this

case has been already handled, we may assume that G is an outer form of type not

A

2n

. As above, let B be an L-Borel subgroup B of G such that T = B \ �(B) is a

maximal K-anisotropic torus.

Let F=K be the minimal extension over whichG is an inner form and let E = F �L.

Let � and � be non-trivial automorphisms of E=K such that � j

F

= 1 and �j

L

= 1

respectively. In the case

3;6

D

4

by � we denote any automorphism of order 3.

Clearly, � induces an outer automorphism of the root system � = R (T;G) which

will be denoted by the same letter. Let � = f


1

; : : : ; 


s

g � �

+

( resp. �

0

) be a set

of representatives of all orbits of � in �

+

( resp. in � ). We divide � into two parts:

�

1

= f


i

2 � j �(


i

) = 


i

g and �

2

= � n�

1

. Let also �

0

i

= �

0

\ �

i

; i = 1; 2. For




i

2 �

1

( resp. �

2

) we denote by H

i

the subgroup in G generated by G




i

( resp.

G




i

; G

�(


i

)

and G

�

2

(


i

)

, if j�j = 3 ).

Lemma 3. H

i

is a simple simply connected K-group of type A

1

( resp. A

1

� A

1

or

A

1

�A

1

�A

1

) if 


i

2 �

1

( resp. 


i

2 �

2

and j�j = 2 or j�j = 3 ).
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Proof. It su�ces to note that � acts on � as either �1, if � has type D

2n

, or ��

otherwise, since it permutes positive and negative roots. Moreover, the combination

�

i

� �(�

i

) is not a root, hence G




i

and G

�(


i

)

commute.

Theorem 3. Let g 2 G(L) be such that g

1��

2 T (L). Then there exist quaternion

algebras D

1

; : : : ; D

s

and elements w

1

; : : : ; w

s

which are reduced norm of D

1

; : : : ; D

s

respectively and elements t

1

; : : : ; t

p

such that:

1) If � is not of type

3;6

D

4

, then

g

1��

=

Y

�

i

2�

0

1

h

�

i

(t

i

�(t

i

))

Y

�

i

2�

0

2

h

�

i

(t

i

�(t

i

))h

�(�

i

)

[�(t

i

)(� � �)(t

i

)]�

Y




i

2�

1

h




i

(w

i

)

Y




i

2�

2

h




i

(w

i

)h

�(


i

)

(�(w

i

))

2) If � is of type

3;6

D

4

, then

g

1��

=

Y

�

i

2�

0

2

h

�

i

(t

i

�(t

i

))h

�(�

i

)

[�(t

i

)(� � �)(t

i

)]h

�

2

(�

i

)

[�

2

(t

i

)(� � �

2

)(t

i

)]�

Y

�

i

2�

0

1

h

�

i

(t

i

�(t

i

))

Y




i

2�

1

h




i

(w

i

)

Y




i

2�

2

h




i

(w

i

)h

�(


i

)

(�(w

i

))h

�

2

(


i

)

(�

2

(w

i

))

Here D

i

is over K ( resp. over F ) and w

i

2 K (resp. F ), if 


i

2 �

1

( resp. 


i

2 �

2

),

and t

i

2 L (resp. E), if �

i

2 �

0

1

(resp. �

i

2 �

0

2

).

Proof. As in the L-split case �rst we may assume that g is in \generic" position

and so by property 2 in Lemma 2 and by Proposition 1, it can be written in the

form g = t g

1

� � � g

s

, where t 2 T; g

i

2 H

i

; i = 1; : : : ; s. Then the rest of the proof

works exactly as in the L-split case, since by Lemma 3 all subgroups H

i

are of the

form R

K

0

=K

(SL(1; D)), where D is a quaternion algebra over K

0

and K

0

is either F

or K.

3. Some cohomological computations

From now on we assume that vcd (K) � 1 and we let L = K(

p

�1 ). We also

assume that the set 


K

of all orderings on K is non-empty; this means, in particular,

that charK = 0. Recall ( [Srl] ) that there is a canonical topology on 


K

under which




K

is compact and totally disconnected.

Remark 2. If 


K

= ;, then �1 is a sum of squares in K and so cd (K) =

cd (K(

p

�1)) � 1 ( [S], Ch. 2, Prop. 10

0

). Therefore, if 


K

= ;, then by Steinberg's

theorem ( [St2] ) one has H

1

(K;G) = 1 for any connected linear algebraic K-group

G.

To reduce the proof of the Hasse principle to the case of simply connected

semisimple groups we need two auxiliary cohomological statements (Propositions 2

and 4 below) which are very particular cases of the general Theorem 12.13 in [Sch2].

Since we do not need to consider such a generality as in [Sch2] we include here the

straightforward proofs of these statements.

Let A be a discrete �-module, where � = Gal (K=K), and let

'

i

: H

i

(K;A)!

Y

�2


K

H

i

(K

�

; A)
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be the canonical map induced by res

K

�

. We want to describe Ker'

i

; i � 2; and

Im'

1

. To do so �rst remind that there is not a canonical way of choosing a real

closure of K at � 2 


K

. If K

�

and K

0

�

are two real closures of K at �, then by the

theorem of Artin-Schreier ( [Srl] Ch. 3, Theorem 2.1 ) there is a unique K-isomorphism

K

�

' K

0

�

, hence there is an element g 2 � such that g�

�

g

�1

= �

0

�

, where �

�

(resp.

�

0

�

) is the involution (= element of order 2) in � corresponding to K

�

(resp. K

0

�

) (in

other words, there is a natural one-to-one correspondence between points of the set




K

and conjugacy classes of involutions in �).

The element g induces a natural map �

i;g

: H

i

(K

�

; A) ! H

i

(K

0

�

; A) and obvi-

ously we have res

K

0

�

= �

i;g

� res

K

�

. It follows that the question on whether '

i

is

injective does not depend on a choice of real closures K

�

; � 2 


K

.

Clearly, any cocycle from Z

1

(K

�

; A) is determined by the single element a 2 A

such that a�

�

(a) = 1. We will say that an element fa

�

g

�2


K

2

Q

�2


K

H

1

(K

�

; A) is

locally constant if there are a decomposition 


K

= U

1

[ : : : [ U

l

into disjoint clopen

(= open and closed ) sets and elements fa

1

; : : : ; a

l

g of A for which the following

condition holds: for any � 2 U

i

there are a cocycle c

�

representing a

�

and g

�

2 � such

that the cocycle �

1;g

�

(c

�

) is determined by a

i

. Analogously, for any i � 1 one de�nes

the subset of elements in

Q

�2


K

H

i

(K

�

; A) which are locally constant. We denote

this subset by

�

Q

�2


K

H

i

(K

�

; A)

�

lc

. Since for any � 2 H

i

(K;A) the element '

i

(�)

is locally constant we denote by the same letter the canonical map

'

i

: H

i

(K;A) �!

0

@

Y

�2


K

H

i

(K

�

; A)

1

A

lc

�

Y

�2


K

H

i

(K

�

; A)

Proposition 2. If A is a �nite discrete �-module, then the maps '

i

are injective for

all integers i � 2.

Proof. Since H

i

(L;A) = 1; i � 2, the \res-cores" argument shows that H

i

(K;A)

has exponent 2. So replacing A, if necessary, by its 2-Sylow subgroup we may assume

that A is a 2-group. First examine the case A = Z=2Z.

Lemma 4. Let A = Z=2Z. Then '

i

is surjective if i � 1 and injective if i � 2.

Proof. Recall ( [L], x17 ) that a �eld F is said to be an SAP �eld (strong approxima-

tion property) if for any two disjoint closed subsets A;B � 


F

there exists an element

f 2 F such that f is positive at all orderings in A, but negative at all orderings in B.

We need

Proposition 3. ( [L], Theorem 17.9 ) If vcd (K) � 1, then K is a SAP �eld.

Surjectivity of '

i

; i � 1. In view of the periodicity of H

i

(K

�

;Z=2Z) it su�ces to

consider the cases i = 1; 2. If i = 1 then H

1

(K;Z=2Z) = K

�

=K

�2

, hence the sur-

jectivity of '

1

follows immediately from Proposition 3. Furthermore, any element

from H

2

(K;Z=2Z) splits over L and so can be represented by a quaternion algebra

having L as a maximal sub�eld. Then clearly, the surjectivity of '

2

again follows

from Proposition 3.

Injectivity of '

i

; i � 2. The proof is similar to that of [B-P], Lemma 2.3. Namely,

by Arason's theorem ( [A1], Satz 3 ), local triviality of � 2 H

i

(K;Z=2Z) implies that

� [ (�1)

r

= 0 for some integer r, where [ denotes the cup product. On the other
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hand from the exact sequence

H

i

(L;Z=2Z)

cor

�! H

i

(K;Z=2Z)

[(�1)

�! H

i+1

(K;Z=2Z)

res

�! H

i+1

(L;Z=2Z)

( [A2], Corollary 4.6 ) and from the equalities

H

i

(L;Z=2Z) = H

i+1

(L;Z=2Z) = 1; i � 2

we conclude that the product [(�1) is an isomorphism. Therefore, � = 1, as required.

Lemma 4 is proved.

We come back to an arbitrary �nite 2-primary module A. Let �

2

be a Sylow

2-subgroup of �. Since the restriction map H

i

(K;A) ! H

i

(�

2

; A) is injective, after

replacing � by �

2

we may assume that � is a pro-2-group. But for such a group any

irreducible module is isomorphic to Z=2Z ( [S], x4, Proposition 20 ). Therefore there

exists a submodule A

0

� A such that A=A

0

= Z=2Z. It induces the commutative

diagram

H

i

(K;Z=2Z) �! H

i+1

(K;A

0

) �!

?

?

y

�

1

?

?

y

�

2

 

Q

�2


K

H

i

(K

�

;Z=2Z)

!

lc

�!

 

Q

�2


K

H

i+1

(K

�

; A

0

)

!

lc

�!

H

i+1

(K;A) �! H

i+1

(K;Z=2Z)

?

?

y

�

3

?

?

y

�

4

 

Q

�2


K

H

i+1

(K

�

; A)

!

lc

�!

 

Q

�2


K

H

i+1

(K

�

;Z=2Z)

!

lc

By what has been proved above, �

1

(resp. �

4

) is surjective (resp. injective) and by

induction, �

2

is injective. It follows that �

3

is injective as well. Proposition 2 is

proved.

Proposition 4. If A is a �nite discrete �-module, then '

1

is surjective.

Proof. Since '

i

; i � 2; are injective, one can easily verify that if the statement

holds both for a submodule A

0

� A and the quotient A=A

0

, then it also holds for A.

So we may assume, if necessary, that A is irreducible. It su�ces to prove that for a

given � 2 


K

and an element a 2 A for which a�

�

(a) = 1 there exist a small clopen

neighbourhood U � 


K

of � and a cocycle � 2 Z

1

(K;A) such that for a proper real

closure K

�

0

of K at �

0

the cocycle res

K

�

0

(�) is determined by the element a if �

0

2 U ,

and is trivial otherwise.

We need the following simple property of orderings of K ( see [Srl] ):

if F=K is an extension of odd degree then for any ordering � 2 


K

there is an exten-

sion of � to F ; moreover, the restriction map � : 


F

! 


K

is a local homeomorphism.

Let E be a �nite Galois extension of K over which A is a trivial module and let

F � E be the sub�eld corresponding to a Sylow 2-subgroup of Gal (E=K). Denote

� = Gal (K=F ). Let �

�1

(�) = f�

1

; : : : ; �

t

g � 


F

, where, as above, � : 


F

! 


K

is

the restriction map.
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By construction, �(�

i

) = �. So we can pick a small clopen neighbourhoodU � 


K

of � and disjoint small clopen neighbourhoods U

i

� 


F

of �

i

; i = 1; : : : ; t; such that

the restriction map �j

U

i

: U

i

! U is a homeomorphism and �

�1

(U) = U

1

[ : : : [ U

t

.

Taking smaller neighbourhoods, if necessary, one can additionally assume that for

any �

0

2 U

1

there is an involution �

�

0

2 � corresponding to �

0

for which the following

property holds:

if g 2 �n� be such that ~�

�

0

= g �

�

0

g

�1

2 � then the point of 


F

corresponding to the involution ~�

�

0

does not lie in U

1

.(9)

Indeed, let I

�

� � be a subset of involutions and � 2 I

�

be an involution

which corresponds to �

1

. Assume the contrary. Since I

�

; � are compact and totally

disconnected there exist then in � a sequence of involutions (�

1

; �

2

; : : : ) converging to

� and a converging sequence of elements (g

1

; g

2

; : : : ) in �n� such that g

i

�

i

g

�1

i

2 �.

Letting g = lim g

i

, one has g 2 �n� and �

0

= g � g

�1

2 �. But by assumption,

the point �

0

of 


F

corresponding to �

0

lies in U

1

and �(�

0

) = �. This means that

�

0

= �

1

, hence there is � 2 � such that �

0

= � � �

�1

, implying g

�1

� lies in the

centralizer C

�

(�). But every involution in � is self-centralizing, i.e. C

�

(�) = h�i ,{ a

contradiction.

The map '

1

is clearly surjective for the �eld F , since A can be viewed

as Gal (E=F )-module and Gal (E=F ) is a 2-group, implying that any irreducible

Gal (E=F )-module is of the form Z=2Z. Therefore, we can pick �

0

2 Z

1

(F;A) such

that for proper real closures the cocycle res

F

�

0

(�

0

) is determined by the element a if

�

0

2 U

1

and is trivial otherwise. We claim that the cocycle � = cor

F

K

(�

0

) has the

same property. To verify it we need

Proposition 5. ( [Br], Ch. III, Proposition 9.5 ) Let A be a �-module and � � � �

� be subgroups. If [� : �] <1 and z 2 H

�

(�; A) then we have

res

�

�

� cor

�

�

(z) =

X

g2�

cor

�

�\g�g

�1

� res

g�g

�1

�\g�g

�1

(ĝ(z));

where � is a set of representatives of double cosets � g� and

ĝ : H

�

(�; A)! H

�

(g� g

�1

; A)

is the natural map induced by pair ( int(g

�1

); g ).

To prove our claim �rst take � 2 U . Let �

0

= �

�1

(�) \ U

1

and let �

�

0

2 � be

an involution corresponding to �

0

and satisfying (9). Then applying Proposition 5 we

have

res

K

�

0

(�) =

X

res

g�g

�1

�

�

0

\g�g

�1

(ĝ(�

0

)) =

X

res

�

g

�1

�

�

0

g\�

(�

0

) = res

�

�

�

0

(�

0

)

where �

�

0

= h�

�

0

i , hence res

K

�

0

(�) is de�ned by a. Analogously, one shows that

res

K

�

(�) is trivial if � =2 U . Proposition 4 is proved.

Corollary 2. Let A be a commutative connected linear algebraic K-group. Then

'

2

is injective.

Proof. One has H

i

(L;A) = 1; i � 1. So H

i

(K;A) has exponent 2 and hence the

map H

i

(K;

2

A) ! H

i

(K;A) is surjective, where

2

A consists of all elements of A

killed by 2. By Proposition 4, it gives the surjectivity of '

1

for A. Then the result

follows from the injectivity of '

2

for

2

A.
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Corollary 3. The Hasse principle holds for algebraic K-tori.

Proof. Let T be a K-torus. There exists K-quasi-split torus S and its connected

K-subtorus H such that T = S=H . Then the commutative diagram

H

1

(K;S) = 1 �! H

1

(K;T ) �! H

2

(K;H)

?

?

y

�

1

?

?

y

�

2

?

?

y

�

3

Q

�2


K

H

1

(K

�

; S) = 1 �!

Q

�2


K

H

1

(K

�

; T ) �!

Q

�2


K

H

2

(K

�

; H)

shows that the injectivity of �

2

follows from that of �

3

.

4. The Hasse principle for principal homogeneous spaces

Let us keep the notations of x 3. In particular, we assume that K is a �eld with

vcd (K) � 1, L = K(

p

�1 ) and 


K

6= ;. Let also � be the non-trivial element of

Gal (L=K). Using the results of the previous sections we may produce a simple proof

of the triviality of the kernel of (2).

a) Let G

0

be a connected linear algebraic K-group, Z � G

0

be a �nite central

K-subgroup and let G = G

0

=Z.

Lemma 5. If the Hasse principle holds for G

0

then it also holds for G.

Proof. Consider the commutative diagram

H

1

(K;Z) �! H

1

(K;G

0

) �! H

1

(K;G)

�

1

�!

?

?

y

�

1

?

?

y

�

2

?

?

y

�

3

Q

�2


K

H

1

(K

�

; Z) �!

Q

�2


K

H

1

(K

�

; G

0

) �!

Q

�2


K

H

1

(K

�

; G)

�

2

�!

�

1

�! H

2

(K;Z)

?

?

y

�

4

�

2

�!

Q

�2


K

H

2

(K

�

; Z)

By assumption and by Proposition 2, the maps �

2

; �

4

are injective. Then from the

above diagram and from Proposition 4 we have Ker �

3

= 1:

b) Reduction to semisimple groups. Since unipotent K-groups have trivial co-

homology we may assume without loss of generality that G is reductive. Then

G = T � H is an almost direct product of the central torus T and the semisimple

group H = [G;G]. Let G

0

= T � H . Clearly, the kernel of the natural morphism

G

0

! G is �nite and by induction and by Corollary 3, the Hasse principle holds for

H and T . So by Lemma 5, it holds for G as well.

c) Reduction to simple simply connected groups. One can again apply Lemma 5

to a simply connected covering G

0

of G.

d) Let G be an (absolutely) simple simply connected K-group. By Stein-

berg's theorem ( [St2] ), G has a Borel subgroup B over L. We may assume

that T = B \ �(B) is a maximal K-torus of G. Since H

1

(L;G) = 1, the

map H

1

(L=K;G(L)) ! H

1

(K;G) is surjective. By Lemma 6.28 [Pl-R], the map

H

1

(L=K; T (L)) ! H

1

(L=K;G(L)) is surjective as well, hence any class [�] 2
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H

1

(K;G) can be represented by a cocycle �

0

2 Z

1

(L=K; T (L)). Let S be a max-

imal K-split subtorus of T .

First let S 6= 1. Then C

G

(S) is a proper connected subgroup of G. Since C

G

(S)

is a reductive part of some parabolic K-subgroup, one has Ker (H

1

(E;C

G

(S)) !

H

1

(E;G)) = 1 for any extension E=K ( [Pr-R], Lemma 5.1 ). So if in addition

� 2 Ker �, then for each � 2 


K

the element res

K

�

(�

0

) is trivial as an element of

H

1

(K

�

; C

G

(S)), hence the claim follows by induction.

e) S = 1, i.e. T is a K-anisotropic torus. By Steinberg's theorem, G is either split

or quasi-split over L. We examine the L-splitting case only, since the L-quasi-splitting

case can be handled analogously. Identify Z

1

(�; T (L)) with (K

�

)

n

. Arguing as in d)

we get that any element from Ker � can be represented by a cocycle � 2 Z

1

(�; T (L)).

We claim that there exist a maximal K-torus T

0

� G isomorphic to T over K and a

cocycle �

0

2 Z

1

(�; T

0

(L)) equivalent to � in Z

1

(�; G(L)) such that �

0

is everywhere

locally positive. By Corollary 3, the last would mean that �

0

is trivial as an element

of H

1

(�; T

0

(L)), hence � is trivial in H

1

(�; G(L)) as well.

To show it, we proceed as in Theorem 2. Namely, we construct inductively

quaternion algebras D

1

; : : : ; D

m

over K and elements g

i

2 G

�

i

(L) such that for

g = g

1

� � � g

m

the element g

1��

2 T (L) and the components of the cocycles (g

1��

)

and � everywhere locally have the same signs.

As in Theorem 2, we begin with D

m

= (�1; d

�

m

), where d

�

m

= c

�

m

. For � 2 


K

let g

�

2 G(K

�

) be such that � = (g

1��

�

) ( note that T is still anisotropic over K

�

).

We may assume that g

�

is in \generic" position and so we may write g

�

as a product

g

�

= t

�

g

�;1

� � � g

�;m

, where t

�

2 T; g

�;i

2 G

�

i

; i = 1; : : : ;m.

We have already known that �(g

�;m

) = h

�

m

(w

�;m

) g

�;m

for some parameter

w

�;m

2 K

�

. By virtue of the facts that our �eld K has the property SAP and

the Hasse principle holds for groups of type A

1

( [B-P], [Sch1] ) we can pick w

m

2 K,

which has everywhere locally the same sign as w

�;m

, and g

m

2 G

�

m

(L) such that

h

�

m

(w

m

) = g

1��

m

.

Next consider the quaternion K-algebra D

m�1

= (�1; d

�

m�1

), where

d

�

m�1

= c

�

m�1

w

h�

m�1

;�

m

i

m

:

Let w

�;m�1

2 K

�

be such that h

�

m�1

(w

�;m�1

)h

�

m

(w

�;m

) = (g

�;m�1

g

�;m

)

1��

Again

we can pick w

m�1

2 K such that for all � 2 


K

the elements w

m�1

and w

�;m�1

have

the same sign. By construction, the equation h

�

m�1

(w

m�1

)h

�

m

(w

m

) = (x g

m

)

1��

,

where x 2 G

�

m�1

(L), has solution everywhere locally, so it has solution g

m�1

globally,

and so on.

Thus, there exists g 2 G(L) such that the components of both cocycles (g�(g

�1

))

and � have the same signs in K

�

for each � 2 


K

. To complete the proof of the

theorem it remains to notice that the cocycle �

0

= �(g)

�1

� g is equivalent to � in

Z

1

(�; G(L)), takes values in the K-de�ned and L-splitting torus T

0

= �(g)

�1

T�(g)

and �

0

is everywhere locally positive.

Remark 3. The same argument shows that � is still injective if we replace 


K

by a

dense set of orderings.
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Introduction

In 1930 Ramsey published his paper On a problem in formal logic [12]. He established

a result, nowadays known as Ramsey's Theorem:

Let k and r be positive integers. Then for every r-coloring of the k-element

subsets of ! there exists an in�nite subset S � ! such that all k-element

subsets of S are colored the same.

Already in 1927 van der Waerden published his theorem on arithmetic progressions

[15]. He proved that for every coloring of the natural numbers with �nitely many

colors there exists a monochromatic arithmetic progression of given length. Van der

Waerden's result can be seen in the context of Schur's investigations [14] on the

distribution of quadratic residues and nonresidues. Schur knew about the existence

of monochromatic solutions of x + y = z. He worked on such problems in order to

resolve Fermat's conjecture, which was proved by Wiles in 1994.

The above mentioned work of Ramsey [12] and van der Waerden [15] gave rise to

the part of discrete mathematics, known as Ramsey Theory or Partition Theory. An

important contribution was made by Rado [10] in 1933. Working on his dissertation,

supervised by Schur, he was able to prove a common generalization of Schur's and

van der Waerden's results by introducing the concept of regularity: A system of linear

equations A~x =

~

0 is called regular over a ring R if it has monochromatic solutions

for every coloring of R with �nitely many colors. In his Studien zur Kombinatorik

(1933) [10] Rado gave a complete characterization of all regular systems of linear

equations over the rational numbers. The property Rado used in order to describe

regular systems of linear equations is an syntactical property of the matrix. It is

1

For this work, the author has been awarded with the Richard-Rado-Preis 1998, which is granted

every two years for outstanding dissertations in discrete mathematics by the Fachgruppe Diskrete

Mathematik of the Deutsche Mathematiker-Vereinigung.
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characterized by certain linear dependences of the columns of the matrix A and is

called column property.

It is possible to generalize the concept of regularity to systems of linear inequalities.

We call a system of linear inequalities A~x �

~

0 partition regular if for every coloring of

the natural numbers with �nitely many colors there exists a monochromatic solution

of A~x �

~

0. Rado considered systems of linear inequalities only incidentally. He stated

the following proposition which is easy to prove:

Let the system

P

n

j=1

a

ij

x

j

= 0; 1 � i � m be partition regular and

assume that the following system of inequalities has a solution in the

natural numbers:

(�)

n

X

j=1

a

ij

x

j

�

= 0 for 1 � i � m

1

;

> 0 for m

1

< i � m:

Then also (�) is partition regular.

Of course this observation is far away from being a characterization of partition regular

systems of inequalities but it can be taken as a starting point for our investigations.

The characterization of all partition regular systems of linear inequalities is a central

goal of this paper. In the �rst chapter we de�ne a generalized column property called

cpi, which can be used to characterize partition regular systems of linear inequalities.

It is an interesting feature of Rado's proof that the linear system A~x =

~

0 is already

regular if there exists a monochromatic solution with respect to one (number theoretic)

type of coloring. Systems of inequalities let things tend to be more di�cult.

Several years after �nishing his Studien zur Kombinatorik, Rado [11] considered

systems of linear equations with coe�cients in R and he also extended the set of

partitioned numbers to the �eld of real numbers. It turned out that it is possible

to carry over the previous results from the natural numbers to the reals. We will

show in chapter 1 that our arguments can also be used if we consider real systems of

inequalities partitioning the set of reals.

As well as for homogeneous systems the column property can be used to describe

partition regularity of inhomogeneous systems of inequalities. We will give a com-

plete characterization of those systems which are partition regular, over the natural

numbers, over the set of integers and over the rationals.

The column property for systems of inequalities as well as the column property in the

sense of Rado is a syntactical property of the matrix and does not explicitly refer to the

set of solutions of the system. In 1973 Deuber [1] gave a semantical characterization

of partition regular systems of equations. The approach is by a description of the

arithmetic structure of the sets of solutions of regular linear systems A~x =

~

0. The

central notion is the one of (m; p; c)�sets. He proved the following theorem:

A system A~x =

~

0 is partition regular if and only if there exist positive

integersm; p; c such that every (m; p; c)�set contains a solution of A~x =

~

0.
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In chapter two we will show that (m; p; c)�sets can also be used to characterize

solution spaces of partition regular systems of linear inequalities.

Starting with results of Erd�os and Rado [4] another part of partition theory was

developed, which is nowadays known as Canonical Ramsey Theory. In Canonical

Ramsey Theory one considers colorings with no restriction on the number of colors.

The �rst result is a canonical version of Ramsey's theorem. Later Erd�os and Graham

[3] proved a generalization of van der Waerden's theorem:

For every coloring � of the natural numbers with arbitrary many colors

there exists an arithmetic progression, which is colored monochromatic or

injective with respect to �.

A canonical analogue of the Rado-Deuber-Theorem on regular systems of equations

and (m; p; c)-sets was proved by Lefman [7]. His result states:

Let A~x =

~

0 be a partition regular system of linear equations. For every

coloring � of the natural numbers with arbitrary many colors there exists

a solution of the system A~x =

~

0 such that � restricted to this solution is

either monochromatic, injective or a block-coloring.

The third case is related to the partitioning of the columns of A into blocks, corre-

sponding to the column property and to the rows of the (m; p; c)-sets. In chapter 3.

we prove a canonical partition theorem for systems of inequalities.

Acknowledgment: I would like to thank Prof. Dr. Walter Deuber for his encour-

agement and guidance and Dr. Wolfgang Thumser for helpful discussions.

1. Systems of Homogeneous, Linear Inequalities

Notations By N = f1; 2; 3; : : :g we denote the set of positive integers; [n] =

f1; 2; : : : ; ng is the set of the natural numbers less or equal than n. A matrix A

with m rows and n columns is denoted by A = (a

ij

)

1�i�m;1�j�n

; where a

ij

is the en-

try of A which belongs to the ith row and jth column. For i; j � n the jth column of

a matrix A is denoted by a

(j)

the ith row by a

(i)

: For a matrix A = (a

ij

)

1�i�m;1�j�n

the system

n

X

j=1

a

ij

x

j

� 0; 1 � i � m

is abbreviated as A~x �

~

0: For a given matrix A = (a

ij

)

1�i�m;1�j�n

; k � n and � > 0

by A

k

(�) = (a

k

ij

(�))

1�i�m;1�j�n

we denote the following matrix:

0

B

@

a

11

: : : a

1k�1

a

1k

� � a

1k+1

: : : a

1n

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

a

m1

: : : a

mk�1

a

mk

� � a

mk+1

: : : a

mn

1

C

A

;

obtained from A by subtracting � in column k.
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For k; l 2 [n], k < l and � > 0 the matrix

0

B

@

a

11

: : : a

1k�1

a

1k

� � a

1k+1

: : : a

1l�1

a

1l+1

: : : a

1n

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

a

m1

: : : a

mk�1

a

mk

� � a

mk+1

: : : a

ml�1

a

ml+1

: : : a

mn

1

C

A

obtained by deleting column l in A

k

(�), is denoted by A

k

l

(�) and the matrix

0

B

@

a

11

: : : a

1k�1

a

1k

+ a

1l

� � a

1k+1

: : : a

1l�1

a

1l+1

: : : a

1n

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

a

m1

: : : a

mk�1

a

mk

+ a

ml

� � a

mk+1

: : : a

ml�1

a

ml+1

: : : a

mn

1

C

A

;

obtained from A

k

(�) by adding the kth and the lth column, is denoted by A

(k)+(l)

(�).

Rado considered systems of linear equations over Q . In his paper, published in 1933

[10], Rado gives a characterization of all systems of linear homogeneous equations

which have for every coloring of the natural numbers with �nitely many colors a

solution in one color class. Rado called those systems regular. The central de�nition

in this context is the following:

Definition 1.1. Let A = (a

ij

)

1�i�m;1�j�n

be a matrix with m rows an n columns

and with entries a

ij

2 Z. A has the column property if there exists l 2 N and a

partition [n] = I

0

[ I

1

[ : : : I

l

of the column indices such that

1. for all 1 � i � m we have

P

j2I

0

a

ij

= 0 and

2. for all k < l; j 2 [

s�k

I

s

there exist c

k

; c

kj

2 N such that for all 1 � i � m we

have

X

j2[

s�k

I

s

c

jk

a

ij

+ c

k

X

j2I

k+1

a

ij

= 0:

Rado proved the following theorem:

Theorem 1.1. (Rado 1933) A system of homogeneous linear equations A~x =

~

0 is

regular if and only if A has the column property.

In the following we will consider systems of linear inequalities rather than systems of

linear equations. First we de�ne partition regularity for systems of inequalities.

Definition 1.2. Let A = (a

ij

)

1�i�m1�j�n

be a rational matrix and let

~

b =

(b

1

; : : : ; b

m

) 2 Q

m

: The system

(�)

n

X

j=1

a

ij

x

j

� b

i

; 1 � i � m

Documenta Mathematica 3 (1998) 149{187



Partition Regular Systems of Linear Inequalities 153

is called partition regular over N if for every c 2 N and every c-coloring of the natural

numbers � : N ! [c] there exists a solution ~x = (x

1

; : : : x

n

) 2 N

n

of (�) such that

�

�

�

fx

1

;:::;x

n

g

= const.

In the following section we will give a characterization of all systems of homogeneous

linear inequalities which are partition regular over N . It turns out that a natural

generalization of Rado's column property can be used to describe these systems.

Definition 1.3. Let A = (a

ij

)

1�i�m;1�j�n

be a rational matrix. A has the column

property for systems of inequalities (abbreviated as cpi ) over N if there exists l 2 N

and a partition [n] = I

0

[ I

1

: : : [ I

l

such that

1. for all 1 � i � m we have

P

j2I

0

a

ij

� 0 and

2. for all k < l; j 2 [

s�k

I

s

there exist c

k

; c

jk

2 N such that for all 1 � i � m we

have

X

j2[

s�k

I

s

c

kj

a

ij

+ c

k

X

j2I

k+1

a

ij

� 0:

If a matrix A has the column property (in the sense of Rado) [10] the system A~x �

~

0

obviously is partition regular. But there are many other systems of inequalities which

are partition regular without A having Rado's column property. For example the

matrix

�

�1 0 0

�1 0 0

�

has cpi but not the column property.

Theorem 1.2. Let A = (a

ij

)

1�i�m;1�j�n

be a rational matrix. The system of

inequalities (�) A~x �

~

0 is partition regular over N if and only if A has cpi over N .

Both implications stated in theorem 1.5. are not completely trivial to prove. We

start by showing that cpi implies partition regularity. This part of the proof proceeds

along the general lines of the corresponding proof for systems of equations [10]. The

following lemma combines arithmetic progressions and partition regular systems of

linear inequalities:

Lemma 1.1. Let A = (a

ij

)

1�i�m;1�j�n

be a rational matrix, A~x �

~

0 a partition

regular system of inequalities and let p 2 N . Then for every c 2 N and every c-

coloring � : N ! [c] there exists ~x = (x

1

; : : : ; x

n

) 2 N

n

and d 2 N such that

1. A~x �

~

0 and

2. for all i; j � n, for all k; l � p we have �(x

i

+ ld) = �(x

j

+ kd):

Proof of lemma 1.1.: A~x �

~

0 is partition regular. Thus by compactness [6] for

every c 2 N there exists N

�

= N

�

(c) 2 N such that for every c-coloring � : [N

�

]! [c]

there exists a monochromatic solution ~x = (x

1

: : : x

n

) of A~x �

~

0 such that for all

1 � i � n we have x

i

� N

�

.
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Let � : N ! [c] be an arbitrary c-coloring. De�ne the following coloring

�

�

: N ! [r

N

�

] by

�

�

(x) = (�(ix))

1�i�N

�

:

By van der Waerden's theorem [15] there exists a \long" arithmetic progression which

is monochromatic with respect to �

�

, i. e. there exist a

0

; d

0

2 N such that for all

l � pN

�

n�1

we have �

�

(a

0

+ ld

0

) =const.

De�ne �

��

: N ! [c] by

�

��

(x) = �(a

0

x):

By the choice of N

�

there exists a solution

~

x

0

= (x

0

1

; : : : ; x

0

n

) 2 [N

�

]

n

of A~x �

~

0 which

is monochromatic for �

�

. For all i � n let x

i

= x

0

i

a

0

. By homogeneity ~x = (x

1

; : : : x

n

)

is a solution of A~x �

~

0 and because of the de�nition of �

��

for all i; j � n we have

�(x

i

a

0

) = �(x

j

a

0

):

Let d = d

0

x

0

1

: : : x

0

n

. Then for i � n and l � p we have:

x

0

i

a

0

+ ld = x

0

i

(a

0

+ ld

0

x

0

1

: : : x

0

i�1

x

0

i+1

: : : x

0

n

):

Hence by the de�nition of a

0

; d

0

and �

�

for all l � p we have �(x

0

i

a

0

+ ld) =const.

2

lemma 1:6:

Proof of theorem 1.2. (first part): First we show that if A has cpi over N

then (�) is partition regular. We know by assumption that there is some l 2 N and a

partition [n] = I

0

[ I

1

[ : : : [ I

l

such that

1. for all 1 � i � m we have

P

j2I

0

a

ij

� 0 and

2. for all k < l, for all j 2 [

s�k

I

s

there exist c

kj

; c

k

2 N , such that for all 1 � i � m

we have

X

j2[

s�k

I

s

c

kj

a

ij

+ c

k

X

j2I

k+1

a

ij

� 0:

To prove that (�) is partition regular we will use a double induction. We proceed

by main induction on the number of colors c and by subsidiary induction on l, the

number of column classes.

Let A

k

= (a

ij

)

1�i�m;j2[

s�k

I

s

be the submatrix of A which only consists of the

columns belonging to block 1 up to k. We will show by induction that for all k � l

A

k

is partition regular.

For k = 0 there is nothing to show because every singleton forms a solution of the

system A

0

~x �

~

0. Assume that A

k

~x �

~

0 is partition regular for some k � 0 (which will

be kept �x by now), i. e. (by compactness) for every c 2 N there exists R(c; A

k

) 2 N

such that for every c-coloring � : [R(c; A

k

)] ! [c] there exists a monochromatic

solution (x

j

)

j2[

s�k

I

s

; such that A

k

~x �

~

0 and for all j 2 [

s�k

I

s

we have x

j

�

R(c; A

k

). We will show that A

k+1

is partition regular, i. e. for all c 2 N there exists

R(c; A

k+1

) 2 N
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First we observe that x

j

= c

jk

for j 2 [

s�k

I

s

and x

j

= c

k

for j 2 I

k+1

form a solution

of the system A

k+1

~x �

~

0: So we are done if only one color is used for the coloring, i.

e. there exists R(1; A

k+1

): Now assume that R(c; A

k+1

) exists for some (�xed) c � 1.

We will show that R(c+ 1; A

k+1

) exists.

Let � : N ! [c + 1] be an arbitrary (c+1)-coloring. Use lemma 1.6. for the (by

assumption) partition regular system A

k

~x �

~

0 with

p = R(c; A

k+1

) � (max

j2[

s�k

I

s

fc

kj

g): Hence there exists (y

j

)

j2[

s�k

I

s

; such that for

all 1 � i � m we have

X

j2[

s�k

I

s

a

ij

y

j

� 0

and there exists d 2 N such that for all j 2 [

s�k

I

s

and t � p we have

�(y

j

+ td) = const:

for all 1 � i � m and t 2 [R(c; A

k+1

)] it follows

X

j2[

s�k

I

s

(y

j

+ c

kj

td)a

ij

+

X

j2I

k+1

c

k

tda

ij

=

X

j2[

s�k

I

s

y

j

a

ij

+ td(

X

j2[

s�k

I

s

c

kj

a

ij

+ c

k

X

j2I

k+1

a

ij

) � 0:

Further for all j 2 [

s�k

I

s

and t � p we have

�(y

j

+ c

kj

td) = const:

Say �(y

j

+ c

kj

td) = c+ 1:

We distinguish the following cases:

1. There exist t 2 [R(c; A

k+1

)] such that �(c

k

td) = c+ 1: Then we are done.

2. For all t 2 [R(c; A

k+1

)] the relation �(c

k

td) 2 [c] holds. Then consider the

c-coloring: �

0

: [R(c; A

k+1

)]! [c] which is de�ned by

�

0

(x) = �(c

k

xd):

By de�nition of R(c; A

k+1

) there exists a solution (t

j

)

j2[

s�k

I

s

of the system

A

k+1

~x �

~

0 which is monochromatic for �

0

. Hence (c

k

dt

j

)

j2[

s�k+1

I

s

forms a

solution of A

k+1

~x �

~

0 which is monochromatic with respect to �.

2

theorem 1:2:(first part)

In order to demonstrate the structure of the proof of the second part of theorem 1.5.

we will give a short overview. For his characterization of regular systems of linear

equations Rado [10] had to prove that for each systems A~x =

~

0, which is regular, A

has the column property. It is an interesting feature of Rado's proof that a system

A~x =

~

0 is regular if there exists a monochromatic solution with respect to one type of
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coloring. For systems of linear inequalities A~x �

~

0 with A having only two columns

there also exists a certain type of coloring such that A~x �

~

0 is partition regular if it

has a monochromatic solution with respect to this type of coloring. In lemma 1.12.

we will show, that a system (�) a �

x

1

x

2

� b, where a; b 2 Q and 1 < a � b, is not

partition regular. It is easy to see that essentially each system A~x �

~

0 with A having

only two columns can be transformed into a system (�) for suitable a and b. If such

a system is partition regular this means that one of the following cases holds:

1. a � 0 and b > 0 or

2. a � 1 and b � 1.

It is not di�cult to see that these conditions exactly lead to cpi. If we visualize a

partition regular system

(��)

�

a

11

x

1

+ a

12

x

2

� 0

a

21

x

1

+ a

22

x

2

� 0

geometrically then obviously the solutions are bounded by two straight lines. Three

typical cases occur, i.e. one of the axes is a limiting line or the diagonal is contained

in the solution space:
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�������������������
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We will prove theorem 1.5. by induction on the number of columns of A. In order to

start the induction we described the situation for n = 2. Let us consider a rational

matrix A with n columns. Assume that the system

A~x �

~

0 (� � �)

is partition regular. Under certain assumptions we can transform the system A~x �

~

0

for each choice of k; l with 1 � k < l � n into the following system:

�

a

sl

a

sk

�

n

X

j=1;j 6=l;k

a

sj

a

sk

x

j

x

l

�

x

k

x

l

� �

a

tl

a

tk

�

n

X

j=1;j 6=l;k

a

tj

a

tk

x

j

x

l

for all s with a

sk

< 0 and for all t with a

tk

> 0. Thus we have a similar situation

as in (�) except that the fraction

x

k

x

l

is not bounded by constant terms a and b but

by terms which depend on x

1

: : : x

k�1

; x

k�2

; : : : x

n

. Thus we cannot directly apply

lemma 1.12. Consider this situation for �xed k and l. Assume that there are colorings

of the natural numbers with �nitely many colors such that for each monochromatic

solution x

1

; : : : x

n

of the system (� � �) either

1. there exists �

1

> 0 and r 2 N such that 1 + �

1

�

x

k

x

l

� r or

2. there exists �

2

> 0 and �

3

> 0 such that �

2

�

x

k

x

l

� 1� �

3

:

Then again by lemma 1.12. (���) cannot be partition regular. To avoid such situations

the terms �

a

sl

a

sk

�

P

n

j=1;j 6=l;k

a

sj

a

sk

x

j

x

l

and �

a

tl

a

tk

�

P

n

j=1;j 6=l;k

a

tj

a

tk

x

j

x

l

have to ful�ll certain

conditions for every coloring. This is what is shown in lemma 1.13. With this kind of

arguments it is possible to show that for every choice of k and l with 1 � k < l � n

either for all � > 0 the system A

k

l

(�) is partition regular or for all � > 0 the system

A

l

k

(�) is partition regular, if the system A~x �

~

0 is partition regular. By induction we

can conclude that either for all � > 0 the matrix A

k

l

(�) has cpi or for all � > 0 the

matrix A

l

k

(�) has cpi. Therefore we de�ne:

Definition 1.4. Let A = (a

ij

)

1�i�m;1�j�n

be a rational matrix. A has the �-property

if the following conditions are satis�ed:

1. The system A~x �

~

0 has a solution in the natural numbers and

2. For all 1 � k < l � n one of the following conditions is satis�ed:

(a) For all � > 0 the matrix A

k

(�) has cpi over N ,

(b) for all � > 0 the matrix A

l

(�) has cpi over N ,

i.e. for at most one r with 1 � r � n there is an �

0

> 0 such that A

r

(�

0

) has

not cpi.

Note that if the matrix A

k

(�

0

) has cpi for some �

0

> 0 then for all � � �

0

A

k

(�) has

cpi.

Remark 1.1. Let A = (a

ij

)

1�i�m;1�j�n

be a rational matrix, such that A~x �

~

0 has

a solution in N . Let 1 � k < l � n.
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1. If the matrix A

k

l

(�) has cpi then A

k

(�) has cpi.

A

k

l

has cpi. Let I

0

; : : : ; I

r

be the corresponding partition of the column indices.

De�ne I

r+1

= flg. Then I

0

; : : : ; I

r+1

is a partition of [n] which proves cpi for

A

k

(�).

2. If the matrix A

(k)+(l)

(�) has cpi then the matrices A

k

(�) and A

l

(�) have cpi.

Let the blocks for A

(k)+(l)

(�) be I

0

0

; : : : ; I

0

q

and assume that the column

a

(k

0

)

(�) =

0

B

B

B

@

a

1k

+ a

1l

� �

a

2k

+ a

2l

� �

.

.

.

a

mk

+ a

ml

� �

1

C

C

C

A

belongs to the block I

0

p

. Then A

k

(�) and A

l

(�) have cpi with the corresponding

blocks being I

r

= I

0

r

for r 6= p and I

p

= I

0

p

� fk

0

g [ fk; lg.

Up to now we did not succeed in proving that A has cpi, but we know that if we

transform A only a little then the transformed matrix has cpi and it is possible to do

this transformations in nearly each column. What we will show in lemma 1.9. is that

the property cpi is continuous in a certain manner.

Lemma 1.2. If A = (a

ij

)

1�i�m;1�j�n

is a rational matrix, which satis�es the �-

property, then A has cpi.

In order to prove lemma 1.9. we need the following lemma:

Lemma 1.3. Let A = (a

ij

)

1�i�m;1�j�n

be a rational matrix such that for all 1 � i �

m the entries of row i sum up to zero, i.e.

P

n

j=1

a

ij

= 0: Let s

1

; : : : ; s

m

2 Q : For all

� > 0 let A

0

(�) = (a

0

ij

(�))

1�i�m;1�j�n+1

; be the matrix with entries a

0

ij

(�) = a

ij

for

1 � i � m; 1 � j � n and a

in+1

= s

i

� � for 1 � i � m. Further let A

0

= A

0

(0):

If for all � > 0 the system A

0

(�)~x �

~

0 has a solution in N , then the system A

0

~x �

~

0

has a solution in N .

Proof of lemma 1.3.: Let A, A

0

(�) and A

0

be as in the assumptions of lemma

1.10. Assume that for all 1 � i � m we have

P

n

j=1

a

ij

= 0: Thus the system A~x �

~

0

can be transformed into the following system

(�)

n�1

X

j=1

a

ij

(x

j

� x

n

) � 0; 1 � i � m;

which will be abbreviated in the following as A

�

~y �

~

0, where A

�

=

(a

ij

)

1�i�m;1�j�n�1

; and y

j

= x

j

� x

n

for 1 � j � n� 1:

The system A~x �

~

0 (resp. A~x <

~

0) has a solution in N if and only if (�) (resp.

A

�

~y < 0) has a solution in Z.

In the following we will consider A

�

instead of A. (The entries of A

�

will be denoted

without �.) Assume that the set of rows of A

�

is linear independent over Q . Then
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there exists ~y = (y

1

; : : : y

n�1

) 2 Q

n�1

such that A

�

~y <

~

0:Multiplication with the least

common multiple of the denominators of y

j

yields a solution ~y

0

= (y

0

1

: : : y

0

n�1

) 2 Z

n�1

of the system A

�

~y < 0. Thus the system A~x <

~

0 has a solution in N and therefore

A

0

~x �

~

0 has a solution in N . Hence we are done in this case.

Next we consider the case where the set of rows of A

�

is not linear independent.

Assume that A

�

consists of the rows a

(1)

; : : : a

(k)

; b

(k+1)

; : : : ; b

(m)

for some k � 0,

where a

(1)

; : : : ; a

(k)

are linear independent and for all k + 1 � i � m we have b

(i)

=

P

k

s=1

c

i

s

a

(s)

for suitable c

i

s

2 Q .

We will prove the lemma by induction on k. If k = 0 then A

�

is the zero-matrix.

Hence A is the zero-matrix and therefore the system A

0

(�)~x �

~

0 has a solution in N

if and only if for all 1 � i � m we have s

i

� � � 0: This is true for all � > 0 by

assumption and therefore for all 1 � i � m we have s

i

� 0.

If k = 1 for all 2 � i � m we have b

(i)

= c

i

1

a

(i)

for suitable c

i

1

2 Q . We distinguish

the following cases:

1. for all 2 � i � m we have c

i

1

> 0.

If a

(1)

~y < 0 holds then for all 2 � i � m we have b

(i)

~y < 0. Because a

(1)

is not

the zero-vector there exists a solution ~y 2 Z

n

such that A

�

~y <

~

0 and hence we

are done in this case.

2. There exists i such that c

i

1

= 0:

In this case we have b

(i)

=

~

0 and the system A

0

(�)~x �

~

0 has a solution only

if s

i

� � � 0. Because this is true for every � > 0, we have s

i

� 0. Hence

(b

(i)

s

i

)~x �

~

0 is true for every choice of ~x where x

n+1

� 0: Therefore the matrix

keeps its properties if we omit the row b

(i)

.

3. There exists i such that c

i

1

< 0:

Let i be arbitrary with c

i

1

< 0. By assumption we know that for every � > 0

the system A

0

(�)~x �

~

0 has a solution. Let ~x(�) = (x

1

(�); : : : ; x

n

(�)); x(�) be one

speci�c solution of the system A

0

(�)~x �

~

0, i. e.

a

(1)

~x(�) + (s

1

� �)x(�) � 0;

which is equivalent to

n

X

j=1

a

1j

x

j

(�) � �(s

1

� �)x(�)

and correspondingly we have

b

(i)

~x(�) + (s

i

� �)x(�) � 0;

which is equivalent to

c

i

1

(

n

X

j=1

a

1j

x

j

(�)) � �(s

i

� �)x(�)
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Dividing by c

i

1

> 0 we obtain

n

X

j=1

a

1j

x

j

(�) � �

s

i

� �

c

i

1

x(�):

Hence a solution x

1

(�); : : : ; x

n

(�) exists if and only if

�

s

i

� �

c

i

1

� s

1

� �;

which means

s

i

� �c

i

1

s

i

+ (c

i

1

� 1)�:

This is true for all � > 0 and hence

s

i

� �c

i

1

s

1

holds.

Thus the statement is true for k = 1.

Assume that our statement is true for some (�xed) k � 1. Let A

�

consist of the rows

a

(1)

; : : : ; a

(k+1)

; b

(k+2)

; : : : ; b

(m)

, where a

(i)

are linear independent and for k+1 � i �

m let

b

(i)

=

k+1

X

s=1

c

i

s

a

(s)

for suitable c

i

s

2 Q . Further assume that for every � > 0 the system A

0

(�)~x �

~

0 has a

solution in N . We distinguish the following cases:

1. There exists 1 � s � k + 1 such that for all k + 2 � i � m we have c

i

s

> 0:

Let c = max

k+1<i<m;1�l�k;l6=s

jc

i

l

j: a

(1)

; : : : ; a

(k+1)

are linearly independent by

assumption. Hence there exists ~y = (y

1

; : : : ; y

n

) such that for all 1 � i � k we

have a

(i)

~y < 0 and

min

k+1�i�m

jc

i

s

(a

(s)

~y)j > c � (max

1�l�k;l6=s

ja

(l)

~yj)(k � 1):

Then y

1

; : : : y

n�1

form a solution for the whole system A

�

~y <

~

0 and hence

A

0

~x �

~

0 has a solution.

2. There exists s such that for all k + 1 � i � m we have c

i

s

� 0 and c

i

s

= 0 for at

least one i.

Without loss of generality let s = 1 and c

i

1

> 0 for k + 1 � i � l and

c

i

1

= 0 for l < i � m. Then the matrix which consists of the rows

a

(1)

; : : : ; a

(k+1)

; b

(k+2)

; : : : ; b

(l)

is dealt within case 1. But the rows b

(l+1)

up

to b

(m)

only depend on the k� 1 generators a

(2)

up to a

(k+1)

. Hence by induc-

tion we obtain a solution y

1

; : : : ; y

n

for the rows a

(2)

; : : : ; a

(k+1)

; b

(k+2)

; : : : ; b

(m)

which are independent of a

(1)

. Thus we also obtain a solution for the whole

system.
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3. For a � i � k + 1 we de�ne

c

i

j

=

�

1 for j = i

0 for j 6= i:

Then it remains to consider the case where there exist 1 � i

1

; i

2

� m and there

exists 1 � s � k + 1 such that c

i

1

s

> 0 and c

i

2

s

< 0:

Without loss of generality let s = 1. Further we can divide the entries of each

row i by jc

i

1

j, if jc

i

1

j 6= 0, such that we may assume that jc

i

1

j = 1 for each i,

where jc

i

1

j 6= 0.

For every � > 0 the system A

�

(�)

0

~x �

~

0 has a solution. Let ~y

�

=

(y

�

1

; : : : ; y

�

n�1

); x

�

be such a solution, i. e.

k+1

X

s=1

c

i

s

(a

(s)

~y

�

) + (s

i

� �)x

�

� 0 for k + 2 � i � m

and

a

(i)

~y

�

� �(s

i

� �)x

�

for 1 � i � k + 1:

Thus we have

k+1

X

s=2

c

i

s

(a

(s)

~y)

�

+ (s

i

� �)x

�

� �c

i

1

a

(1)

~y

�

:

Dividing by �c

i

1

leads to

k+1

X

s=2

c

r

s

(a

(s)

~y

�

) + (s

r

� �)x

�

� a

(1)

~y

�

� �

k+1

X

s=2

c

j

s

(a

(s)

~y

�

)� (s

j

� �)x

�

for all r with c

r

1

= �1 and j with c

j

1

= 1: Further we know that a

(1)

~y �

�(s

1

� �)x

�

. Hence we additionally obtain:

k+1

X

s=2

c

r

s

(a

(s)

~y

�

) � �(s

1

� �)x

�

for all i satisfying c

i

1

= �1 and

k+1

X

s=2

c

i

s

(a

(s)

~y

�

) � �(s

i

� �)x

�

for all i satisfying c

i

1

= 0. Transforming these inequalities we get the following

system of inequalities:

(� � �)

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

a

(i)

~y

�

+ (s

i

� �)x

�

� 0 2 � i � k + 1

(

P

k+1

s=2

c

i

s

(a

(s)

~y

�

)) + (s

i

� �)x

�

� 0 for all i with

c

i

1

= 0

(

P

k+1

s=2

c

i

s

(a

(s)

~y

�

)) + (s

i

+ s

1

� 2�)x

�

� 0 for all i with

c

i

1

= �1

(

P

k+1

s=2

(c

i

s

+ c

j

s

)(a

(s)

~y

�

)) + (s

i

+ s

j

� 2�)x

�

� 0 for all i; j with

c

i

1

= �1; c

j

1

= 1
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By assumption we know that for all � > 0 the system A

�

(�)

0

~x �

~

0 has a solution.

Hence the system (� � �) has a solution for every � > 0. In system (� � �) only

k row vectors are linear independent, namely a

(2)

; : : : ; a

(k+1)

. Thus we can use

induction to show that the system (� � �) has a solution for � = 0. Thus the

system A

0

~x �

~

0 has a solution in N .

2

lemma 1:2:

Claim 1.1. Let A = (a

ij

)

1�i�m;1�j�n

be a rational matrix which has cpi with the

�rst block being I

A

0

= f1; : : : kg and

P

k

j=1

a

ij

= 0: Let

B =

0

B

B

B

B

B

@

b

11

b

12

: : : b

1n

b

21

b

22

: : : b

2n

.

.

.

.

.

.

.

.

.

.

.

.

b

l1

b

l2

: : : b

ln

A

1

C

C

C

C

C

A

such that for all 1 � i � l the relation

P

k

j=1

b

ij

< 0 holds. Then B has cpi.

Proof of claim 1.1.: Obviously I

B

0

= f1; : : : ; kg satis�es the �rst condition of

cpi. Let I

A

0

; : : : ; I

A

v

be the partition of columns of A and for 1 � r < v; j 2

[

s�r

I

s

let c

A

rj

; c

A

r

2 N be the corresponding coe�cients . Let the parameters

b(r); �; B(r); c(r) 1 � r � v be \big enough", in particular we de�ne:

b(r) = max

1�i�l

f

X

j2I

A

r+1

b

ij

; g

� = max

1�i�l

f

k

X

j=1

b

ij

g (< 0);

B(r) = max

1�i�l

f

X

j2[

w�r

I

A

w

jb

ij

jg;

c(r) = max

j2[

w�r

I

A

w

fc

A

rj

; c

A

r

g:

and let a(r) 2 N be minimal such that

a(r)� � �(c(r)B(r) + c

r

b(r)):

Such an a=a(r) exists because � is negative. Let c

B

rj

= c

A

rj

+ a if j � k and c

B

rj

= c

rj

otherwise. For 1 � r � v let c

B

r

= c

A

r

and I

B

r

= I

A

r

. Then for all 1 � i � l we have:

k

X

j=1

(a+ c

rj

)b

ij

+

X

j2[

w�r

I

A

w

;j>k

c

rj

b

ij

+ c

r

X

j2I

A

r+1

b

ij

= a

k

X

j=1

b

ij

+

k

X

j=1

c

rj

b

ij

+

X

j2[

w�r

I

A

w

;j>k

c

rj

b

ij

+ c

r

X

j2I

A

r+1

b

ij
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� a� + c(r)B(r) + c

r

b(r) � 0:

Further for all 1 � i � l we have:

k

X

j=1

(a+ c

ij

)a

ij

= (

k

X

j=1

c

rj

a

ij

) + a(

k

X

j=1

a

ij

)

=

k

X

j=1

c

rj

a

ij

:

Hence B has cpi. 2

claim 1:1:

Proof of lemma 1.2.: Let A = (a

ij

)

1�i�m;1�j�n

be a rational matrix which has

the �-property, i. e. for all 1 � k < l � n either A

k

(�) or A

l

(�) has cpi for every

� > 0. We will prove that A has cpi. If the matrix A

k

(�) has cpi for some k � n, let

I

k

0

; : : : ; I

k

l

k

be a partition of columns of A

k

(�), which certi�es cpi. We can assume that

the partition of [n] into blocks does not depend on � because there are only �nitely

many possibilities of partitioning [n] into blocks. By the pigeonhole principle at least

one partition has to occur for arbitrary small � > 0. But if a matrix A

k

(�

0

) has cpi

with blocks I

k

0

(�

0

); : : : I

k

l

k

(�

0

) then for all � > �

0

the matrix A

k

(�) has cpi with the

same blocks.

We will prove lemma 1.3. by a downward induction on the size of the block I

k

0

which

is maximal for k � n, for which the matrix A

k

(�) has cpi for all � > 0. To illustrate

the main idea of the proof we �rst show the theorem for matrices with one and two

columns.

n = 1 :

A =

0

B

B

B

@

a

11

a

21

.

.

.

a

m1

1

C

C

C

A

:

The system A~x �

~

0 has a solution x 2 N . Therefore we have a

i1

� 0 and thus A has

cpi with I

0

= f1g:

n = 2:

A =

0

B

B

B

@

a

11

a

12

a

21

a

22

.

.

.

.

.

.

a

m1

a

m2

1

C

C

C

A

There are only three (�nitely many) possibilities to arrange the columns of A into

blocks. Hence we can assume that there is an �

0

> 0 such that for all � < �

0

the

partition of the columns of A

i

(�) into blocks is the same.
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1. I

1

0

= f1g or I

2

0

= f2g resp.

For all 1 � i � m and all � > 0 we have a

i1

� � � 0. Hence for all 1 � i � m the

relation a

i1

� 0 holds. So the �rst condition of cpi is satis�ed with I

0

= f1g.

Further by the de�nition of the �-property the system A~x �

~

0 has a solution

in N , Let x

�

1

; x

�

2

be such a solution. Then the second condition is ful�lled with

c

11

= x

�

1

and c

1

= x

�

2

, i. e. for all 1 � i � m we have c

11

a

i1

+ c

1

a

i2

� 0. Hence

A has cpi.

2. I

1

0

= f1; 2g

In this case for all 1 � i � m and for all � > 0 we have a

i1

+ a

i2

� � � 0. Hence

for all 1 � i � m we have a

i1

+ a

i2

� 0. Therefore A has cpi with I

0

= f1; 2g:

Now we will prove the lemma for matrices of arbitrary size.

A =

0

B

B

B

@

a

11

a

12

: : : a

1n

a

21

a

22

: : : a

2n

.

.

.

.

.

.

.

.

.

.

.

.

a

m1

a

m2

: : : a

mn

1

C

C

C

A

Let 1 � k < l � n. We know by assumption that for all � > 0 either A

k

(�) or A

l

(�)

has cpi. As mentioned above we can assume that the partition of [n] into blocks does

not depend on �. In order to start the induction we consider the case where we can

�nd some 1 � k � n such that A

k

(�) has cpi for every � > 0 and jI

k

0

j=n, i. e. the

sum over all columns of A

k

(�) is less of equal to zero. In this case for all 1 � i � m

and every � > 0 we have

a

i1

+ a

i2

+ : : :+ a

in

� � � 0:

Hence for all 1 � i � m we have

a

i1

+ a

i2

+ : : :+ a

in

� 0

and therefore A has cpi with I

0

= [n]:

Next we consider the case where we can �nd some k, 1 � k � n such that A

k

(�) has

cpi for every � > 0 and jI

k

0

j = n�1: First assume that k 2 I

k

0

. Then for all 1 � i � m

and all � > 0 we have:

(

X

j2I

k

0

a

ij

)� � � 0:

In this case for all 1 � i � m we obtain

X

j2I

k

0

a

ij

� 0:

If k =2 I

k

0

for all 1 � i � m we also have

X

j2I

k

0

a

ij

� 0:
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Thus in both cases the �rst condition of cpi is satis�ed choosing I

0

= I

k

0

.

Let I

1

= [n] � I

0

. Note that jI

1

j = 1 and assume p 2 I

1

. We know that the system

A~x �

~

0 has a solution in N . Let x

�

1

; : : : x

�

n

be such a solution. Then for all 1 � i � m

we have

X

j2I

0

c

1j

a

ij

+ c

1

a

ip

� 0;

if we choose c

1j

= x

�

j

for j 2 I

0

and c

1

= x

�

p

.

Assume inductively that the following is true for some (�xed) k � n� 1: Let A be a

rational matrix with m rows and n columns which has the �- property. If there exists

a column s, such that for all � > 0 A

s

(�) has cpi and jI

s

0

j � k, then A has cpi.

In the following we will show that if A is a rational matrix which has the �-property

and there exists a column s, such that for all � > 0 A

s

(�) has cpi and jI

s

0

j = k � 1,

then A has cpi. Without loss of generality we can assume that I

s

0

= f1; : : : k � 1g

for some (�xed) s. For k � 1 � n� 2, we have j[n]� I

s

0

j � 2: A has the �- property,

therefore either A

k

(�) or A

k+1

(�) has cpi for all � > 0. Without loss of generality we

can assume that A

k

(�) has cpi. We will consider several cases:

1. I

k

0

6� I

s

0

.

In this case for all � > 0 and all 1 � i � m we have

(

k�1

X

j=1

a

ij

)� � � 0

and therefore

k�1

X

j=1

a

ij

� 0:

Further for all 1 � i � m we have

X

j2I

k

0

a

ij

� 0:

We distinguish the following cases:

(a) I

k

0

\ I

s

0

= ;

Then we have

X

j2I

k

0

[I

s

0

a

ij

� 0:

Let I

0

= I

k

0

[ I

s

0

and I

l

= I

k

l

� I

s

0

. Because of the de�nition of I

k

l

for all � > 0

and for all j 2 [

s�l

I

k

s

there exists c

k

lj

(�) and c

k

l

(�) such that for all 1 � i � m

we have

X

j2[

s�l

I

k

s

c

k

lj

(�)a

k

ij

(�) + c

k

l

(�)

X

j2I

k

l+1

a

k

ij

(�) � 0
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and therefore

X

j2[

s�l

I

k

s

c

k

lj

(�)a

k

ij

(�) +

X

j2(I

s

0

�I

k

l+1

)

a

k

ij

(�) +

X

j2I

s

0

\I

k

l+1

(1 + c

k

l

(�))a

k

ij

(�)+

X

j2(I

k

l+1

�I

s

0

)

c

l

(�)a

k

ij

(�) � 0:

Hence we conclude that we can choose I

0

= I

k

0

[ I

s

0

to prove cpi and jI

0

j >

jI

s

0

j = k � 1. So we are done by induction.

(b) I

k

0

\ I

s

0

6= ;

Without loss of generality we can assume that I

k

0

\ I

s

0

= f1; : : : ; lg. Consider

the matrix

B =

0

B

@

2a

11

2a

12

: : : 2a

1l

a

1l+1

: : : a

1n

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

2a

m1

2a

m2

: : : 2a

ml

a

ml+1

: : : a

mn

1

C

A

= (b

ij

)

1�i�m;1�j�n

:

We claim that B has the �-property. This is true because

(i) the system A

0

~x �

~

0 has a solution in N for if x

1

; : : : ; x

n

is a solution of

A~x �

~

0, then x

1

; : : : ; x

l

; 2x

l+1

; : : : ; 2x

n

forms a solution of B~x �

~

0:

(ii) Let 1 � p � n such that A

p

(�) has cpi for every � > 0 with blocks I

p

0

; I

p

1

; : : :.

Let I

0p

0

= I

k

0

[ I

s

0

. Then for all 1 � i � m the following is true:

0 �

X

j2I

k

0

a

k

ij

(�) +

X

j2I

s

0

a

s

ij

(�) =

X

j2I

0p

0

b

p

ij

(�):

Let I

0p

r

= I

p

r�1

� (I

k

0

[ I

s

0

). A

p

(�) has cpi for every � > 0. Hence there exist

c

p

r�1j

= c

p

r�1j

(�); c

p

r�1

= c

p

r�1

(�) such that for all 1 � i � m we have

X

j2[

q�r�1

I

p

q

c

r�1j

a

p

ij

(�) + c

r�1

X

j2I

p

r

a

p

ij

(�) � 0:

Hence we have

l

X

j=1

b

p

ij

(�) +

X

j2I

0p

0

�f1;:::;lg

2b

p

ij

(�) +

X

j2[

q�r�1

I

p

q

\(I

k

0

[I

s

0

)

c

r�1j

2b

p

ij

(�)+

X

j2([

q�r�1

I

p

q

)�(I

k

0

[I

s

0

)

c

r�1j

2b

p

ij

(�) +

X

j2I

p

r

\(I

k

0

[I

s

0

)

c

r�1

2b

p

ij

(�) +

X

j2I

0p

r

c

r�1

2b

p

ij

(�)

� 0:

Hence B

p

(�) has cpi if A

p

(�) has cpi. Therefore B has the �-property and

jI

0p

0

j � k. Hence B has cpi by induction.

We claim that if B has cpi then A has cpi.
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Let the partition into blocks for B be I

B

0

; I

B

1

; : : : ; I

B

v

. Let I

0

= f1; : : : ; k � 1g.

We know that

k�1

X

j=1

a

ij

� 0:

Let I

1

= (I

k

0

[I

s

0

)�f1; : : : ; k�1g, let c

01

= : : : = c

0l

= 2; c

0l+1

= : : : = c

0k�1

= 1

and c

0

= 1. Then for all 1 � i � m we have

X

j2I

0

c

j0

a

ij

+ c

0

X

j2I

1

a

ij

� 0:

Let I

r

= I

B

r�2

� (I

k

0

[ I

s

0

). We know that there exist c

B

r�2j

; c

B

r�2

such that we

have

X

j2[

w�r�3

I

B

w

c

B

r�2j

b

ij

+ c

B

r�2

X

j2I

B

r�2

b

ij

� 0

and thus

l

X

j=1

2a

ij

+

X

j2(I

k

0

[I

s

0

)�f1;:::;lg

a

ij

+

X

j2([

w�r�3

I

B

w

)�(I

k

0

[I

s

0

)

c

B

r�2j

a

ij

+

X

j2([

w�r�3

I

B

w

)\(I

k

0

[I

s

0

)

c

B

r�2j

a

ij

+ c

B

r�2

X

j2I

B

r�2

\(I

k

0

[I

s

0

)

a

ij

+ c

B

r�2

X

j2I

r

a

ij

� 0:

Hence A has cpi:

2. I

k

0

� I

s

0

= fa

(1)

; : : : a

(k�1)

g:

(If I

s

0

� I

k

0

; we would have jI

k

0

j � k and we were done by induction.)

Without loss of generality we can assume that I

k

0

= I

s

0

, because otherwise it is

possible to choose I

k

0

as the �rst block for the matrix A

s

(�). We distinguish the

following cases:

(a) k =2 I

k

1

In this case there exist c

1j

2 N ; c

1

2 N such that for all 1 � i � m we have

X

j2I

k

0

c

1j

a

ij

+ c

1

X

j2I

k

1

a

ij

� 0:

Consider the following matrix B = (b

ij

)

1�i�m;1�j�n

, where for all

1 � i � m b

ij

is de�ned by

b

ij

=

8

<

:

c

1j

a

ij

for 1 � j � k � 1

c

1

a

ij

for j 2 I

k

1

a

ij

otherwise:

We claim that B has the �-property.

Documenta Mathematica 3 (1998) 149{187



168 Meike Sch

�

affler

(i) The system B~x �

~

0 has a solution, for if x

1

; : : : x

n

is a solution of

the system A~x �

~

0, then de�ne a solution of the system B~y �

~

0; ~y =

(y

1

; : : : ; y

n

) by

y

j

=

8

<

:

1

c

1j

x

j

if 1 � j � k � 1

1

c

1

x

j

if j 2 I

k

1

x

j

otherwise:

If we multiply ~y by the least common multiple of c

1j

; c

1

we obtain a solution

of the system B~x �

~

0 in N .

(ii) Let 1 � p � n be given such that for every � > 0 A

p

(�) has cpi and

let I

p

0

; : : : ; I

p

l

be the blocks and c

p

rj

(�); c

p

r

(�) the corresponding coe�cients,

such that for all 1 � i � m we have

X

j2I

p

0

a

p

ij

(�) � 0

and

X

j2[

w�r

I

p

w

c

p

rj

(�)a

p

ij

(�) + c

p

r

(�)

X

j2I

p

r+1

a

p

ij

(�) � 0:

Now we will show that B

p

(�) has cpi for all � > 0. Let I

0p

0

= I

k

0

[ I

k

1

and

I

0p

r

= I

p

r�1

� I

0p

0

. Then for all 1 � i � m we have

X

j2I

0p

0

b

ij

� 0

and

X

j2[

w�r�1

I

p

w

c

p

r�1j

(�)a

p

ij

(�) + c

p

r�1

(�)

X

j2I

p

r

a

p

ij

(�) � 0:

It follows that

X

j2I

0p

0

b

p

ij

(�) +

X

j2(([

w�r�1

I

p

w

)\I

0p

0

)

c

p

r�1j

(�)a

p

ij

(�) +

X

j2I

p

r�1

\I

p

0

c

p

r

(�)a

p

ij

(�)+

X

j2([

w�r�1

I

p

w

)�I

0p

0

c

p

r�1j

(�)a

p

ij

(�) +

X

j2I

0p

r

c

p

r

(�)a

p

ij

(�) � 0:

Hence B has the �-property. Thus B has cpi by induction. Let the cor-

responding partition of blocks be I

B

0

; : : : ; I

B

l

and let c

B

rj

; c

B

r

be the corre-

sponding coe�cients. We claim that A has cpi.

Let I

0

= I

k

0

; I

1

= I

k

1

; I

r

= I

B

r�2

� (I

k

0

[ I

k

1

): Obviously for all 1 � i � m we

have

X

j2I

0

a

ij

� 0:

For 2 � r � l� 1; for all 1 � i � m we have

X

j2[

w�r�2

I

B

w

c

B

r�2j

b

ij

+ c

B

r�1

(

X

j2I

B

r�1

b

ij

) � 0:
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Thus for all 1 � i � m the following is true

X

j2I

k

0

a

ij

+

X

j2I

k

1

a

ij

+

X

j2([

w�r�2

I

B

w

\(I

k

0

[I

k

1

))

c

B

r�2j

b

ij

+

X

j2I

B

r�1

\(I

k

0

[I

k

1

)

c

B

r�2

b

ij

+

X

j2[

w�r�2

I

B

w

�(I

k

0

[I

k

1

)

c

B

r�2j

b

ij

+ c

B

r�2

(

X

j2I

r+1

b

ij

)

� 0:

Hence A has cpi.

(b) k 2 I

k

1

:

Without loss of generality we can assume that I

k

1

= fk; : : : ; rg: For all

1 � i � m we know that

P

k�1

j=1

a

ij

� 0. It is no restriction to assume that

k

X

j=1

a

ij

�

= 0 for 1 � i � m

1

< 0 for m

1

< i � m

for some m

1

� m. In claim 1.11. we have shown that it is enough to

consider the �rst m

1

rows of A. Let

B = (a

(1)

; : : : ; a

(k�1)

)

be the matrix which consists of the �rst k � 1 columns of A. Let

B

0

(�) =

0

B

@

a

11

: : : a

1k�1

(

P

r

j=k

a

1j

� �)

.

.

.

.

.

.

.

.

.

.

.

.

a

m

1

1

: : : a

m

1

k�1

(

P

r

j=k

a

m

1

j

� �)

1

C

A

:

Obviously adding up the columns of B we get the zero vector. Further for

all � > 0 the system B

0

(�)~x �

~

0 has a solution. Hence we can apply lemma

1.10. to show that the system B

0

(0)~x �

~

0 has a solution in N . Assume

that c

11

; : : : ; c

1k�1

; c

1

is such a solution, hence for all 1 � i � m we have

k�1

X

j=1

a

ij

c

1j

+ c

1

r

X

k

a

ij

� 0:

Then we consider the matrix B = (b

ij

)

1�i�m;1�j�n

b

ij

=

8

<

:

c

1j

a

ij

for 1 � j � k � 1

c

1

a

ij

for k � j � r

a

ij

otherwise:

As in case a) it is now possible to show that B has the �-property. Then

by induction B has cpi which again implies as in case a) that A has cpi:

2

lemma 1:3:

Lemma 1.4. Let a; b 2 Q and let the following system of inequalities be given:

(�) a �

x

1

x

2

� b:

Let
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1. 1 < a � b or

2. 0 < a � b < 1:

Then (�) is not partition regular over N .

Proof of lemma 1.4.:

1. Assume that 1 < a � b:

Let n 2 N be minimal such that a

n

> b. Consider the following coloring:

�

a;b

: N ! [n+ 1] which is de�ned by

(��) �

a;b

(x) = (blog

a

(x)cmod(n + 1)) + 1:

In the following we will show that (�) has no monochromatic solution for �

a;b

.

Assume on the contrary that x

1

; x

2

form a solution of (�) which is monochro-

matic with respect to �

a;b

. Let log

a

(x

1

) = �

x

1

and log

a

(x

2

) = �

x

2

. Then we

have

�

x

1

� �

x

2

mod(n+ 1):

Say �

x

1

= k

x

1

(n+1)+ r and �

x

2

= k

x

2

(n+1)+ r for some 0 � r � n. Because

x

1

; x

2

forms a solution of (�) we have

a �

x

1

x

2

� b

and thus

a �

x

1

x

2

<

a

�

x

1

+1

a

�

x

2

= a

(k

x

1

�k

x

2

)(n+1)+1

:

Therefore we have

(k

x

1

� k

x

2

)(n+ 1) + 1 > 1

and hence

k

x

1

� k

x

2

> 0:

On the other hand we have:

a

n

> b �

x

1

x

2

�

a

�

x

1

a

�

x

2

+1

= a

(k

x

1

�k

x

2

)(n+1)�1

;

which implies

(k

x

1

� k

x

2

)(n+ 1)� 1 < n

and hence

k

x

1

� k

x

2

< 1:

which is in contradiction to (��).

2. Assume that 0 < a � b < 1: Consider the following system of inequalities which

is equivalent to (�):

1

a

�

x

2

x

1

�

1

b

:

Then we have 1 <

1

b

�

1

a

and we can follow the arguments of case 1.

2

lemma 1:4:
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Lemma 1.5. Let z 2 N be given. Let n � 2 and let f

i

(x

2

; : : : ; x

n

) : R

n�1

! R;

g

i

(x

2

; : : : ; x

n

) : R

n�1

! R for 1 � i � z be given. Consider the following system of

inequalities:

f

i

(x

2

; : : : ; x

n

) �

x

1

x

2

� g

i

(x

2

; : : : ; x

n

): (�)

Let (�) satisfy the following conditions:

1. 9i

1

; 1 � i

1

� z; 9�

1

; 0 < �

1

< 1; 9c

1

2 N and 9�

1

: N ! [c

1

] such that (�) has

no solution x

1

; : : : ; x

n

which is monochromatic with respect to �

1

and

f

i

1

(x

2

; : : : ; x

n

) � �

1

:

2. 9i

2

; 1 � i

2

� z; 9�

2

; �

3

; 0 < �

2

; �

3

< 1; 9c

2

2 N and 9�

2

: N ! [c

2

] such that (�)

has no solution x

1

; : : : ; x

n

which is monochromatic with respect to �

2

and

f

i

2

(x

2

; : : : ; x

n

) � 1 + �

2

or there is no solution x

1

; : : : ; x

n

which is monochromatic with respect to �

2

and

g

i

2

(x

1

; : : : ; x

n

) � �

3

:

3. 9k 2 N ; 9c

3

2 N and 9�

3

: N ! [c

3

] such that (�) has no solution x

1

; : : : ; x

n

which is monochromatic with respect to �

3

and

x

1

x

2

� k:

Then there exists c

�

2 N and a coloring �

�

: N ! [c

�

]; such that (�) has no solution

which is monochromatic for �

�

.

Proof of lemma 1.5.: Let �

1

; �

2

; �

3

; k; c

1

; c

2

; c

3

and �

1

;�

2

;�

3

be de�ned as in the

assumptions of lemma 1.13. Consider colorings of the form �

a;b

which are de�ned as

in the proof of lemma 1.11. (��) with appropriate a and b, namely:

�

4

= �

1

1��

3

;

1

�

1

: N ! [c

4

];

where c

4

2 N is minimal such that

1

1��

3

(c

4

�1)

>

1

�

1

and

�

5

= �

1+�

2

;k

: N ! [c

5

];

where c

5

2 N is minimal such that (1 + �

2

)

(c

5

�1)

> k.

Then de�ne �

�

as follows:

�

�

: N !

5

Y

j=1

[c

j

];

�

�

(x) = (�

1

(x);�

2

(x);�

3

(x);�

4

(x);�

5

(x)):
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We claim that (�) has no solution which is monochromatic for �

�

.

Assume on the contrary that x

1

; : : : ; x

n

is a solution of (�) which is monochromatic

with respect to �

�

: Because x

1

; : : : ; x

n

is monochromatic for �

�

it is monochromatic

for �

1

. Hence we have

f

i

1

(x

2

; : : : ; x

n

) � �

1

;

which implies

x

1

x

2

� �

1

: (1)

Besides x

1

; : : : ; x

n

is monochromatic for �

2

. Hence we have

f

i

2

(x

2

; : : : ; x

n

) � 1 + �

2

or

g

i

2

(x

2

; : : : ; x

n

) � 1� �

3

;

which implies

x

1

x

2

� 1 + �

2

(2)

or

x

1

x

2

� 1� �

3

: (3)

Finally x

1

; : : : ; x

n

is monochromatic for �

3

and therefore we have:

x

1

x

2

� k: (4)

If we put together (1) and (3) and (2) and (4) respectively, we obtain:

�

1

�

x

1

x

2

� 1� �

3

(5)

or

1 + �

2

�

x

1

x

2

� k: (6)

By lemma 1.12. (5) has no monochromatic solution for �

4

and

(6) has no monochromatic solution for �

5

. Hence x

1

; : : : ; x

n

is not

monochromatic for �

�

. That is in contradiction to our assumption.

2

lemma 1:13:

Now we are able to prove the second part of theorem 1.5., i.e. A has cpi if the system

A~x �

~

0 is partition regular.

Proof of theorem 1.3. (second part): We will prove the theorem by induction

on the number of columns of A. Note that a system, which is partition regular,

necessarily has a solution.

n = 1 :

A =

0

B

B

B

@

a

11

a

21

.

.

.

a

m1

1

C

C

C

A
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The system (a

i1

x

1

� 0)

1�i�m

is partition regular. Hence it has a solution in N ,

therefore for all 1 � i � m we have a

i1

� 0 and thus A has cpi with I

0

= f1g.

In order to demonstrate the idea of the proof we additionally consider the case

n = 2 :

A =

0

B

B

B

@

a

11

a

12

a

21

a

22

.

.

.

.

.

.

a

m1

a

m2

1

C

C

C

A

We distinguish the following cases:

1. For each row I 1 � i � m the �rst entry is less or equal zero, i.e. a

i1

� 0:

Let I

0

= f1g and I

1

= f2g. Assume that y

1

; y

2

2 N form a solution of the

system A~x �

~

0. Then for all 1 � i � m we have

X

j2I

0

c

1j

a

ij

+ c

1

X

j2I

1

a

ij

= c

11

a

i1

+ c

1

a

i2

� 0

if we choose c

11

= y

1

and c

1

= y

2

.

2. For each row i 1 � i � m the �rst entry is greater or equal zero, i.e. a

i1

� 0:

In this case for all 1 � i � 0 we have a

i2

� 0

Then A has cpi with blocks I

0

= f2g and I

1

= f1g:

3. There exist s; t 2 [m] such that a

s1

< 0 and a

t1

> 0:

Then the system A~x �

~

0 can be transformed as follows:

�

a

t2

a

t1

�

x

1

x

2

� �

a

s2

a

s1

for all t with a

t1

< 0 and for all s with a

s1

> 0 and

a

t2

x

2

� 0 for all t with a

t1

= 0:

By lemma 1.12. we know that one of the following cases holds:

(a) �

a

t2

a

t1

� 0 for all t with a

t1

< 0 and �

a

s2

a

s1

� 0 for all s with a

s1

> 0 and

(obviously) a

t2

� 0 for all t with a

t1

= 0: In this case for all 1 � i � m we

obtain

a

t2

� 0:

Thus A has cpi with blocks I

0

= f2g and I

1

= f1g:

(b) �

a

t2

a

t1

� 1 for all t with a

t1

< 0 and �

a

s2

a

s1

� 1 for all s with a

s1

> 0 and

hence for all 1 � t � m with a

t1

6= 0 we have

a

t1

+ a

t2

� 0

and obviously for all 1 � t � m with a

t1

= 0 we have

a

t2

� 0
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and hence

a

t1

+ a

t2

� 0:

Thus A has cpi with I

0

= f1; 2g in this case.

Hence we are done in the case n = 2.

Let us assume that the theorem is true for all matrices A with less than n columns

for some (�xed) n � 2. Let

A =

0

B

B

B

@

a

11

a

12

: : : a

1n

a

21

a

22

: : : a

2n

.

.

.

.

.

.

.

.

.

.

.

.

a

n1

a

n2

: : : a

nm

1

C

C

C

A

:

To prove the theorem we distinguish the following cases:

1. There exists 1 � j

�

� n such that for all 1 � i � m the j

�

th entry satis�es

a

ij

�

< 0:

In this case let I

0

= fj

�

g and I

1

= [n]� fj

�

g and choose

c

1j

�

> max

1�i�m

f

P

n

s=1;s6=j

�

ja

is

j

ja

ij

� j

g; c

1

= 1:

2. There exists 1 � j

�

� n such that for all 1 � i � m the j

�

th entry satis�es

a

ij

�

� 0:

Without loss of generality assume j

�

= 1 and a

i1

< 0 for 1 � i � m

1

and

a

i1

= 0 for m

1

< i � m for some m

1

� m. Then we have:

A =

0

B

B

B

B

B

B

B

B

@

a

11

< 0

.

.

.

a

1m

1

< 0

�

0

.

.

.

0

A

0

1

C

C

C

C

C

C

C

C

A

:

Hence A is partition regular if and only if A

0

is partition regular. By induction

A

0

has cpi. Let the corresponding blocks be I

0

0

; : : : I

0

r

for a suitable r 2 N and

for 1 � k � r and for j 2 [

s�k

I

s

let the coe�cients be c

0

kj

; c

0

k

: Then A has cpi

with blocks I

0

= f1g; I

s

= I

0

s�1

for 1 � s � r and coe�cients

c

k1

=

max

1�i�m

1

f

P

j2[

s�k

I

0

s

c

0

kj

a

ij

+ c

0

k

P

j2I

0

k+1

a

ij

g

min

1�i�m

1

ja

1i

j

for 2 � k � r and

c

11

=

max

1�i�m

1

P

j2I

0

1

a

ij

min

1�i�m

1

ja

1i

j

;

c

1

= 1 and c

kj

= c

0

k�1j

for all j 6= 1 and all 1 � k � r:
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3. There exists j

�

such that for all 1 � i � m we have a

ij

�

� 0:

In this case obviously A

0

= A� fa

(j

�

)

g, the matrix which we obtain from A by

omitting the column j

�

; is partition regular and has cpi by induction. Let the

blocks of A

0

be I

0

0

; : : : I

0

r

and de�ne for all 1 � s � r I

s

= I

0

s

and I

r+1

= fj

�

g.

Further let y

1

; : : : ; y

n

2 N be a solution of the system A~x �

~

0. Then A has cpi

with coe�cients c

rj

= y

j

for j 6= j

�

; and c

r

= y

j

�

.

4. Each column has both positive and negative entries.

Let 1 � k < l � n be given. Then the system A~x �

~

0 can be transformed as

follows:

(�)

8

>

>

>

>

>

<

>

>

>

>

>

:

�

a

sk

a

sl

�

n

X

j=1;j =2fk;lg

a

sj

a

sl

x

j

x

k

�

x

l

x

k

� �

a

tk

a

tl

�

n

X

j=1;j =2fk;lg

a

sj

a

sl

x

j

x

k

for all s; t with a

sl

< 0 and a

tl

> 0;

P

n

j=1;j 6=l

a

ij

x

j

� 0

for all i with a

il

= 0:

By lemma 1.13. we know that one of the following cases holds:

(a) For all � > 0 the following system of inequalities is partition regular:

�

a

sk

a

sl

�

n

X

j=1;j =2fk;lg

a

sj

a

sl

x

j

x

k

� � for all s with a

sl

< 0

�

a

tk

a

tl

�

n

X

j=1;j =2fk;lg

a

tj

a

tl

x

j

x

k

� 0 for all t with a

tl

> 0

and

n

X

j=1;j 6=l

a

ij

x

j

� 0 for all i with a

il

= 0:

That means that for every � > 0 the system

A

k

l

(�)~y �

~

0

is partition regular and has cpi by induction. Hence by remark 1.8. A

k

(�)

has cpi for all � > 0.

(b) For all r > 0 and each coloring of the natural numbers with �nitely many

colors the system (�) has a monochromatic solution x

1

; : : : ; x

n

such that

x

l

x

k

> r;

which is equivalent to

x

k

x

l

<

1

r

:

Documenta Mathematica 3 (1998) 149{187



176 Meike Sch

�

affler

We transform the system A~x �

~

0 as in (�) exchanging k and l. Then we

obtain:

�

a

sl

a

sk

�

n

X

j=1;j =2fk;lg

a

sj

a

sk

x

j

x

l

�

x

k

x

l

� �

a

tl

a

tk

�

n

X

j=1;j =2fk;lg

a

tj

a

tk

x

j

x

l

for all s; t with a

sk

< 0 and a

tk

> 0 and

n

X

j=1;j 6=k

a

ij

x

j

� 0

for all i with a

ik

= 0: Therefore the following system is partition regular

for each r > 0 :

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

�

a

sl

a

sk

�

P

n

j=1;j =2fk;lg

a

sj

a

sk

x

j

x

l

�

1

r

for all 1 � s � m with a

sk

< 0

�

a

tl

a

tk

�

P

n

j=1;j =2fk;lg

a

tj

a

tk

x

j

x

l

� 0

for all 1 � t � m with a

tk

> 0 and

P

n

j=1;j 6=k

a

ij

x

j

� 0

for all 1 � i � m with a

ik

= 0:

Hence the system A

l

k

(

1

r

) is partition regular for every r > 0 and has cpi

by induction. Therefore by remark 1.8. the system A

l

(

1

r

) has cpi for every

r > 0.

(c) For all � > 0 the following system is partition regular:

(�)

8

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

:

�

a

sk

a

sl

�

n

X

j=1;j =2fk;lg

a

sj

a

sl

x

j

x

k

� 1 + �

for all 1 � s � m with a

sl

< 0

�

a

tk

a

tl

�

n

X

j=1;j =2fk;lg

a

tj

a

tl

x

j

x

k

� 1� �

for all 1 � t � m with a

tl

> 0

n

X

j=1;j 6=l

a

ij

x

j

� 0

for all 1 � i � m with a

il

= 0:

Then for every � > 0 the system A

(k)+(l)

~y �

~

0 is partition regular and has

cpi by induction, therefore by remark 1.8. A

l

(�) and A

k

(�) have cpi:

The system A~x �

~

0 has a solution in N because otherwise it could not be

partition regular and hence A has the �-property. Therefore by lemma 1.9. A

has cpi.

2

theorem 1:5:

In the following we will generalize the set of partitioned numbers. We will �rst state

results over Z and Q and �nally we will consider real matrices and generalize the set

of partitioned numbers to the reals.
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Definition 1.5. Let K � R � f0g be a set. Let A = (a

ij

)

1�i�m;1�j�n

be a matrix

with entries in R. A has the column property for systems of inequalities (cpi) over

K if there exists l 2 N and a partition [n] = I

0

[ I

1

[ : : : [ I

l

of the column indices

such that

1. There exists c 2 K such that for all 1 � i � m we have c

P

j2I

0

a

ij

� 0 and

2. for all k < l; j 2 [

s�k

I

s

there exist c

k

; c

kj

2 K such that for all 1 � i � m we

have

X

j2[

s�k

I

s

c

jk

a

ij

+ c

k

X

j2I

k+1

a

ij

� 0:

And correspondingly we de�ne:

Definition 1.6. Let K � R � f0g be a set. Let A = (a

ij

)

1�i�m;1�j�n

be a real

matrix. Let

~

b = (b

1

; : : : ; b

n

) 2 R

n

. The system A~x �

~

b is called partition regular over

K, if for every c 2 N and every c-coloring of K � : K ! [c] there exists a solution

x

1

; : : : x

n

2 K of A~x �

~

b such that �

�

�

fx

1

:::x

n

g

= const:

Lemma 1.6. Let K � R � f0g and K = K

1

[ K

2

such that K

1

\ K

2

= ;. Let

A = (a

ij

)

1�i�m;1�j�n

be a real matrix. Then the following statements are equivalent:

1. The system A~x �

~

0 is partition regular over K.

2. The system A~x �

~

0 is partition regular over K

1

or the system is partition regular

over K

2

.

Proof of lemma 1.6.: If the system A~x �

~

0 is partition regular over K

1

or over

K

2

then it is clearly partition regular over K. For the opposite direction assume

that the system A~x �

~

0 is neither partition regular over K

1

nor over K

2

, i. e. there

exists c

1

2 N and a coloring �

1

: K

1

! [c

1

] and there exists c

2

2 N and a coloring

�

2

: K

2

! [c

2

], such that A~x �

~

0 has no monochromatic solution in K

1

for �

1

and

no monochromatic solution in K

2

with respect to �

2

. De�ne the following coloring:

� : K ! [maxfc

1

; c

2

g]� [2] by

�(x) =

�

(�

1

(x); 1) if x 2 K

1

(�

2

(x); 2) if x 2 K

2

:

Obviously the system A~x �

~

0 has no monochromatic solution with re-

spect to the coloring � which is a contradiction to the partition regularity.

2

lemma 1:6:

If we use lemma 1.16. together with theorem 1.5. we obtain the following theorem:

Theorem 1.4. Let A = (a

ij

)

1�i�m;1�j�n

be a rational matrix. The system A~x �

~

0

is partition regular over Z�f0g if and only if A has cpi either over Z

+

�f0g or over

Z

�

� f0g:
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Proof of theorem 1.4.: By lemma 1.16. we know that the system A~x �

~

0 is

partition regular over Z� f0g i� it is either partition regular over Z

+

� f0g or over

Z

�

� f0g. The �rst case is equivalent to A having cpi over N by theorem 1.5. In

the second case consider (�) �A~x �

~

0 where �A = (�a

ij

)

1�i�m;1�j�n

. A~x �

~

0

is partition regular over Z

�

� f0g i� �A~x �

~

0 is partition regular over N . This is

equivalent to �A having cpi over N , which is equivalent to A having cpi over Z

�

�f0g.

2

theorem 1:4:

Theorem 1.5. Let A = (a

ij

)

1�i�m;1�j�n

be a rational matrix. Then the following

statements are equivalent:

1. The system A~x �

~

0 is partition regular over Q � f0g.

2. A has cpi over Q

+

� f0g or over Q

�

� f0g.

3. A has cpi over Z

+

� f0g or over Z

�

� f0g.

Proof of theorem 1.5. :

1. implies 2.:

It is enough to show that if A~x �

~

0 is partition regular over Q

+

�f0g then it has cpi

over Q

+

� f0g. This can be shown following the arguments of the second part of the

proof of theorem 1.5. using Q

+

� f0g instead of N .

2. implies 3.:

Assume that A has cpi over Q

+

�f0g, i. e. there exists a partition of the columns of

A into blocks [n] = I

0

[ : : : [ I

l

such that

1. There exists q 2 Q

+

� f0g such that for all 1 � i � m we have q

P

j2I

0

a

ij

� 0,

i. e.

P

j2I

0

a

ij

� 0.

2. For k < l; j 2 [

s�k

I

s

there exist c

kj

; c

k

2 Q

+

� f0g such that for all 1 � i � m

we have

X

j2[

s�k

I

s

c

kj

a

ij

+ c

k

X

j2I

k+1

a

ij

� 0:

By multiplying the above inequality with the common divisor of c

kj

; c

k

we obtain

positive integer coe�cients.

3. implies 1.:

If A has cpi over Z

+

� f0g or over Z

�

� f0g then by theorem 1.17. the system

A~x �

~

0 is partition regular over Z� f0g. Hence it is partition regular over Q � f0g:

2

theorem 1:5:

Theorem 1.6. Let A = (a

ij

)

1�i�m;1�j�n

be a real matrix. Then the following

statements are equivalent:

1. The system A~x �

~

0 is partition regular over R � f0g.

2. A has cpi over R

+

� f0g or over R

�

� f0g.
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Proof of theorem 1.6. :

1. implies 2.:

It is enough to show that if the system A~x �

~

0 is partition regular over R

+

�f0g then

A has cpi over R

+

� f0g. This can be shown following the arguments of the second

part of the proof of theorem 1.5. using R

+

� f0g instead of N .

2. implies 1. :

Again it is enough to show that if A has cpi over R

+

�f0g then the system A~x �

~

0 is

partition regular over R

+

� f0g. To prove this we employ a generalized environment

lemma using the multidimensional version of van der Waerden's Theorem which is

due independently to Gallai (see [10]) and Witt [16] instead of van der Waerden's

Theorem [15]:

Lemma 1.7. Let A = (a

ij

)

1�i�m;1�j�n

be a real matrix such that the system A~x �

~

0

is partition regular over R

+

� f0g. Let t 2 N and W � R; W = fw

1

; : : : w

t

g be

given. Let c 2 N . Then for every c-coloring � : R

+

� f0g ! [c] there exists ~x =

(x

0

; : : : ; x

n

) 2 (R

+

� f0g)

n

and there exists r 2 R

+

� f0g such that

1. A~x �

~

0 and

2. For all j; k with 1 � j � n, 1 � k � t we have �(x

j

+ rw

k

) = const.

Proof of lemma 1.7.: Assume that A is partition regular. Hence by compactness

[6] there exists a �nite set V = V (A; c) � R

+

� f0g such that for every c-coloring

of V there exists a monochromatic solution of the system A~x �

~

0 in V . Let V =

fv

1

; : : : ; v

t

g.

Let � : R

+

�f0g ! [c] be an arbitrary coloring. De�ne a coloring �

�

: R

+

�f0g ! [c

t

]

by

�

�

(x) = (�(xv

i

))

1�i�t

:

De�ne a �nite set W = fwjw =

Q

n

s=1

v

j

s

; j

s

2 [t]g: By Gallai-Witt's Theorem there

exists a homothetic copy of the set W which is monochromatic with respect to �

�

, say

W

0

= a

0

+ r

0

W = fa

0

+ r

0

wjw 2 Wg. Consider another coloring �

��

:V! [c] which is

de�ned by �

��

(x) = �(a

0

x). By de�nition of V there exists a monochromatic solution

of the system A~x �

~

0 in V with respect to �

��

, say x

0

1

; : : : ; x

0

n

. Then (x

0

1

a

0

; : : : ; x

0

n

a

0

)

is a solution and for all 1 � j � n we have �(x

0

j

a

0

) = const.

Let r = r

0

x

0

1

: : : x

0

n

. Then we have:

x

0

i

a

0

+ rv

j

= x

0

i

(a

0

+ r

0

v

j

x

0

1

� : : : � x

0

i�1

x

0

i+1

� : : : � x

0

n

)

and by the de�nition of W

(v

j

x

0

1

� : : : � x

0

i�1

x

0

i+1

� : : : � x

0

n

) 2W:

Hence for all 1 � i � n; 1 � j � t we �nally have

�(x

0

i

a

0

) = �(x

0

i

a

0

+ rv

j

):

2

lemma 1:7:

Now we are able to prove the second part of theorem 1.19.:
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Let A be a real matrix which has cpi over R

+

� f0g. Let [n] = I

0

[ : : : [ I

l

be the

corresponding partition. We prove theorem 1.19. by main induction over the number

of colors and by subsidiary induction over the number of blocks. In both cases the

start of the induction is easy to obtain: The system A~x �

~

0 has a solution (just take

the coe�cients c

jl�1

; c

l

). If only one color is used every solution is monochromatic.

If l = 0 every singleton provides a solution.

Let A

k

= (a

(j)

jj 2 [

j�k

I

k

) be the submatrix of A which only consists of the columns

belonging to the �rst k blocks. Assume that A

k

is partition regular over R

+

� f0g

for some k � 0 and assume that for every coloring with c � 1 colors the system (�)

A

k+1

~x �

~

0 has a monochromatic solution, i. e. by compactness there exists a �nite

set V

c�1

� R

+

� f0g such that for every (c � 1)-coloring (�) has a monochromatic

solution in V

c�1

.

Let � : R

+

� f0g ! [c] be an arbitrary coloring. We de�ne W, a �nite subset of R,

by W = fw = vujv 2 V; u 2 fc

jk

; c

k

j1 � j � n; 1 � k < lgg. We apply lemma 1.20.

to A

k

and W . Thus there exists a solution (y

i

)

i2[

s�k

I

s

of the system A

k

~y �

~

0 and

r 2 R

+

�f0g such that for all i 2 [

s�k

I

s

and all w 2 W we have �(y

i

+ rw) = const.

Combining cpi and the fact that the y

i

form a solution for every v 2 V we obtain:

X

j2[

s�k

I

s

a

ij

(y

j

+ c

kj

rv) +

X

j2I

k+1

a

ij

c

k

rv � 0:

Without loss of generality we may assume that �(y

i

+ rc

kj

v) = c for all i 2 [

s�k

I

s

and v 2 V .

If now one of the numbers c

k

rv is also colored in c we have found a monochromatic

solution of the system A

k+1

~x �

~

0. Otherwise the coloring

�

�

: V ! [c� 1]

de�ned by

�

�

(x) = �(xrc

k

)

is well de�ned. Therefore by induction on the number of col-

ors and the de�nition of V there exists a monochromatic solu-

tion of A

k+1

~x �

~

0 with respect to �

�

, say (x

�

i

)

i2[

s�k+1

I

s

. Then

(x

�

i

rc

k

)

i2[

s�k+1

I

s

forms a solution which is monochromatic with respect to �.

2

theorem 1:6:

In his dissertation [10] Rado also considered systems of inhomogeneous equations.

As well as for homogeneous systems the columns property plays an important role

for the characterization of partition regular systems of inhomogeneous inequalities.

We are able to give a complete characterization of those systems which are par-

tition regular over the natural numbers, over the set of integers and over the rationals.

Theorem 1.7. Let A = (a

ij

)

1�i�m;1�j�n

be a rational matrix, let

~

b = (b

1

; : : : ; b

m

) 2

Q

m

: The system of inequalities A~x � 0 is partition regular over N if and only if one

of the following conditions is satis�ed:
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1. There exists a 2 N such that A

0

B

@

a

.

.

.

a

1

C

A

�

�!

b

2. A has cpi and there exists

�!

x = (x

1

; : : : ; x

n

) 2 N

n

and there exists I � [m];

such that

n

P

j=1

a

ij

x

j

�

< 0 for i 2 I

� 0 for i 2 [m]� I:

and there exists a 2 Z such that for all i 2 [m]� I we have

n

P

j=1

a

ij

a � b

i

The proof of theorem 1.21 is a little bit tricky and in its main parts very technical.

The interested reader can �nd the complete proof in [17].

Theorem 1.8. Set A = (a

ij

)

1�i�m;1�j�n

be a rational matrix and

~

b = (b

1

; : : : ; b

m

) 2

Q

m

. The system A~x �

~

b is partition regular over Q � f0g if and only if A~x 2

~

b is

partition regular over N or the system �

~

A~x �

~

b with �A = (�a

ij

)

1�i�m;1�j�n

is

partition regular over N :

If we partition the set Q � f0g the situation is di�erent:

Theorem 1.9. Let A = (a

ij

)

1�i�m;1�j�n

be a rational matrix, let

~

b = (b

1

; : : : ; b

n

) 2

Q

n

: The system (x)A~x �

~

b is partition regular over Q if and only if one of the

following cases is valid:

1. There exists a

�

2 Q such that for all 1 � i � m we have

n

P

j=1

a

ij

a

�

� b

i

2. There exists I � [m] such that b

i

� 0 for i 2 I; b

i

> 0 for i 2 [m]J � I and the

matrix A

I

= (a

ij

)

i2I;1�j�n

has cpi over Q

+

� f0g.

3. A has cpi over Q

+

� f0g and there exists I � [m] and there exists

~x(x

1

� x

n

) 2 (Q

+

� f0g

n

such that

n

P

j=1

a

ij

x

j

�

< 0 for i 2 I

� 0 for i 2 [m]� I:

and there exists a

x

2 Q

+

�f0g such that for all i 2 [m]�I we have

n

P

j=1

a

ij

a

�

� b

i

:

4. �A = (�a

ij

)

1�i�m;1�j�n

ful�lls condition 1, 2, or 3.

2. (m; p; c)-sets

In 1973 Deuber [1] gave a semantical characterization of partition regular system

of linear equations. The nature of this characterization is somewhat di�erent form

Rado's approach. Deuber described the arithmetic structure of the sets of solutions

of partition regular linear systems A~x =

~

0. The central de�nition is that of (m; p; c; )-

sets, which are m-fold arithmetic progressions together with c-fold di�erences:
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Definition 2.1. Let m; p; c 2 N . A set D � N is an (m; p; c)-set if there exist

d

0

; : : : ; d

m

2 N such that D = D

p;c

(d

0

: : : d

m

) consists of all numbers of the following

list:

cd

0

+ l

1

d

1

+ l

2

d

2

+ : : : + l

m

d

m

;

cd

1

+ l

2

d

2

+ : : : + l

m

d

m

;

cd

2

+ : : : + l

m

d

m

;

.

.

.

cd

m

;

where l

i

2 [�p; p], i. e.

D

p;c

(d

0

; : : : ; d

m

) = fcd

i

+

m

X

j=i+1

l

j

d

j

ji � m; l

j

2 [�p; p]g:

In particular a (1; k; c)-set is a (2k+1)-term arithmetic progressions together with its

di�erences. Deuber proved the following theorem [1]:

Theorem 2.1. (Deuber 1973) A linear system A~x =

~

0 is partition regular if and

only if there exist positive integers m; p; c such that every (m; p; c)�set D contains a

solution of A~x =

~

0.

(m; p; c)-sets not only describe the arithmetic structure of sets of solutions of partition

regular systems of linear equations but they can also be used to characterize sets of

solutions of systems of linear inequalities.

Theorem 2.2. Let A = (a

ij

)

1�i�l;1�j�n

be a rational matrix. Let A~x �

~

0 be a

partition regular system of linear inequalities. Then there exist m; p; c 2 N such that

every (m; p; c)-set contains a solution of the system A~x �

~

0:

Proof of Theorem 2.2.: By theorem 1.5. we know that A has cpi, i. e. there

exists m 2 N and a partition I

0

[ : : : [ I

m

= [n] such that

1. for all 1 � i � l we have

P

j2I

0

a

ij

� 0 and

2. for k � m and j 2 [

s�k

I

s

there exist c

kj

; c

k

2 N such that for every k < m and

for all 1 � i � l we have

X

j2[

s�k

I

s

c

kj

a

ij

+ c

k

X

j2I

k+1

a

ij

� 0:

Let c be the least common multiple of fc

k

j1 � k < mg. Multiply each inequality by

c

c

k

such that for all 1 � i � l we have

X

j2[

s�k

I

s

c

0

kj

a

ij

+ c

X

j2I

k+1

a

ij

� 0:
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Further let p = max

1�i�l;1�k<m

jc

0

kj

j. We claim that these m; p; c have the desired

properties. Let A

k

= (a

ij

)

1�i�m;j2[

s�k

I

s

be the submatrix of A which only consists

of the columns of A belonging to the blocks one up to k. We will prove the claim by

induction on m.

Let m = 0. Hence A = A

0

, i. e. for all 1 � i � l we have

P

n

j=1

a

ij

� 0. Thus

every singleton forms a solution of the system A~x �

~

0 and D

pc

(d

0

) = fcd

0

g 6=

;. Assume that the statement is true for some k � 0. Consider a (k + 1; p; c)-set

D = D

p;c

(d

0

; : : : ; d

k+1

). By induction we know that the (k; p; c)-set D

p;c

(d

0

; : : : ; d

k

)

contains a solution of the system A

k

~x �

~

0. Let (y

i

)

i2[

s�k

I

s

be such a solution, i. e.

y

i

2 D

p;c

(d

0

; : : : ; d

k

) and for all 1 � i � l we have

X

j2[

s�k

I

s

a

ij

y

j

� 0;

which implies

X

j2[

s�k

I

s

a

ij

y

j

| {z }

�0

+ d

k+1

(

X

j2[

s�k

I

s

c

kj

a

ij

+ c

X

j2I

k+1

a

ij

)

| {z }

�0

� 0:

Hence for all 1 � i � l we have

X

j2[

s�k

I

s

a

ij

(y

j

+ d

k+1

c

kj

) +

X

j2I

k+1

cd

k+1

a

ij

� 0:

For y

j

2 D

p;c

(d

0

; : : : ; d

k

) and jc

kj

j � p we have

y

i

+ c

kj

d

k+1

2 D

p;c

(d

0

; : : : ; d

k+1

) and

cd

k+1

2 D

p;c

(d

0

; : : : ; d

k+1

):

Hence we found a solution of the system A

k+1

~x �

~

0 in the arbitrary chosen (k+1; p; c)-

set D

p;c

(d

0

; : : : ; d

k+1

). 2

Theorem 2:2:

Theorem 2.3. Let A = (a

ij

)

1�i�m;1�j�n

be a rational matrix. If there exist m; p; c 2

N such that every (m; p; c)�set contains a solution of the system A~x �

~

0 then the

system A~x �

~

0 is partition regular.

Proof of Theorem 2.3.: Let m; p; c 2 N be given such that every (m; p; c)�set

contains a solution of the system A~x �

~

0. By Deuber's theorem [1] we

know that for every coloring � of the natural numbers with �nitely many col-

ors there exist d

0

: : : d

m

such that the (m; p; c)-set D = D

p;c

(d

0

; : : : ; d

m

) is

monochromatic with respect to �. For every (m; p; c)-set contains a solution

of the system A~x �

~

0, so does D and hence A~x �

~

0 is partition regular.

2

theorem 3:4:

Deuber [1] also proved a partition theorem for (m; p; c)�sets in order to resolve the

following conjecture Rado stated 1933 [10].
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Call a subset S � N partition regular if every partition regular system of linear

equations can be solved in S. Rado conjectured that coloring a partition regular set

S there is one color class which is again partition regular.

Theorem 2.4. (Deuber 1973) Let m; p; c and r be positive integers. Then there

exist positive integers n; q; d such that for every (n; q; d)-set D � N and every r-

coloring �! [r] there exists a monochromatic (m; p; c)�set D

0

� D.

We can enlarge the de�nition of a partition regular set [1] to systems of linear in-

equalities:

Definition 2.2. Call a subset S � N partition regular for systems of inequalities

(pri) if every partition regular system of inequalities A~x �

~

0 can be solved in S.

Note that for matrices A and B having cpi over N also the direct sum

�

A 0

0 B

�

has cpi over N .

Theorem 2.5. For every coloring of a pri set with �nitely many colors at least one

of the color classes again is partition regular for inequalities.

Proof of Theorem 2.5.: Assume that the statement is false, i. e. there exists a

set S � N which is pri and there exists r 2 N and a coloring � : S ! [r] such that no

color class of � is pri. Thus for each color class i there exists a matrix A

i

such that

the system A

i

~x �

~

0 is partition regular but has no solution in �

�1

(i). Consider the

system

(�)

0

B

B

B

B

B

B

@

A

1

0 0 : : : 0

0 A

2

0 : : : 0

.

.

.

.

.

.

.

.

.

0 : : :

.

.

.

0

0 : : : 0 A

r

1

C

C

C

C

C

C

A

~x �

~

0:

(�) is partition regular therefore there exist m; p; c 2 N such that every (m; p; c)�set

contains a solution of (�). By Deuber's theorem [1] there exist n; q; d 2 N such

that each coloring of an arbitrary (n; q; d)�set with �nitely many colors contains a

monochromatic (m; p; c)�set. For S is pri, it contains a (n; q; d)�set. Hence there

is some (m; p; c)�set in S which is monochromatic with respect to � and thus there

exists a monochromatic solution of (�) in S which contradicts the de�nition of (�).

2

theorem 2:5:

3. Canonical Results

In this chapter we want to extend our considerations to colorings with an unlimited

number of colors. Call a coloring � of a set S canonical if � is either
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1. monochromatic, i. e. for all s; t 2 S it holds �(s) = �(t) or

2. distinct, i.e. for all s; t 2 S with s 6= t it holds �(s) 6= �(t):

In 1950 Erd�os and Rado [4] proved a canonical version of Ramsey's theorem:

Theorem 3.1. (Erd

�

os, Rado 1950) If an in�nite set S is colored then some in�nite

subset T is canonically colored. For all k 2 N if jSj > (k�1)

2

+1 and S colored there

exists a subset T � S, jT j = k which is canonically colored.

Later Erd�os and Graham [3] proved a canonical version of van der Waerden's theorem,

i. e. for every k 2 N and every coloring of the positive integers there exists a

canonically colored k-term arithmetic progression. In 1986 Lefmann [7] extended the

Erd�os-Graham canonical theorem for arithmetic progressions to a canonical partition

theorem for (m; p; c)�sets and partition regular systems of linear equations.

Let D = D

p;c

(d

0

; : : : ; d

m

) = fcd

i

+

P

m

j=i+1

l

j

d

j

ji � m; l

j

2 [�p; p]g: Say that the

elements of the form cd

i

+l

i+1

d

i+1

+: : :+l

m

x

m

belong to the ith row of the (m; p; c)�set

D

p;c

(d

0

; : : : ; d

m

): Let us further say that � : D

p;c

(d

0

; : : : ; d

m

) ! ! is a row-coloring

provided that any two numbers a; b 2 D

p;c

(d

0

; : : : ; d

m

) are colored the same if and

only if they belong to the same row of D

p;c

(d

0

; : : : ; d

m

).

Lefmann proved the following theorem [7]:

Theorem 3.2. (Lefmann 1986) Let m; p; c 2 N . Then there exists a least positive

integer L(m; p; c) with the following property: For every coloring � : [L(m; p; c)]! !

there exists a (m; p; c)-set D

p;c

(d

0

; : : : ; d

m

) � [L(m; p; c)] such that �

�

�

D

p;c

(d

0

;:::;d

m

)

either is a canonical coloring or a row-coloring.

As a corollary Lefmann [7] proved a canonical version of Rado's theorem:

Corollary 3.1. (Lefmann) Let A = (a

ij

)

1�i�l;1�j�n

be an integer valued matrix

having the column property, i. e. the system of linear equations A~x =

~

0 is partition

regular. Let I

0

[ : : : [ I

m

= [n] be the corresponding partition of the columns of A

into blocks. Then there exists a positive integer N 2 N such that for every coloring

� : [N ] ! ! there exists a solution ~x = (x

1

: : : x

n

) such that one of the following

cases holds:

1. �

�

�

fx

1

;:::;x

n

g

is a canonical coloring.

2. Each two elements x

i

; x

j

of fx

1

; : : : ; x

n

g are colored the same if and only if

fi; jg � I

k

for some k � m.

In the following we will prove a canonical theorem for systems of linear inequalities,

which is similar to the above canonical version of Rado's theorem.

Theorem 3.3. Let A = (a

ij

)

1�i�l;1�j�n

be a rational matrix and let the system

A~x �

~

0 be partition regular, i. e. A has cpi. Let I

0

[: : :[I

m

= [n] be the corresponding
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partition of the columns of A into blocks. Then for every coloring � : N ! ! of the

natural numbers there exists a solution ~x = (x

1

: : : ; x

n

) 2 N

n

such that one of the

following cases is valid:

1. �

�

�

fx

1

;:::;x

n

g

is a canonical coloring

2. �(x

i

) = �(x

j

) for some i; j 2 [n] if and only if there exists some k � m such

that i; j 2 I

k

.

Proof of theorem 3.3.: The system A~x �

~

0 is partition regular. Thus by the-

orem 3.3. there exist positive integers m; p; c such that every (m; p; c)�set contains

a solution of the system A~x �

~

0. In the proof of lemma 3.3. in chapter 3 we saw

that a solution of A~x �

~

0 in an arbitrary (m; p; c)�set D can be constructed in such

a way that for i 2 I

l

x

i

comes from the lth row of D. Let � : N ! ! be given.

Theorem 4.2. gives us a (m; p; c)�set D

p:c

(d

0

; : : : ; d

m

) such that �

�

�

D

p;c

(d

0

;:::;d

m

)

ei-

ther is a canonical or a row-coloring. Let ~y = (y

1

: : : y

n

) be a solution of the system

A~x �

~

0 such that for all 1 � i � n we have y

i

2 D

p;c

(d

0

; : : : ; d

m

) and for i 2 I

k

y

i

belongs to the kth row of D

p;c

(d

0

; : : : ; d

m

): If D

p;c

(d

0

; : : : ; d

m

) is canonically colored

then �

�

�

fy

1

;:::;y

n

g

is a canonical coloring and if �

�

�

D

p;c

(d

0

;:::;d

m

)

is a row coloring then

�(y

i

) = �(y

j

) if and only if y

i

and y

j

belong to the same row of D

p;c

(d

0

; : : : ; d

m

),

i. e. if and only if i and j belong to the same block I

k

for some k � m.

2

theorem 3:3:
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Abstract. Let F be a �eld of characteristic 6= 2. We de�ne certain prop-

erties D(n), n 2 f2; 4; 8; 14g, of F as follows : F has property D(14) if each

quadratic form ' 2 I

3

F of dimension 14 is similar to the di�erence of the

pure parts of two 3-fold P�ster forms; F has property D(8) if each form

' 2 I

2

F of dimension 8 whose Cli�ord invariant can be represented by a

biquaternion algebra is isometric to the orthogonal sum of two forms similar

to 2-fold P�ster forms; F has property D(4) if any two 4-dimensional forms

over F of the same determinant which become isometric over some quadratic

extension always have (up to similarity) a common binary subform; F has

property D(2) if for any two binary forms over F and for any quadratic

extension E=F we have that if the two binary forms represent over E a

common nonzero element, then they represent over E a common nonzero

element in F . Property D(2) has been studied earlier by Leep, Shapiro,

Wadsworth and the second author. In particular, �elds where D(2) does not

hold have been known to exist.

In this article, we investigate how these properties D(n) relate to each other

and we show how one can construct �elds which fail to have property D(n),

n > 2, by starting with a �eld which fails to have property D(2) and then

passing to transcendental �eld extensions. Particular emphasis is devoted to

the situation where K is a �eld with a discrete valuation with residue �eld k

of characteristic 6= 2. Here, we study how the properties D(n) behave when

one passes from K to k or vice versa. We conclude with some applications

and an explicit and detailed example involving rational function �elds of

transcendence degree at most four over the rationals.
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1 Introduction

After P�ster [P] proved his structure results on quadratic forms of even dimension

� 12 and of trivial signed discriminant and Cli�ord invariant (cf. Theorem 2.1(i){(iv)

in this paper) over a �eld F of characteristic 6= 2, there have been various attempts

to extend and generalize his results. Merkurjev's theorem [Me 1] implies that even-

dimensional forms of trivial signed discriminant and Cli�ord invariant are exactly the

forms whose Witt classes lie in I

3

F , the third power of the fundamental ideal IF of

even-dimensional forms in the Witt ring WF of F . But there have been no further

results concerning the explicit characterization of such forms of a given dimension

� 14 until Rost [R] gave a description of 14-dimensional forms with trivial invariants

as being transfers of scalar multiples of pure parts of 3-fold P�ster forms de�ned over

a quadratic extension of the base �eld (cf. Theorem 2.1(v) in this paper). It remained

open whether such 14-dimensional forms can always be written up to similarity as

the di�erence of the pure parts of two 3-fold P�ster forms over F . It turns out that

this question is related to the question whether 8-dimensional forms in I

2

F whose

Cli�ord invariant is given by the class of a biquaternion algebra are always isometric

to a sum of scalar multiples of two 2-fold P�ster forms.

Izhboldin suggested a method to construct counterexamples to the second ques-

tion which then leads to counterexamples to the �rst one (after a ground �eld exten-

sion). One crucial step to make his approach work depended on the construction of

examples of two quaternion algebras over a suitable �eld F such that there exists a

quadratic extension E=F over which these two quaternion algebras have a common

slot, but no such common slot over E can be chosen to be an element in F . In this

paper, we reduce this existence problem to the existence of quadratic �eld extensions

which do not have a certain property CV (2; 2) de�ned by Leep [Le] (see also [SL]).

This property has been studied in [STW], where it is shown that generally quadratic

extensions do not have this property CV (2; 2). As a consequence, both questions

above concerning 14-dimensional forms in I

3

F and 8-dimensional forms in I

2

F have

negative answers in general.

It should be noted that the examples in [STW] of quadratic extensions not having

CV (2; 2) are all in characteristic 0. Independently, Izhboldin and Karpenko [IK2]

found a method to construct counterexamples to the common slot problem above

which is of a very general nature and works in all characteristics, thus also leading

to counterexamples to the above questions on quadratic forms and incidentally also

providing counterexamples to CV (2; 2) for quadratic extensions. Needless to say that

they employ machinery quite di�erent from what is used in [STW].

In the next section, we will recall the known results on forms in I

3

F and prove

certain others which are crucial in the understanding of 14-dimensional forms in I

3

F .

In section 3 we will then investigate the relations between the questions raised above.

We will state these results in terms of certain properties D(n) of the ground �eld F

which describe the behaviour of certain forms of dimension n 2 f2; 4; 8; 14g over F .

In section 4, we consider the situation of a discrete valuation ring R with residue �eld

k of characteristic not 2 and quotient �eld K. The purpose is to determine how the

properties D(n) for k and K relate to each other. These results can then be used

to show that starting with a �eld F which does not have property D(2), one obtains

�elds which do not have property D(n), n 2 f4; 8; 14g, by passing to rational �eld

Documenta Mathematica 3 (1998) 189{214



14-dimensional quadratic forms in I

3

191

extensions. In section 5, we exhibit the properties D(n) for �elds with �nite Hasse

number and for their power series extensions. Finally, in section 6, we derive some

further consequences and exhibit in all detail an example, starting over Q(x), which

will then lead (after going up to rational �eld extensions over Q(x)) to the explicit

construction of counterexamples to all the problems touched upon in this article.

The standard references for those results in the theory of quadratic forms and

division algebras which we will need in this paper are Lam's book [L 1] and Scharlau's

book [S]. Most of the notations we will use are also borrowed from these two sources.

Fields are always assumed to be of characteristic 6= 2, and we only consider

nondegenerate �nite dimensional quadratic forms. Let ' and  be two quadratic

forms over a �eld F . We write ' '  (resp. ' �  ) to denote that the two forms

are isometric (resp. equivalent in the Witt ring WF ). The forms ' and  are said to

be similar if there exists some a 2 F

�

such that ' ' a . We call  a subform of ',

and write  � ', if  is isometric to an orthogonal summand of '. The hyperbolic

plane h1;�1i is denoted by H. We write d

�

(') for the signed discriminant of a form

', and c(') for its Cli�ord invariant. For a �eld extension E=F , we write D

E

(') to

denote the set of elements in E

�

represented by '

E

, the form obtained from ' by

scalar extension to E.

We use the convention hha

1

; � � � ; a

n

ii to denote the n-fold P�ster form h1;�a

1

i 


� � � 
 h1;�a

n

i over F . By P

n

F (resp. GP

n

F ) we denote the set of all forms over F

which are isometric (resp. similar) to n-fold P�ster forms.

Forms of dimension 6 with trivial signed discriminant are called Albert forms , in

reference to the following theorem of Albert:

The biquaternion algebra (a

1

; a

2

)

F


 (a

3

; a

4

)

F

is a division algebra if and

only if the quadratic form h�a

1

;�a

2

; a

1

a

2

; a

3

; a

4

;�a

3

a

4

i is anisotropic.

For a proof, see [A, Th. 3] or [P, p. 123].

2 Pfister's and Rost's results and some consequences

We begin by stating the results of P�ster and Rost on even-dimensional forms with

trivial signed discriminant and Cli�ord invariant. P�ster proved the results on forms

of dimension � 12 in [P, Satz 14, Zusatz] (our statement of the 12-dimensional case

is a little di�erent but can easily be deduced from P�ster's original proof). The

14-dimensional case is due to Rost [R].

Theorem 2.1 Let ' be an even-dimensional form over F with d

�

' = 1 and

c(') = 1.

(i) If dim' < 8 then ' is hyperbolic.

(ii) If dim' = 8 then ' 2 GP

3

F .

(iii) If dim' = 10 then ' ' � ? H with � 2 GP

3

F .

(iv) If dim' = 12 then ' ' �
� for some Albert form � and some binary form

� or, equivalently, there exist r; s; t; u; v; w 2 F

�

such that ' � r(hhs; t; uii �

hhs; v; wii) in WF .

(v) If dim' = 14 and ' is anisotropic, then there exists a quadratic extension

L = F (

p

d) and some � 2 P

3

L such that ' is the trace of

p

d�

0

, where �

0
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denotes the pure part of �. (Here, \trace" means the transfer de�ned via the

trace map.)

Part (i) of the following corollary can also easily be deduced from the classi�ca-

tions given in [H 2, Th. 4.1, Th. 5.1]. We will give a self-contained proof. Part (ii) is

an observation due to Karpenko [K, Cor. 1.3].

Corollary 2.2 Let ' be a form over F .

(i) If dim' = 10 and there exists � 2 P

2

F such that ' � � (mod I

3

F ), then

there exist r 2 F

�

and � 2 GP

3

F such that ' � � + r�.

(ii) If dim' = 14 and ' 2 I

3

F then there exists an Albert form � such that

� � '.

Proof. (i) Let s 2 F

�

such that ' ' hsi ? '

0

, and let �

0

be the pure part of �. Let

 := ('

0

? �s�

0

)

an

. Note that dim � 12. We have

 � ' ? �s� � � ? �s� � 0 (mod I

3

F ):

If dim � 10 then by Th. 2.1 there exists � 2 GP

3

F (possibly hyperbolic) such that

 � � in WF . Thus, ' �  + s� � � + s� in WF and we put r = s.

So suppose that dim = 12. Then, by Th. 2.1(iv), there exists a quadratic

extension E = F (

p

d) such that  

E

is hyperbolic, i.e. '

0

E

� s�

0

E

, and comparing

dimensions yields that i

W

('

0

E

) � 3. In particular, there exist x; y; z 2 F

�

such that

'

0

' h1;�di 
 hx; y; zi ? '

00

with dim'

00

= 3 (cf. [S, Ch. 2, Lemma 5.1]). Consider

� := h1;�di 
 hx; y; z; xyzi 2 GP

3

F and � := �xyzh1;�di ? '

00

? hsi. Then

'� � � � in WF and thus � � � (mod I

3

F ). Note that � is an Albert form with

c(�) = c(�). It follows from Jacobson's theorem (see, e.g., [MaS]) that there exists

r 2 F

�

such that � � r� and therefore ' � � + r� in WF .

(ii) Any isotropic form of dimension � 7 contains some Albert form as a subform

as can readily be veri�ed. Thus, if ' is isotropic, it contains some Albert form (which

also follows from Th. 2.1(iv)). So assume that ' is anisotropic. By Th. 2.1(v), there

exists a quadratic extensionE = F (

p

d) and some form hhu; v; wii 2 P

3

E such that ' '

tr(

p

dhhu; v; wii

0

). Let � := tr(

p

dh�u;�v; uvi). Clearly, h�u;�v; uvi � hhu; v; wii

0

and thus � � '. Furthermore, dim� = 6, and we have by [S, Ch. 2, Th. 5.12] that,

in F

�

=F

�2

, det� = d

3

N

E=F

(det(

p

dh�u;�v; uvi)) = d

3

N

E=F

(

p

d) = �d

4

= �1.

Therefore � 2 I

2

F . Hence, � is an Albert subform of '.

Proposition 2.3 Let ' be a form over F with dim' = 14 and ' 2 I

3

F . Then there

exist forms �

i

2 GP

3

F , i = 1; 2; 3, such that ' � �

1

+ �

2

+ �

3

in WF . Furthermore,

the following statements are equivalent :

(i) There exist �

1

; �

2

2 P

3

F and s

1

; s

2

2 F

�

such that ' � s

1

�

1

+ s

2

�

2

in WF .

(ii) There exist �

1

; �

2

2 P

3

F and s 2 F

�

such that ' ' s(�

0

1

? ��

0

2

), where �

0

1

and �

0

2

are the pure parts of �

1

resp. �

2

.

(iii) There exists � 2 GP

2

F such that � � '.

Proof. Let ' be a 14-dimensional form if I

3

F . By Cor. 2.2(ii), we can write ' ' � ?  

with an Albert form � and some  2 I

2

F , dim = 8. After scaling, we may assume

Documenta Mathematica 3 (1998) 189{214



14-dimensional quadratic forms in I

3

193

that � � �

1

� �

2

in WF with �

1

; �

2

2 P

2

F . Let x 2 F

�

such that  ' h�xi ?  

0

and consider the 10-dimensional form  

0

? x�

0

1

. We then have

 

0

? x�

0

1

�  + x�

1

� '� �+ x�

1

� �

2

� �

1

+ x�

1

� �

2

(mod I

3

F ):

By Cor. 2.2(i), there exists y 2 F

�

and �

3

2 GP

3

F such that  

0

? x�

0

1

�  + x�

1

�

�

3

+ y�

2

in WF . Let now �

1

:= hhxii 
 �

1

2 P

3

F and �

2

:= hhyii 
 �

2

2 P

3

F . One

checks readily that we have ' � �

1

� �

2

+ �

3

in WF .

As for the equivalences, (ii) trivially implies (i), and the converse follows readily

after comparing dimensions of ' and s

1

�

1

? s

2

�

2

, implying that the latter form is

isotropic, and then using the multiplicativity of the P�ster forms �

1

; �

2

.

(ii) implies (iii) since �

0

1

as well as �

0

2

clearly contain subforms in GP

2

F .

Finally, let ' 2 I

3

F with dim' = 14 and suppose there exists � 2 GP

2

F with

' ' � ?  . Then dim = 10 and  � �� (mod I

3

F ). By Cor. 2.2, there exist

�

1

2 GP

3

F and x 2 F

�

such that  � �

1

� x� in WF . Let �

2

:= hhxii 
 � 2 GP

3

F .

We then have ' �  + � = �

1

+ �

2

in WF , which implies (i).

The fact that each 14-dimensional form in I

3

F is Witt equivalent to the sum

of three forms in GP

3

F has been noticed independently by Izhboldin. A somewhat

di�erent proof of the equivalence of the three statements above is given in [IK2,

Prop. 17.2].

Let us now turn our attention to 8-dimensional I

2

-forms over a �eld F . It is well-

known that if ' is such a form, then the Cli�ord invariant c(') can be represented

as the class of Q

1


 Q

2


 Q

3

for suitable quaternion algebras Q

i

. In particular, its

index is 1, 2, 4, or 8. Which of these cases occurs can be determined in terms of the

splitting behaviour of ' over (multi)quadratic extensions of F . To this end, we will

need results on the Scharlau transfer of certain quadratic forms.

Lemma 2.4 (i) (See also [S, Ch. 2, Lemma 14.8].) Let E = F (

p

d) and � 2 GP

2

E.

Then there exist a

1

; a

2

2 F

�

, b

1

; b

2

; c 2 E

�

, such that inWE, one has c� � hha

1

; b

1

ii�

hha

2

; b

2

ii.

(ii) Let ' 2 I

2

F be anisotropic, dim' = 8, and suppose that ind c(') = 4.

Then there exists a quadratic extension E = F (

p

d) and some � 2 GP

2

E such that

' ' tr(�), where \tr" denotes the transfer de�ned via the trace map (cf. also Theo-

rem 2.1(iv) ).

Proof. (i) After scaling, we may assume that � ' hhx

1

; x

2

ii with x

1

, x

2

2 E

�

. If

x

1

or x

2

lies in F , then obviously we are done. So let us assume that x

1

; x

2

=2 F .

Since E is 2-dimensional over F , the elements 1, x

1

, x

2

are not linearly independent

over F , hence we may �nd a

1

, a

2

2 F

�

such that a

1

x

1

+ a

2

x

2

= 0 or 1. The form

hha

1

x

1

; a

2

x

2

ii is then hyperbolic. Multiplying by ha

1

;�a

1

a

2

x

2

i both sides of

h1;�a

1

x

1

i � ha

1

;�a

1

x

1

i+ h1;�a

1

i

we get

hhx

1

; a

2

x

2

ii ' hha

1

; a

2

x

2

ii:

Substituting h1;�a

2

x

2

i � ha

2

;�a

2

x

2

i+ h1;�a

2

i in the left side, we obtain

a

2

hhx

1

; x

2

ii � hha

1

; a

2

x

2

ii � hha

2

; x

1

ii:
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We may thus choose b

1

= a

2

x

2

and b

2

= x

1

.

Part (ii) is due to Izhboldin and Karpenko [IK2, Th. 16.10], and its proof (which

we will omit) is based on Rost's result on 14-dimensional I

3

-forms.

Proposition 2.5 Let ' be an 8-dimensional form in I

2

F . Then ind c(') 2

f1; 2; 4; 8g and there exists a multiquadratic extension L=F of degree 1, 2, 4 or 8

such that '

L

� 0. Moreover, for i = 0, 1, 2, 3, we have ind c(') � 2

i

if and only

if there exists a multiquadratic extension L=F of degree � 2

i

such that '

L

2 GP

3

L.

For i = 1, 2, 3, this condition is also equivalent to the existence of a multiquadratic

extension L

0

=F of degree � 2

i

such that '

L

0

� 0.

Proof. Write ' ' �

1

? �

2

? �

3

? �

4

, where the �

i

are binary forms with d

�

�

i

=

d

i

2 F

�

=F

�2

. Then d

4

= d

1

d

2

d

3

as ' 2 I

2

F , and for L = F (

p

d

1

;

p

d

2

;

p

d

3

), we

obviously have (�

i

)

L

� 0 and thus '

L

� 0. Hence, we also have that c('

L

) = 0 in

BrL. Thus, c(')

L

is split and it follows readily that ind c(') 2 f1; 2; 4; 8g. (Of course,

this also follows from the fact mentioned above that c(') can be represented as the

class of some triquaternion algebra.)

As for the remaining statements, the case i = 0 follows from Theorem 2.1(ii).

If '

L

2 GP

3

L for some quadratic extension L=F , then c('

L

) = 0 in BrL. We

then have ind c(') � 2, hence c(') = [Q] for some quaternion algebra Q over F . It

is well-known that in this case ' is divisible by some binary form � (see for example

[H 2, Th. 4.1]). With d = d

�

� and L

0

= F (

p

d), we get '

L

0

� 0. Finally, if '

L

0

� 0 for

some quadratic extension L

0

=F , then '

L

0

2 GP

3

L

0

, as it is isometric to the hyperbolic

3-fold P�ster form over L

0

.

Similarly as above, the existence of a biquadratic extension L

0

=F such that '

L

0

�

0 trivially implies the existence of a biquadratic extension L=F with '

L

2 GP

3

L,

which in turn implies that ind c(') � 4. It remains to show that ind c(') � 4

implies the existence of L

0

as above. We may assume by (ii) that ind c(') = 4. By

Lemma 2.4(ii), there exists a quadratic extension E = F (

p

d) and a form � 2 GP

2

E

such that ' ' tr(�). By Lemma 2.4(i), there exist a

1

; a

2

2 F

�

and binary forms �

1

,

�

2

over E such that � � hha

1

ii
�

1

+ hha

2

ii
�

2

in WE. By [S, Ch. 2, Th. 5.6], we get

' � tr(�) � hha

1

ii 
 tr(�

1

) + hha

2

ii 
 tr(�

2

) :

Let L

0

= F (

p

a

1

;

p

a

2

). Then hha

i

ii

L

0

� 0 and hence '

L

0

� 0.

Remark 2.6 Using Rost's description of 14-dimensional I

3

-forms as certain transfers,

one can prove, similarly as in part (iii) of the previous proposition, that every 14-

dimensional I

3

-form becomes hyperbolic over some multiquadratic extension of degree

� 4. Another way of proving this is as follows. Let ' 2 I

3

F , dim' = 14. By Cor. 2.2,

we can write ' '  ? � for some Albert form �. Let a 2 F

�

such that  ? a� is

isotropic. Note that the anisotropic part of  ? a� has dimension � 12, and it is

again in I

3

F . By Theorem 2.1, there exists b 2 F

�

such that this anisotropic part is

divisible by hhbii. Thus, for E = F (

p

a;

p

b) we get

'

E

� ( ? �)

E

� ( ? a�)

E

� 0 :
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3 Forms of dimension 14 in I

3

, of dimension 8 in I

2

, and the property

CV (2; 2)

Let E=F be a �eld extension. Then E=F is said to have the common value property

for pairs of forms of dimension n and m, property CV (n;m) for short, if for any pair

of forms ' and  over F with dim' = n and dim = m we have that if '

E

and  

E

represent a common element over E, then they already represent a common element

of F

�

over E, i.e., if D

E

(') \ D

E

( ) 6= ;, then D

E

(') \ D

E

( ) \ F

�

6= ;. This

de�nition is originally due to Leep [Le]. Trivially, the property CV (1; n) holds for all

n and all extensions E=F . We are interested in the case where E=F is a quadratic

extension. The following was shown in [STW, Lemma 2.7].

Lemma 3.1 Let E=F be a quadratic extension. Then E=F has property CV (2; 2) i�

E=F has property CV (n;m) for all pairs of positive integers n;m.

We now de�ne certain properties of a �eld F pertaining to quadratic forms and

quaternion algebras and we will investigate the relationships among them.

Property D(14): Every 14-dimensional form in I

3

F is similar to the di�erence of

two forms in P

3

F or, equivalently by Prop. 2.3, contains a subform in GP

2

F .

Property D(8): Every 8-dimensional form ' 2 I

2

F whose Cli�ord invariant c(')

can be represented by a biquaternion algebra contains a subform in GP

2

F .

Property D(4): Suppose '

1

and '

2

are 4-dimensional forms over F with d

�

'

1

=

d

�

'

2

. If there is a quadratic extension E=F such that ('

1

)

E

' ('

2

)

E

, then

there is a binary form � over F which is similar to a subform of both '

1

and '

2

.

Property CS: Suppose Q

1

and Q

2

are quaternion algebras over F and E=F is a

quadratic extension. If (Q

1

)

E

and (Q

2

)

E

have a common slot over E, then such

a slot can be chosen in F , i.e., if there exist u; v; w 2 E

�

such that (Q

1

)

E

'

(u; v)

E

and (Q

2

)

E

' (u;w)

E

, then there exists u

0

2 F

�

, v

0

; w

0

2 E

�

such that

(Q

1

)

E

' (u

0

; v

0

)

E

and (Q

2

)

E

' (u

0

; w

0

)

E

.

Property D(2): Every quadratic extension E=F has property CV (2; 2).

(The notation D(n) alludes to the fact that the thus-labelled property describes a

certain behaviour of certain forms of dimension n over the �eld in question.)

Remark 3.2 (i) As for property D(8), if there exist a biquaternion algebra B over

F and an 8-dimensional form ' 2 I

2

F such that c(') = [B] in BrF and such that '

does not contain a subform in GP

2

, then B is necessarily a division algebra and ' is

anisotropic.

For if ' were isotropic, one could readily �nd 4-dimensional subforms of deter-

minant 1 as ' would contain the universal form H as a subform. Furthermore, if

B were not a division algebra, then there would exist a quaternion algebra Q such

that c(') = [B] = [Q]. By Prop. 2.5, ' would become hyperbolic over some quadratic

extension F (

p

d) and would therefore be divisible by hhdii. The existence of a subform

in GP

2

F would follow immediately.

(ii) As for property D(4), if there exist forms '

1

and '

2

over F with dim'

1

=

dim'

2

= 4 and d

�

'

1

= d

�

'

2

= d and a quadratic extension E=F such that ('

1

)

E

'
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('

2

)

E

, but there does not exist a binary form � over F such that � is similar to a

subform of both '

1

and '

2

, then the quadratic extension cannot be given by F (

p

d).

In fact, Wadsworth [W] showed that if two 4-dimensional forms over F of the

same determinant d become similar over the extension F (

p

d), then they are already

similar over F . In view of this result, it is even more remarkable that there are �elds

where property D(4) fails.

Furthermore, if the two forms '

1

and '

2

are as above, then necessarily d =2 F

�2

,

i.e. '

1

; '

2

=2 GP

2

F . In fact, suppose that '

1

' rhha; bii and '

2

' shhu; vii, and

let � ' h�a;�b; ab; u; v;�uvi. If there exists a quadratic extension E = F (

p

e)=F ,

e 2 F

�

nF

�2

, such that ('

1

)

E

' ('

2

)

E

, then it follows readily that hha; bii

E

' hhu; vii

E

and hence that �

E

is hyperbolic. Suppose that � is anisotropic over F . Then there

exists a 3-dimensional form 
 over F such that � ' hheii 
 
 and therefore d

�

� = e,

a contradiction. Hence, � is isotropic and there exists x 2 F

�

such that �x is

represented by h�a;�b; abi and h�u;�v; uvi. In particular, there exist y; z 2 F

�

such that hha; bii ' hhx; yii and hhu; vii ' hhx; zii. It follows that � := hhxii is similar to

a subform of both '

1

and '

2

.

The following observation provides a useful criterion as for when an 8-dimen-

sional I

2

-form whose Cli�ord invariant can be represented by a biquaternion algebra

contains a subform in GP

2

F . We will use it in various proofs involving property D(8)

(see also [IK2, Prop. 16.4] ).

Lemma 3.3 Let ' be an 8-dimensional form in I

2

F such that c(') = [A] for some

biquaternion algebra A over F with associated Albert form �. The following are

equivalent :

(i) ' contains a subform in GP

2

F .

(ii) There exists a quadratic extension L = F (

p

d) such that '

L

is isotropic and

A

L

is not a division algebra.

(iii) There exists a quadratic extension L = F (

p

d) such that '

L

and �

L

are both

isotropic.

(iv) There exists a binary form over F which is similar to a subform of both '

and �.

Proof. The equivalence of (ii) and (iii) is clear by Albert's theorem, and the equiva-

lence of (iii) and (iv) is also rather obvious. In view of Remark 3.2(i), we may assume

that ' is anisotropic and that A is a division algebra, i.e. � is anisotropic. It remains

to show (i)() (ii).

Suppose that (i) holds. Then ' '  

1

?  

2

with  

i

2 GP

2

F . Let L = F (

p

d) be

any quadratic extension such that  

2

becomes isotropic and hence hyperbolic over L.

Then we have c('

L

) = c(( 

1

)

L

) = [A

L

]. Since  

1

2 GP

2

F , there exists a quaternion

algebra Q over F such that c( 

1

) = [Q]. Hence, [Q

L

] = [A

L

], which implies that A

L

cannot be a division algebra.

Conversely, suppose that there exists a quadratic extension L = F (

p

d) with

'

L

isotropic and A

L

not division. Since '

L

is isotropic and in I

2

L, there exists a

6-dimensional form  2 I

2

L with '

L

�  , in particular, c( ) = c('

L

) = [A

L

]. By

Albert's theorem,  must be isotropic, hence the Witt index of ' over L is � 2. Thus,

there exists a binary form � over F such that hhdii 
 � � ' (cf. [S, Ch. 2, Lemma

5.1]). (i) now follows as hhdii 
 � 2 GP

2

F .
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Theorem 3.4

D(2)) CS () D(4) and D(8)) D(14):

Proof. D(2) ) CS: It is well-known that (a; b)

F

' (a

0

; b

0

)

F

i� h�a;�b; abi '

h�a

0

;�b

0

; a

0

b

0

i. Suppose that F does not have property CS, and let (a; b)

F

and

(u; v)

F

be quaternion algebras over F and let E=F be a quadratic extension such

that the quaternion algebras have a common slot over E but such that no common

slot over E can be given by an element in F . By the remark above, the fact that they

have a common slot over E translates into D

E

(h�a;�b; abi)\D

E

(h�u;�v; uvi) 6= ;,

and the fact that such a common slot cannot be chosen in F translates into

D

E

(h�a;�b; abi) \ D

E

(h�u;�v; uvi) \ F

�

= ;. We conclude that E=F does not

have property CV (3; 3), which, by Lemma 3.1, yields that F does not have property

D(2).

CS () D(4): Suppose F does not have property CS and let (a; b)

F

and (u; v)

F

be quaternion algebras over F such that they have a common slot over L = F (

p

d),

but no such common slot can be chosen in F . Let

 

1

:= hd;�a;�b; abi and  

2

:= hd;�u;�v; uvi :

We �rst show that there does not exist a binary form � such that � is similar to

a subform of  

1

and  

2

. Then we show that there exists a quadratic extension

E = F (

p

e) and some x 2 F

�

such that ( 

1

)

E

' (x 

2

)

E

. This then implies that

property D(4) fails.

Suppose there exists a binary form � with, say, d

�

� = s such that � is similar to

a subform of  

1

and  

2

. Then the forms ( 

1

)

L

' hha; bii

L

and ( 

2

)

L

' hhu; vii

L

are,

over L(

p

s), isotropic and hence hyperbolic, or, equivalently, the quaternion algebras

(a; b)

L

and (u; v)

L

are split over L(

p

s). Hence, there exist t; w 2 L

�

such that

(a; b)

L

' (s; t)

L

and (u; v)

L

' (s; w)

L

, which yields the common slot s 2 F

�

, a

contradiction.

Let now r 2 F

�

and consider  

1

? �r 

2

2 I

2

F . We then have in WF

 

1

? �r 

2

� hd;�rdi + h�a;�b; abi � rh�u;�v; uvi

� h�1; r; d;�rdi+ h1;�a;�b; abi � rh1� u;�v; uvi

� hha; bii � rhhu; vii � hhd; rii ;

which yields c( 

1

? �r 

2

) = [(a; b)

F

(u; v)

F

(d; r)

F

]. Now (a; b)

F

and (u; v)

F

have

a common slot over L = F (

p

d), i.e. (a; b)

F

(u; v)

F

is not a division algebra over L

and thus there exist x; y; z 2 F

�

such that (a; b)

F

(u; v)

F

' (d; x)

F

(y; z)

F

, by [LLT,

Prop. 5.2]. The above computation then shows that c( 

1

? �x 

2

) = [(y; z)

F

]. Hence,

 

1

? �x 

2

is an 8-dimensional form in I

2

F whose Cli�ord invariant is given by the

class of a quaternion algebra, thus there exists a quadratic extension E = F (

p

e)=F

such that ( 

1

? �x 

2

)

E

is hyperbolic (cf. also Rem. 3.2(i)), i.e. ( 

1

)

E

' (x 

2

)

E

.

As for the converse, suppose that F does not have property D(4) and let '

1

and

'

2

be two 4-dimensional forms such that d

�

'

1

= d

�

'

2

= d and that there exists a

quadratic extension E=F such that ('

1

)

E

' ('

2

)

E

, but there does not exist � 2 P

1

F

similar to a subform of both '

1

and '

2

. After scaling, we may assume that there

exist a; b; u; v; x 2 F

�

such that

'

1

' hd;�a;�b; abi and '

2

' xhd;�u;�v; uvi :
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Similar to above, we have that '

1

? �'

2

2 I

2

F and that c('

1

? �'

2

) =

[(a; b)

F

(u; v)

F

(d; x)

F

]. On the other hand, '

1

? �'

2

is hyperbolic over the quadratic

extension E of F . Hence, the index of the Cli�ord algebra of '

1

? �'

2

can be at most

2, which implies that the Cli�ord invariant can be represented by a quaternion algebra,

say, c('

1

? �'

2

) = [(y; z)

F

], y; z 2 F

�

. In particular, (a; b)

F

(u; v)

F

' (d; x)

F

(y; z)

F

,

and it follows that (a; b)

F

(u; v)

F

is not a division algebra over L = F (

p

d), i.e. (a; b)

L

and (u; v)

L

have a common slot. To show that property CS fails, it su�ces to show

that this common slot cannot be in F .

Suppose there exist r 2 F

�

and s; t 2 L

�

such that (a; b)

L

' (r; s)

L

and (u; v)

L

'

(r; t)

L

. Let K = F (

p

r). Since (r; s)

L

and (r; t)

L

split over L(

p

r) = K(

p

d), one sees

easily that ('

1

)

K(

p

d)

and ('

2

)

K(

p

d)

are hyperbolic. On the other hand, d

�

'

1

=

d

�

'

2

= d, and it is well-known and easy to show that an anisotropic 4-dimensional

form stays anisotropic over the �eld obtained by adjoining the square root of the

determinant of the form. Hence, ('

1

)

K

and ('

2

)

K

are both isotropic, which yields

that both '

1

and '

2

contain subforms similar to h1;�ri, a contradiction.

D(8)) D(14): If F does not have property D(14), there exists a form ' 2 I

3

F

with dim' = 14 such that ' does not contain a subform in GP

2

F . By Cor. 2.2, we

can write ' ' � ?  with an Albert form � and some 8-dimensional form  2 I

2

F .

Clearly  � � (mod I

3

F ) and therefore c( ) = c(�). Since � is an Albert form,

there exists a biquaternion algebra B over F such that c(�) = c( ) = [B] in BrF .

Furthermore,  does not contain a subform in GP

2

F as ' does not contain such a

subform, hence F does not have property D(8).

We do not know whether D(4) implies D(8) or not.

4 The properties D(n) over fields with a discrete valuation

Let R be a discrete valuation ring with residue class �eld k and quotient �eld K.

Suppose that char k 6= 2, and let � be a uniformizing element of R. For each form

' over K, there exist forms '

1

and '

2

which have diagonalizations containing only

units in R

�

such that ' ' '

1

? �'

2

. The residue forms '

1

and '

2

are called the

�rst and second residue forms respectively; they are uniquely determined by ' (see

[S, Ch. 6, Def. 2.5]). If '

1

and '

2

are both anisotropic, then ' is anisotropic. The

converse holds if R is 2-henselian, by Springer's theorem [S, Ch. 6, Cor. 2.6]. A typical

example of such a discrete valuation ring in the equal characteristic case is R = k[[t]],

the power series ring in one variable t.

Our aim is to investigate how the properties D(n), n 2 f2; 4; 8; 14g, behave after

going down from K to k or going up from k to K (under the extra hypothesis that

R is 2-henselian).

We �rst go down from K to k, assuming that the residue map R ! k has a

section, hence that k can be viewed as a sub�eld of K. (For instance, K may be an

intermediate �eld between the �eld of rational fractions k(t) and the power series �eld

k((t)), and R the t-adic valuation ring.)

Theorem 4.1 Suppose the residue map R! k has a section, and view k as a sub�eld

of R.

(i) If K has property D(4), then k has property D(2) (hence also D(4)).
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(ii) If K has property D(8), then k has properties D(4) and D(8).

(iii) If K has property D(14), then k has property D(8) (hence also D(14)).

Proof. (i) Suppose that k does not have property D(2). It will su�ce to show that K

does not have property CS, since Theorem 3.4 shows that CS andD(4) are equivalent.

Let a; b; c 2 k

�

and let E = k(

p

e)=k be a quadratic extension such that D

E

(h1;�ai)\

D

E

(hb;�bci) 6= ; but D

E

(h1;�ai) \ D

E

(hb;�bci) \ k

�

= ;. Let L = K(

p

e). Then

D

L

(h�a;��; a�i) \D

L

(h�c;�b�; bc�i) 6= ; as these 3-dimensional subforms contain

��h1;�ai

L

and ��hb;�bci

L

, respectively. We will show that D

L

(h�a;��; a�i) \

D

L

(h�c;�b�; bc�i) \K

�

= ;, which, by the remark at the beginning of the proof of

D(2) ) CS in Theorem 3.4, implies that (a; �)

K

and (c; b�)

K

have a common slot

over L, but no such common slot can be chosen in K, which then shows that property

CS fails for K.

In order to do this, we may replace K by its 2-henselization (or by its comple-

tion) for the discrete valuation. Then L is 2-henselian with residue �eld E, and it

follows from Springer's theorem (cf. [S, Ch. 6, Cor. 2.6]) that if D

L

(h�a;��; a�i) \

D

L

(h�c;�b�; bc�i) \ K

�

6= ;, then D

E

(h�ai) \ D

E

(h�ci) \ k

�

6= ;, which actu-

ally implies that ac 2 E

�2

, or D

E

(h1;�ai) \ D

E

(hb;�bci) \ k

�

6= ;. The latter

can be ruled out by our choice of a; b; c 2 k

�

. Suppose that ac 2 E

�2

. Then

h1;�ai

E

' h1;�ci

E

. Since D

E

(h1;�ai)\D

E

(hb;�bci) 6= ;, there exists r 2 E

�

such

that h1;�ai

E

' rh1;�ai

E

and hb;�bci

E

' rh1;�ci

E

. These facts together yield

hb;�bci

E

' rh1;�ci

E

' rh1;�ai

E

' h1;�ai

E

:

In particular, 1 2 D

E

(h1;�ai) \D

E

(hb;�bci) \ k

�

, a contradiction.

(ii) Suppose k does not have property D(4). Let '

1

and '

2

be 4-dimensional

forms over k such that there exists a quadratic extension E = k(

p

e)=k with ('

1

)

E

'

('

2

)

E

but such that there does not exist a binary form � over k which is similar to a

subform of both '

1

and '

2

. Let ' := '

1

? ��'

2

2 I

2

K. Then ' becomes hyperbolic

over the biquadratic extension K(

p

e;

p

�). This shows that the index of the Cli�ord

algebra of ' can be at most 4 and hence there exists a biquaternion algebra B such

that c(') = [B].

In order to prove that K does not have property D(8), it remains to show that '

does not contain a subform inGP

2

K. For this, we may replaceK by its 2-henselization

for the discrete valuation. Suppose � 2 GP

2

K is such that � � '. We may decompose

� ' �

1

? ���

2

, where �

1

and �

2

are even-dimensional forms which have a diago-

nalization containing only units in R

�

. By Springer's theorem, the residue forms �

1

and �

2

satisfy �

1

� '

1

and �

2

� '

2

. If dim�

1

= 0 or dim�

2

= 0, then '

2

or '

1

lies in GP

2

F , which is not possible (cf. Rem. 3.2). Therefore, dim�

1

= dim�

2

= 2.

Since d

�

� = 1, there exists s 2 k

�

such that �

2

' s�

1

, in which case �

1

� '

1

and

s�

1

� '

2

, a contradiction to the choice of '

1

and '

2

. We conclude that ' does not

contain a subform in GP

2

K.

If k does not have propertyD(8), there exists an 8-dimensional form  2 I

2

k such

that ind c( ) � 4 which does not contain any subform in GP

2

k. As in the preceding

argument, we may use residues and Springer's theorem to show that, viewed over

K, the form  does not contain any subform in GP

2

K. Therefore, K does not have

property D(8).

(iii) Suppose k does not have propertyD(8), i.e. there exist an 8-dimensional form

 2 I

2

k and a biquaternion algebra B over k such that c( ) = [B], and such that
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 does not contain a subform in GP

2

k. Let � be an Albert form with c(�) = [B].

By Remark 3.2,  and � are both anisotropic (in the case of � this follows after

invoking Albert's theorem because B is a division algebra). In particular, � also does

not contain a subform in GP

2

k. Consider the form ' := � ? � over K. Obviously,

c(') = c(�)c( ) = 1 in BrK and thus ' 2 I

3

K and dim' = 14. We will show that

' does not contain a subform in GP

2

K which then implies that property D(14) fails

for K. For this, we may replace K by its 2-henselization for the discrete valuation.

Suppose there exists � 2 GP

2

K such that � � '. As in the proof of (ii) above,

we decompose � ' �

1

? ��

2

and obtain by Springer's theorem �

1

� � and �

2

�  .

If dim�

1

= 0 or dim �

2

= 0, it follows that  or � contains a subform in GP

2

k,

a contradiction. Therefore, dim�

1

= dim�

2

= 2 and, since d

�

� = 1, we have

d

�

�

1

= d

�

�

2

. Let d 2 k

�

be a representative of d

�

�

1

and E = k(

p

d). Then �

E

and

 

E

are isotropic and it follows from Lemma 3.3 that  contains a subform in GP

2

k,

a contradiction.

Corollary 4.2 Let k be a �eld and let K

i

, 1 � i � 3, be any �eld with k(t

1

; � � � ; t

i

) �

K

i

� k((t

1

)) � � � ((t

i

)), where t

1

; t

2

; t

3

are independent variables over k. If k does not

have property D(2), then K

1

does not have property D(4), K

2

does not have property

D(8), and K

3

does not have property D(14).

A more precise statement is in Corollary 6.2 below.

Remark 4.3 The hypothesis that the residue map has a section is used in the

proof of Theorem 4.1 to �nd suitable lifts for quadratic forms over k. If the

valuation is 2-henselian, this hypothesis is not needed. Indeed, in the proof

of part (i) we may choose any lifts a

0

, b

0

, c

0

, e

0

2 R of a, b, c, e, and set

L = K(

p

e

0

). Since D

E

(h1;�ai) \ D

E

(hb;�bci) 6= ;, the 2-henselian hypoth-

esis ensures that D

L

(h1;�a

0

i) \ D

L

(hb

0

;�b

0

c

0

i) 6= ;, hence D

L

(h�a

0

;��; a

0

�i) \

D

L

(h�c

0

;�b

0

�; b

0

c

0

�i) 6= ;. The rest of the proof holds without change.

Similarly, in the proof of part (ii), we may choose for ' the quadratic form over

K whose �rst and second residues are '

1

and '

2

respectively, and use the henselian

hypothesis to see that ' becomes hyperbolic over the biquadratic extension L(

p

�),

where L is the quadratic extension of K with residue �eld E.

For the proof of (iii), choose for ' the quadratic form over K whose �rst and

second residues are � and  respectively, and use Witt's theorem on the structure of

BrK (which is a Brauer-group analogue of Springer's theorem) (see [Se, Ch. XII, x3])

to see that c(') = 1.

Our next goal is to lift properties D(n) from k to K, assuming that the valuation

is 2-henselian.

Theorem 4.4 Suppose the valuation ring R is 2-henselian.

(i) If k has property D(2), then K has property D(2) (hence also D(4)).

(ii) If k has properties D(4) and D(8), then K has property D(8).

(iii) If k has property D(8), then K has property D(14).

Proof. (i) If k has property D(2), then property D(2) for K follows from [STW,

Th. 3.10].
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(ii) Assume that k has properties D(4) and D(8). Let ' 2 I

2

K, dim' = 8,

such that c(') can be represented by a biquaternion algebra. We want to show

that ' contains a subform in GP

2

K. By Remark 3.2(i), we may assume that ' is

anisotropic. There exists an Albert form � over K such that ' � � (mod I

3

K).

(Note that scaling ' resp. � does not a�ect this congruence.) With decompositions

' ' '

1

? �'

2

and � ' �

1

? ��

2

as above, and using the fact that ', � 2 I

2

K, we

obtain for the �rst and second residue forms, respectively, that '

i

; �

i

2 Ik, i = 1; 2,

and that d

�

'

1

= d

�

'

2

and d

�

�

1

= d

�

�

2

in k

�

=k

�2

. Furthermore, ('

1

? ��

1

) ?

�('

2

? ��

2

) 2 I

3

K, hence '

i

? ��

i

2 I

2

k, i = 1; 2, and thus in fact d

�

'

1

=

d

�

'

2

= d

�

�

1

= d

�

�

2

.

If dim'

1

= 0 then '

2

is an 8-dimensional form in I

2

k whose Cli�ord invariant can

obviously be represented by some biquaternion algebra over k. Since k has property

D(8), '

2

contains some form in GP

2

k as a subform. This subform can be lifted to a

form in GP

2

K which will be a subform of '

2

and thus similar to a subform of '. The

case dim'

2

= 0 is treated in an analogous way. Thus, we may assume after scaling

' that (dim'

1

; dim'

2

) 2 f(2; 6); (4; 4)g.

If dim�

1

= 0 or dim�

2

= 0, then �

i

2 I

2

k which, by the above discriminant

comparison, yields that '

1

, '

2

2 I

2

k. In the case dim'

1

= 2, this forces '

1

' H

which in turn implies that ' is isotropic, contrary to our assumption. If dim'

1

= 4,

we have '

1

2 GP

2

k, and thus we even have '

1

2 GP

2

K. Hence, we may assume after

scaling � that dim�

1

= 2, dim�

2

= 4, and that �

1

? �'

1

is isotropic.

If dim'

1

= 2, then the isotropy of �

1

? �'

1

together with d

�

'

1

= d

�

�

1

= d

for some d 2 R

�

implies that '

1

' �

1

which in turn is similar to h1;�di. Thus, over

` = k(

p

d), we get (�

2

)

`

� ('

2

)

`

(mod I

3

`) and (�

2

)

`

, ('

2

)

`

2 I

2

`. In particular,

('

2

)

`

is an Albert form, (�

2

)

`

2 GP

2

`, and c(('

2

)

`

) = c((�

2

)

`

). Since c((�

2

)

`

) can be

represented by a single quaternion algebra, this implies that the Albert form ('

2

)

`

is

isotropic, and '

2

contains therefore a subform similar to h1;�di over k. After lifting,

we see that there exist x; y 2 R

�

such that '

1

' xh1;�di and yh1;�di � '

2

. Hence,

' contains hx; y�i 
 h1;�di 2 GP

2

K as a subform.

Finally, suppose that dim'

1

= 4. The fact that '

1

is anisotropic of dimension 4,

dim�

1

= 2 and �

1

? �'

1

is isotropic imply that  

1

= (�

1

? �'

1

)

an

is not hyperbolic

and of dimension � 4. Since d

�

'

1

= d

�

�

1

, we also have  

1

2 I

2

k. All this together

yields  

1

2 GP

2

k. Lifting  

1

to a form  

1

2 GP

2

K, we get by Springer's theorem

� 

1

+ �('

2

? ��

2

) � ('

1

? ��

1

) + �('

2

? ��

2

) 2 I

3

K ;

thus

 

1

� �('

2

? ��

2

) � '

2

? ��

2

(mod I

3

K) ;

which obviously implies  

1

� '

2

? ��

2

(mod I

3

k). Since '

2

? ��

2

is an 8-

dimensional I

2

k-form whose Cli�ord invariant is the same as that of  

1

2 GP

2

k, i.e.,

it can be represented by a single quaternion algebra, there exists e 2 R

�

such that

'

2

? ��

2

becomes hyperbolic over k(

p

e) (see also Remark 3.2(i)), i.e., '

2

and �

2

are 4-dimensional forms which become isometric over the quadratic extension k(

p

e).

Since k has propertyD(4), there exists b 2 R

�

such that h1;�bi is similar to a subform

of both '

2

and �

2

. After lifting, this shows that h1;�bi is similar to a subform of

both ' and �. It follows from Lemma 3.3 that ' contains a subform in GP

2

K.

(iii) Suppose that k has property D(8) and let ' be a 14-dimensional I

3

-form

over K, which we write as ' ' '

1

? �'

2

with �rst resp. second residue form '

1
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resp. '

2

over k. To establish property D(14), it su�ces by Prop. 2.3 to show that '

contains a subform in GP

2

K. This is obvious if ' is isotropic, so that we may assume

that ' and hence '

1

and '

2

are anisotropic. We have that '

1

, '

2

2 I

2

k as ' 2 I

3

K,

and after scaling we may assume that dim'

2

2 f0; 2; 4; 6g.

If dim'

2

= 0, then ' ' '

1

and we have in fact '

1

2 I

3

k. Since k has property

D(8), it has property D(14) by Theorem 3.4, and by Prop. 2.3, '

1

contains a subform

in GP

2

k which can be lifted to a subform of ' in GP

2

K.

If dim'

2

= 2, then '

2

2 I

2

k implies that '

2

is isotropic, contrary to our as-

sumption.

If dim'

2

= 4, then '

2

2 I

2

k implies that '

2

2 GP

2

k, and after lifting we �nd

again a subform of ' which is in GP

2

K.

Finally, if dim'

2

= 6, then '

2

is an Albert form over k with associated biquater-

nion algebra A over k. Furthermore, '

1

is an 8-dimensional I

2

-form over k and one

has that '

1

� '

2

(mod I

3

k), so that c('

1

) = [A]. Since k has property D(8), it

follows from Lemma 3.3 that there is a binary form � over k which is similar to both

a subform of '

1

and of '

2

. Lifting � to a binary form � over K, we see that '

1

and

'

2

each contain a subform similar to �, say, u� � '

1

and v� � �'

2

, u; v 2 K

�

.

Hence, ' contains hu; vi 
 � 2 GP

2

K as a subform.

Combining Remark 4.3 and Theorem 4.4, we obtain:

Corollary 4.5 (i) k has property D(2) i� K has property D(2) i� K has property

D(4).

(ii) k has properties D(4) and D(8) i� K has property D(8).

(iii) k has property D(8) i� K has property D(14).

Note that for n 2 f4; 8; 14g it is generally not true that if D(n) holds over k then

D(n) also holds over K, cf. Ex. 5.4 below.

Recall that a �eld F is called linked if the quaternion algebras over F form a

subgroup in BrF , in particular, any two quaternion algebras over F have a common

slot and there are therefore no biquaternion division algebras. This readily implies

that a linked �eld F always has properties D(n), n 2 f4; 8; 14g. We will encounter

typical examples, like �nite, local or global �elds, etc., also in Cor. 5.1 below. But

�rst, let us state the following immediate consequences of Theorem 4.4.

Corollary 4.6 Let K

0

;K

1

;K

2

; � � � be �elds of characteristic 6= 2 such that K

i+1

is

the quotient �eld of a 2-henselian discrete valuation ring R

i+1

with residue �eld K

i

,

i � 0. If K

0

has property D(2), then K

i

has property D(2) for all i � 0.

(i) If K

0

has property D(2) and D(8), then K

i

has property D(n) for all i � 0

and all n 2 f2; 4; 8; 14g.

(ii) If K

0

is linked, then K

0

has property D(n) for n 2 f4; 8; 14g, K

1

has proper-

ties D(8) and D(14), and K

2

has property D(14).

Proof. (i) follows by induction from Theorems 3.4 and 4.4, and (ii) is a consequence

of the preceding remarks together with Theorem 4.4.
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5 Fields with finite Hasse number

For a �eld F , the Hasse number ~u(F ) is de�ned to be the supremum of the dimensions

of anisotropic totally inde�nite quadratic forms over F , where totally inde�nite means

inde�nite with respect to each ordering on F . If F is not formally real, i.e., if F does

not possess any orderings, then ~u(F ) is nothing but the supremum of the dimensions

of anisotropic forms over F and coincides with the u-invariant u(F ), the supremum

of the dimensions of anisotropic torsion forms. In the sequel, we investigate the

properties D(n), n 2 f2; 4; 8; 14g, over �elds with �nite Hasse number and of power

series extensions of such �elds.

For basic properties of �elds with �nite Hasse number, we refer the reader to

[ELP]. Let us just mention that one always has ~u(F ) 6= 3; 5; 7, and that F is a

so-called SAP �eld if ~u(F ) < 1. Furthermore, using Merkurjev's index reduction

formulas [Me2], one can construct �elds F with ~u(F ) = 2n for any integer n � 0, see

for example [L 2], [Ho]. It is also well-known that �elds of transcendence degree � 1

over a real closed �eld have ~u � 2 (cf. [ELP, Th. I]), �nite �elds have ~u = 2, and local

and global �elds have ~u = 4 (for global �elds, this is Meyer's theorem). Furthermore,

if ~u(F ) � 4, then F is linked. Conversely, if F is linked, then ~u(F ) 2 f0; 1; 2; 4; 8g (cf.

[EL], [E, Th. 4.7]).

Corollary 5.1 Let F

0

be a �eld with ~u(F

0

) � 2, or let F

0

be a local or global �eld.

Let F

i

= F ((t

1

)) � � � ((t

i

)) be the iterated power series �eld in i variables over F

0

. Then

F

i

has property D(n) for all i � 0 and all n 2 f2; 4; 8; 14g.

Proof. By Cor. 4.6, it su�ces to verify that F

0

has properties D(2) and D(8). For

propertyD(2), this follows from [STW, Ths. 3.6, 3.7]. PropertyD(8) is a consequence

of the fact that in each case, F

0

is a linked �eld (cf. [EL, x 1]).

In the sequel, X

F

denotes the space of orderings on F , and sgn

P

(') denotes the

signature of the form ' at the ordering P 2 X

F

.

Lemma 5.2 (i) Let ' be an anisotropic form over F . Then

dim' � supf~u(F ); jsgn

P

(')j;P 2 X

F

g :

(ii) Let ~u(F ) � r and let '

1

, '

2

be forms over F of dimension � 3 such that

dim'

1

+ dim'

2

� r + 3. Then there exists a binary form � which is similar to a

subform of both '

1

and '

2

.

Proof. (i) If dim' > supfjsgn

P

(')j;P 2 X

F

g, then ' is totally inde�nite, hence

dim' � ~u(F ).

(ii) Since F is SAP, there exist a

1

; a

2

2 F

�

such that sgn

P

(a

1

'

1

); sgn

P

(a

2

'

2

) � 0

for all P 2 X

F

. Hence, jsgn

P

(a

1

'

1

? �a

2

'

2

)j � dim'

1

+dim'

2

� 3 for all P 2 X

F

,

and since dim'

1

+dim'

2

�3 � ~u(F ), it follows from (i) that dim(a

1

'

1

? �a

2

'

2

)

an

�

dim'

1

+dim'

2

�3, which in turn yields for the Witt index that i

W

(a

1

'

1

? �a

2

'

2

) �

2. This shows that a

1

'

1

and a

2

'

2

have a common binary subform.

We have seen above that iterated power series �elds over �elds with ~u � 2 always

have the properties D(n), n 2 f2; 4; 8; 14g. We now ask what happens if the base

Documenta Mathematica 3 (1998) 189{214



204 D. W. Hoffmann, J.-P. Tignol

�eld has ~u � 4. Note that if ~u � 4, then F is linked as already mentioned above.

(One can see this also by applying Lemma 5.2(ii), which shows that two 4-dimensional

forms over F have always up to similarity a common binary subform, which, applied

to 2-fold P�ster forms, implies linkage.) Of particular interest is the case ~u = 4 as

will be illustrated by Ex. 5.4 below. For this reason, we state explicitly the following

special case of Cor. 4.6(ii).

Corollary 5.3 Let F

i

= F ((t

1

)) � � � ((t

i

)) be the iterated power series �eld in i vari-

ables over a �eld F

0

with ~u(F

0

) = 4.

(i) F

0

has property D(n) for n 2 f4; 8; 14g;

(ii) F

1

has property D(n) for n 2 f8; 14g;

(iii) F

2

has property D(14).

Example 5.4 Let F = C(x; y), the rational function �eld in two variables x; y over

the complex numbers C. It is well-known that u(F ) = ~u(F ) = 4. F does not

have property D(2) (cf. [STW, Remarks 4.18, 5.10]). But it has property D(n),

n 2 f4; 8; 14g by Cor. 5.3. It also shows that linked �elds generally do not have

property D(2).

By Theorem 4.1, F

1

= F ((t

1

)) does not have property D(4), but it has property

D(n) for n 2 f8; 14g by Cor. 5.3. Similarly, we see that F

2

= F ((t

1

))((t

2

)) does not

have property D(8), but that it does have property D(14).

All this shows that generally, the statements regarding the properties D(n) in

Cor. 5.3 cannot be strengthened. It shows furthermore for n;m 2 f2; 4; 8; 14g,m > n,

that generally D(m) 6) D(n), so that the implications in Theorem 3.4 cannot be

reversed without any further assumptions on the �eld in question.

For values of ~u possibly bigger than 4, let us note the following.

Corollary 5.5 (i) If ~u(F ) < 12, then F has properties D(8), D(14), and F ((t)) has

property D(14).

(ii) If ~u(F ) < 14, then F has property D(14).

Proof. (i) Let ' be an 8-dimensional I

2

-form over F such that c(') can be represented

by a biquaternion algebra A with associated Albert form �. To establish property

D(8), it su�ces by Lemma 3.3 to show that ' and � have a common binary subform.

Since ~u(F ) < 12, this is an easy consequence of Lemma 5.2(ii). Property D(14) for

F ((t)) follows from Theorem 4.4.

(ii) Let ' 2 I

3

F , dim' = 14. If F is not formally real, then ~u(F ) < 14 implies

that ' is isotropic and D(14) follows easily. If F is formally real, then we �rst note

that for each P 2 X

F

we have sgn

P

(') � 0 (mod 8) because ' 2 I

3

F . Hence,

sgn

P

(') 2 f0;�8g as dim' = 14. By Lemma 5.2(i), dim'

an

< 14. Thus, again we

have that ' is isotropic and we are done.

Example 5.6 It is again interesting in this context to consider the example from

above based on C(x; y). As was shown there, the �eld F

1

= C(x; y)((t

1

)) has property

D(8), but notD(4), and F

2

= F

1

((t

2

)) has propertyD(14), but notD(8). F

3

= F

2

((t

3

))

does not even have property D(14). One has ~u(F

1

) = u(F

1

) = 8, which shows that in

part (i) of the above corollary, one cannot always expect that property D(8) carries
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over to a power series extension. Also, F

2

is a �eld for which D(8) fails, and we have

~u(F

2

) = u(F

2

) = 16, which is still a little higher than the bound given in part (i)

above which assures that D(8) holds. This naturally raises the question whether the

bound given there is the best possible.

We note furthermore that ~u(F

3

) = u(F

3

) = 32. For F

3

, we know that D(14)

fails, but its Hasse number is considerably higher than the bound in part (ii) of the

above corollary, and therefore this example does not give an indication on how good

this bound really is.

Knowing that D(4) always holds if ~u(F ) � 4 (see Corollaries 5.1 and 5.3) and

that it can fail if ~u(F ) � 8 (see Examples 5.4 and 5.6), it would be interesting to know

if there exist �elds F with ~u(F ) = 6 for which D(4) fails. We do know by Corollary

5.5 that D(8) holds whenever ~u(F ) � 12, so it holds in particular for all �elds with

~u(F ) � 6. In the following proposition, we establish property D(8) for another class

of �elds which also contains all �elds F with ~u(F ) � 6.

In the sequel, I

n

t

F = I

n

\W

t

F , where W

t

F denotes the torsion part of the Witt

ring. If F is not formally real, thenWF =W

t

F , otherwiseW

t

F consists of the classes

of forms which have total signature zero (P�ster's local-global principle).

Proposition 5.7 Suppose that I

3

t

F = 0 and that F is SAP. Then F has property

D(8) (and hence also D(14)), and F ((t)) has property D(14).

Proof. In view of Theorems 3.4 and 4.4, it su�ces to establish property D(8) for F .

Let ' 2 I

2

F , dim' = 8 and c(') = c(�) with � an Albert form. We have to

show that ' contains a subform in GP

2

F .

Suppose �rst that F is not formally real. By Merkurjev's theorem, we have

' � � 2 I

3

F = I

3

t

F = 0, hence ' � �, and comparing dimensions yields that ' is

isotropic and therefore contains a subform in GP

2

F (see Remark 3.2(i)).

Hence, we may assume that F is formally real. Since ', � 2 I

2

F , we have

for all orderings P 2 X

F

that sgn

P

('), sgn

P

(�) � 0 (mod 4). Since dim� = 6

and dim' = 8, and since F is SAP, we may assume after scaling that sgn

P

(') 2

f0; 4; 8g and sgn

P

(�) 2 f0; 4g. On the other hand, we have ' � � 2 I

3

F and thus

sgn

P

(' ? ��) � 0 (mod 8). Thus, we always have sgn

P

(' ? ��) 2 f0; 8g. Now

if � 2 P

3

F , then sgn

P

(�) 2 f0; 8g, and since F is SAP, there exists � 2 P

3

F such

that sgn

P

(�) = sgn

P

(' ? ��) for all P 2 X

F

. Hence, sgn

P

(' ? �� ? ��) = 0 for

all P 2 X

F

, i.e. ' ? �� ? �� 2 I

3

F \W

t

F = I

3

t

F = 0. Thus, ' ? �� � �, and

comparing dimensions yields that the Witt index of ' ? �� is � 5. In particular, '

contains a 5-dimensional P�ster neighbor of � as a subform. It is well-known that 5-

dimensional P�ster neighbors always contain a subform in GP

2

F . Hence, ' contains

a subform in GP

2

F .

Remark 5.8 (i) Note that the two classes of �elds for which we established property

D(8), �elds with ~u < 12 and SAP-�elds with I

3

t

F = 0, respectively, are such that one

class is not contained in the other. Indeed, using constructions similar to those in

[L 2], [Ho], it is not di�cult to construct �elds F with ~u(F ) = 8 or 10 and I

3

t

F 6= 0.

On the other hand, to any positive integer n, there exist �elds with ~u(F ) = 2n and

I

3

t

F = 0 (cf. [Ho]). Since their Hasse number is �nite, they are SAP-�elds. Thus,

there are SAP-�elds with I

3

t

F = 0 for which ~u � 12.
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(ii) We do not know whether I

3

t

F = 0 alone already su�ces for property D(8) (or

maybe even D(4)) to hold, or whether we can replace SAP by some weaker property

which together with I

3

t

F = 0 would imply property D(8). Consider, for example,

the �eld F = R((t

1

)) � � � ((t

i

)) with i � 2. We have I

3

t

F = 0 (in fact, we even have

W

t

F = 0), and it is well-known that F is not SAP. However, F does have property

D(n), n 2 f2; 4; 8; 14g by Corollary 5.1. Note also that I

3

t

F = 0 alone does not imply

property D(2) in general, as exempli�ed by the �eld C(x; y) (see Example 5.4).

(iii) It is well-known that a �eld F satis�es I

2

t

F = 0 and SAP if and only if

~u(F ) � 2 (cf. [ELP, Theorems E, F]). In this case, F and its iterated power series

extensions have property D(n), n 2 f2; 4; 8; 14g by Corollary 5.1.

6 Some further consequences and examples

A �eld extension K=F is said to be excellent if for every quadratic form ' over F

there exists a form  over F such that ('

K

)

an

'  

K

, i.e. the anisotropic part of

' over K is de�ned over F . Izhboldin and Karpenko [IK 1, Part II] considered the

question of excellence of extensions K=F where K is the function �eld of a Severi-

Brauer variety SB(A) of a central simple algebra A over F . One of the crucial cases

in their investigations was the case where A was an algebra of exponent 2. In this

situation, if the algebra is of index � 2, then K=F is excellent as was shown by Arason

in [ELW, App. II]. If the index is 8, then K=F is never excellent as was shown in [IK1,

Part II, Th. 3.10]. If the index is equal to 4, i.e. A is a biquaternion division algebra,

examples are given in [IK1] which show that both excellence and nonexcellence are

possible for such an extension. Izhboldin himself noticed that if a �eld F does not

have property D(8), then one can readily �nd examples of biquaternion algebras A

over F such that F (SB(A))=F is nonexcellent.

In [Ma], Mammone gave counterexamples to a question raised by Knus concerning

the product of a biquaternion algebra B and a quaternion algebra Q over F , both

assumed to be division algebras : If B 


F

Q is not a division algebra, does it follow

that there exists a quadratic extension L=F over which both Q and B are not division

(i.e. Q and B have a quadratic extension of F as a common sub�eld) ? Again, if F

does not have property D(8) then a pair B, Q can be readily found which provides a

counterexample.

The previous two implications for a �eld where property D(8) fails are summa-

rized in the following proposition.

Proposition 6.1 Let F be a �eld where property D(8) fails. Then the following

holds:

(i) (Izhboldin) There exists a biquaternion division algebra A over F such that

F (SB(A))=F is nonexcellent.

(ii) There exist a biquaternion division algebra B over F and a quaternion di-

vision algebra Q over F which have the following properties:

(a) B 


F

Q is not a division algebra, and yet

(b) there does not exist a quadratic extension L=F which is a common

sub�eld of B and Q.
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Proof. Since F does not have property D(8), there exist a biquaternion division

algebra A over F and a form ' 2 I

2

F , dim' = 8 such that c(') = [A] and such that

' does not contain a subform in GP

2

F . After scaling, we may assume that 1 2 D(').

(i) Let K = F (SB(A)). By Rem. 3.2(i), ' is anisotropic and thus '

K

is also

anisotropic (cf. [La, Th. 4]). In particular, '

K

is an anisotropic form in I

3

K represent-

ing 1. Hence, '

K

2 P

3

K. Let ' ' h1;�a;�b; � � �i, a; b 2 F

�

. It follows readily that

there exists c 2 K

�

such that '

K

' hha; b; cii

K

. Suppose that K=F is excellent. Then,

by [ELW, Prop. 2.11], we may assume that c 2 F

�

and we put � := hha; b; cii 2 P

3

F .

Let  := (' ? ��)

an

. We have  2 I

2

F , c( ) = c(') = [A], and dim � 10.

If dim � 6 then ' and � have at least a 5-dimensional subform in common, i.e., '

contains a P�ster neighbor of �. Now each 5-dimensional P�ster neighbor contains a

subform in GP

2

F , thus ' contains a subform in GP

2

F , a contradiction.

If dim = 8, then it follows again from [La, Th. 4] that  

K

is anisotropic, a

contradiction because we have by construction that  

K

is hyperbolic.

Finally, suppose that dim = 10. Let E = F ( ). Then dim( 

E

)

an

= 8 or 6 (cf.

[H 1, Cor. 1]). If dim( 

E

)

an

= 8, then, since c( 

E

) = [A

E

] in BrE, we have again that

( 

E

)

an

stays anisotropic over E(SB(A

E

)), obviously a contradiction to  becoming

hyperbolic over K = F (SB(A)). Hence, dim( 

E

)

an

= 6, and by [H 2, Lemma 3.3] it

follows that there exist a 6-dimensional form � and an anisotropic � 2 GP

4

F such

that  ? � ' � . On the other hand,  and thus � contain a 5-dimensional subform

of �� 2 GP

3

F . Hence, � becomes hyperbolic over F (�). Using the multiplicativity

of P�ster forms and the fact that � 2W (F (�)=F ) is anisotropic, we conclude readily

that there exists x 2 F

�

such that � ' �� ? x�. In the Witt ring, we thus get

 + � � '� � + � � �� + x�

and hence x� � ' � �. Comparing dimensions yields that ' and x� have a 5-

dimensional subform in common, i.e., ' contains a P�ster neighbor of � and we get

a contradiction as before.

(ii) After scaling, we may assume that ' ' h�x;�y; xyi ? '

0

for suitable x; y 2

F

�

and some form '

0

over F with dim'

0

= 5 and det'

0

= 1. Now '

0

does not

represent 1 = det'

0

as '

0

does not contain a subform in GP

2

F . In particular, the

Albert form � := '

0

? h�1i is anisotropic, and therefore the biquaternion algebra

B with c(�) = [B] is a division algebra by Albert's theorem. Since h�x;�y; xyi is

anisotropic, we also have that the quaternion algebraQ = (x; y)

F

is a division algebra.

Furthermore, ' � hhx; yii + � in WF and therefore

[A] = c(') = c(hhx; yii ? �) = c(hhx; yii)c(�) = [Q][B]

and it follows that Q


F

B is not a division algebra.

Suppose there exists a quadratic extension L = F (

p

d)=F such that Q

L

and B

L

are both not division. Then hhx; yii

L

is hyperbolic and �

L

is isotropic. It follows that

'

L

is isotropic and A

L

is not division. By Lemma 3.3, this implies that ' contains a

subform in GP

2

F , a contradiction.

For an element a 2 F

�

, let N

F

(a) denote the norm group D

F

(h1;�ai). Let now

a; b; c 2 F

�

and let E = F (

p

c). Consider the following factor group :

N

1

(a; b; c) =

F

�

\N

E

(a)N

E

(b)

(F

�

\N

E

(a))(F

�

\N

E

(b))

:
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Corollary 6.2 Let F be a �eld such that there exist a; b; c 2 F

�

with N

1

(a; b; c) 6= 1.

Let E = F (

p

c) and let d 2 F

�

\N

E

(a)N

E

(b)n(F

�

\N

E

(a))(F

�

\N

E

(b)). Let t

1

; t

2

; t

3

be independent variables over F and F

i

= F (t

1

; � � � ; t

i

) (or F

i

= F ((t

1

)) � � � ((t

i

))),

i = 1; 2; 3, and let E

i

= F

i

(

p

c).

(i) h1;�ai and dh1;�bi represent a common element over E = F (

p

c), but there

does not exist an element in F

�

which is represented by h1;�ai and dh1;�bi

over E = F (

p

c).

(ii) The two quaternion algebras (a; t

1

)

F

1

and (b; t

1

d)

F

1

have a common slot over

E

1

, but such a common slot cannot be chosen in F

1

.

(iii) Let  

1

:= hc;�a;�t

1

; t

1

ai and  

2

:= hc;�b;�t

1

d; t

1

dbi. Then there exist

u; v 2 F

�

1

such that for L = F

1

(

p

u) one has ( 

1

)

L

' v( 

2

)

L

, but there does

not exist a binary form over F

1

which is similar to a subform of both  

1

and

 

2

.

(iv) The Cli�ord invariant of the form  :=  

1

? �t

2

 

2

2 I

2

F

2

can be rep-

resented by a biquaternion algebra A over F

2

, but  does not contain any

subform in GP

2

F

2

.

(v) Let � be the Albert form over F

2

associated to A, and let ' := � ? t

3

 .

Then ' 2 I

3

F

3

, dim' = 14, but ' is not similar to the di�erence of the

pure parts of two forms in P

3

F

3

.

Proof. Let d = rs, where r 2 N

E

(a) and s 2 N

E

(b). By multiplicativity of the norm

form, we have s

�1

2 N

E

(b), and the equality r = ds

�1

shows that r 2 D

E

(h1;�ai)

is represented by dh1;�bi. Suppose D

E

(h1;�ai) \D

E

(dh1;�bi) contains an element

x 2 F

�

; then x 2 F

�

\N

E

(a) and x = dy for some y 2 N

E

(b). Since y = d

�1

x 2 F

�

,

we have y 2 F

�

\ N

E

(b). It follows that d 2 (F

�

\ N

E

(a))(F

�

\ N

E

(b)) since

d = xy

�1

. This proves (i) (see also [STW, p. 69]). The remaining statements follow

from Theorem 4.1 and its proof.

Part (i) shows that property D(2) fails for F if there exist a; b; c 2 F

�

with

N

1

(a; b; c) 6= 1. Actually, tracing back through the proof, it is easily seen that property

D(2) is equivalent to the vanishing of the group N

1

(a; b; c) for all a; b; c 2 F

�

(see

[STW, Cor. 2.14]).

The groupN

1

(a; b; c) occurs in [STW] as the homology group of a certain complex

associated with the multiquadratic extensionM = F (

p

a;

p

b;

p

c). A more symmetric

description of this group is given in [G, Prop. 3]:

N

1

(a; b; c) '

N

F

(a) \N

F

(b) \N

F

(c)

F

�2

N

M=F

(M

�

)

:

As mentioned in the introduction, there exist �elds F such that D(2) fails, i.e.,

there exist a; b; c 2 F

�

with N

1

(a; b; c) 6= 1. In [STW, Cor. 5.6 and 5.7], it is for ex-

ample shown that D(2) fails for �nitely generated extensions of transcendence degree

� 2 (resp. � 1) over any �eld of characteristic 0 (resp. over Q).

Examples whereN

1

(a; b; c) 6= 1 arise in various contexts: in [LW], they are related

to transfer ideals: for an arbitrary �nite extension K=F , let T

K=F

denote the image

of the Witt ring WK in WF under the Scharlau transfer map associated with any
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nonzero linear form s: K ! F . Leep and Wadsworth show in [LW, Prop. 2.4] that if

N

1

(a; b; c) 6= 1, then for M = F (

p

a;

p

b;

p

c) we have

T

M=F

6= T

F (

p

a)=F

\ T

F (

p

b)=F

\ T

F (

p

c)=F

:

The group N

1

(a; b; c) is also related to problems in Galois cohomology and to the

rationality problem for group varieties: over the �eld L = F ((t

1

))((t

2

))((t

3

)), consider

the division algebra D = (a; t

1

)

L


 (b; t

2

)

L


 (c; t

3

)

L

and the 8-dimensional quadratic

form q 2 I

2

L such that

q � hha; t

1

ii � hhb; t

2

ii � ahhc; t

3

ii:

Using the alternative description of N

1

(a; b; c) above, it is shown in [KLST, p. 283]

and [Me 3, p. 329] that if N

1

(a; b; c) 6= 1, then

L

�2

Nrd(D

�

) 6= fx 2 L

�

j (x) [ (D) = 0 in H

3

(L; �

2

)g;

where Nrd is the reduced norm, (D) 2 H

2

(L; �

2

) is the Galois cohomology class

corresponding to D under the canonical isomorphism mapping H

2

(L; �

2

) to the 2-

torsion part of the Brauer group of L, and (x) 2 H

1

(L; �

2

) corresponds to x 2 L

�

under the canonical isomorphism H

1

(L; �

2

) ' L

�

=L

�2

. On the other hand, under

the same hypothesis, Gille shows in [G] that the adjoint group PSO(q) over L is not

R-trivial, hence not stably L-rational.

To conclude, we illustrate Corollary 6.2 by an explicit example over Q(x) which

is derived from the example given in [STW, Remark 5.4].

Example 6.3 Let F = Q(x) be the rational function �eld in one variable over the

rationals. Then it follows from [STW, Remark 5.4] that N

1

(x + 4; x + 1; x) 6= 1

and that the two binary forms h1;�(x+ 4)i and 2h1;�(x+ 1)i represent a common

element over E = F (

p

x), but no element in F

�

is represented by both these forms

over E.

In fact, we have

h1;�(x+ 4)i ? �2h1;�(x+ 1)i ' h2;�1;�(x+ 4); 2(x+ 1)i

' h�1; x; 2(x+ 2)(x+ 4);�2x(x+ 1)(x+ 2)i ;

which shows that the di�erence of these two binary forms becomes isotropic over

E = F (

p

x), i.e., the two forms represent a common element over E. Indeed, we can

compute such an element directly. We have that

(

p

x+ 2)

2

� (x+ 4) = 4

p

x 2 D

E

(h1;�(x+ 4)i);

2(

p

x+ 1)

2

� 2(x+ 1) = 4

p

x 2 D

E

(2h1;�(x+ 1)i);

and therefore

p

x 2 D

E

(h1;�(x+ 4)i) \D

E

(2h1;�(x+ 1)i).

Over F

1

= F (t

1

) = Q(x; t

1

), we now de�ne the two 4-dimensional forms

 

1

= hx;�(x+ 4)i ? �t

1

h1;�(x+ 4)i

 

2

= hx;�(x+ 1)i ? �2t

1

h1;�(x+ 1)i
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and the two quaternion algebras

Q

1

= (x+ 4; t

1

)

F

1

Q

2

= (x+ 1; 2t

1

)

F

1

over F

1

. By our construction, we know that Q

1

and Q

2

have a common slot over

E

1

= F

1

(

p

x), but that no such common slot can be chosen in F

1

. A common slot

over E

1

is given by

p

xt

1

.

Consider now the biquaternion algebra B = Q

1


Q

2

with associated Albert form

� ' hx+ 1;�(x+ 4)i ? t

1

h1;�x;�2(x+ 2)(x+ 4); 2x(x+ 1)(x+ 2)i �  

1

? � 

2

:

We then get

x(x + 4)� ' h�x;�t

1

(x+ 4); t

1

x(x + 4)i

? hx(x + 1)(x+ 4);�2t

1

x(x + 2); 2t

1

(x+ 1)(x+ 2)(x+ 4)i

from which we conclude that

B = (x; t

1

(x+ 4))

F

1


 (x(x + 1)(x+ 4);�2t

1

x(x+ 2))

F

1

:

As in the proof of CS () D(4) in Theorem 3.4, we get for u 2 F

�

1

that c( 

1

?

�u 

2

) = [B 
 (u; x)

F

1

], and by putting u = t

1

(x+ 4), we obtain

c( 

1

? �t

1

(x + 4) 

2

) = [(x(x + 1)(x+ 4);�2t

1

x(x+ 2))

F

1

] :

Now with hx;�(x+ 1)i ' h�1; x(x+ 1)i, we obtain

 

1

? �t

1

(x+ 4) 

2

' hx;�(x+ 4); 2(x+ 4);�2(x+ 1)(x+ 4)i

? t

1

h�1; (x+ 4); (x+ 4);�x(x+ 1)(x+ 4)i :

Also, h�1; x+ 4; x+ 4i ' hx;�x(x + 4); x+ 4i represents xx

2

+(x+4)x

2

= 2x

2

(x+2).

Hence,

hx; 2t

1

x

2

(x+ 2)i ' xh1; 2t

1

x(x+ 2)i

�  

1

? �t

1

(x+ 4) 

2

:

Let L = F

1

(

p

�2t

1

x(x + 2)). The above shows that  

1

? �t

1

(x + 4) 

2

becomes

isotropic over L. On the other hand, [(x(x + 1)(x + 4);�2t

1

x(x + 2))

L

] = 0, and it

follows that ( 

1

? �t

1

(x+4) 

2

)

L

is an isotropic 8-dimensional form in I

3

L and hence

hyperbolic. Thus, ( 

1

)

L

' (t

1

(x + 4) 

2

)

L

. However, by construction there does not

exist a binary form over F

1

which is similar to a subform of both  

1

and  

2

.

Let us now consider  :=  

1

? �t

2

 

2

over F

2

= Q(x; t

1

; t

2

). Then  2 I

2

F

2

is

of dimension 8, by construction it does not contain a subform in GP

2

F

2

, and for its

Cli�ord invariant we get

c( ) = [B 
 (t

2

; x)

F

2

] = [(x; t

1

t

2

(x+ 4))

F

2


 (x(x + 1)(x+ 4);�2t

1

x(x+ 2))

F

2

] :

Consider the biquaternion algebra

A = (x; t

1

t

2

(x + 4))

F

2


 (x(x + 1)(x+ 4);�2t

1

x(x+ 2))

F

2

;
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which by our construction is necessarily a division algebra, and an associated Albert

form

� ' h�x;�t

1

t

2

(x+ 4); t

1

t

2

x(x + 4)i

? hx(x + 1)(x+ 4); 2t

1

(x + 1)(x+ 2)(x+ 4);�2t

1

x(x+ 2)i :

Then, over F

3

= Q(x; t

1

; t

2

; t

3

), the form ' := � ? t

3

 is a 14-dimensional form in

I

3

F

3

which is not similar to the di�erence of the pure parts of two forms in P

3

F

3

.

We summarize the above results.

� The two forms h1;�(x+ 4)i and 2h1;�(x+ 1)i over Q(x) both represent

p

x

over Q(x)(

p

x), but there is no element in Q(x)

�

which is represented by both

forms over Q(x)(

p

x). In particular, Q(x) does not have property D(2).

� The two quaternion algebras (x+ 4; t

1

)

F

1

and (x+ 1; 2t

1

)

F

1

over F

1

= Q(x; t

1

)

have a common slot over Q(x; t

1

)(

p

x), for example t

1

p

x, but no such common

slot can be chosen in Q(x; t

1

). In particular, Q(x; t

1

) does not have property

CS.

� The two forms  

1

= hx;�(x + 4)i ? �t

1

h1;�(x+ 4)i and  

2

= hx;�(x + 1)i ?

�2t

1

h1;�(x+ 1)i overQ(x; t

1

) do not simultaneously become isotropic over any

quadratic extension of Q(x; t

1

), i.e., there is no binary form over Q(x; t

1

) which

is similar to a subform of both  

1

and  

2

. However, the forms  

1

and t

1

(x+4) 

2

become isometric over Q(x; t

1

)(

p

�2t

1

x(x + 2)). In particular, Q(x; t

1

) does

not have property D(4).

� The Cli�ord invariant of the 8-dimensional form  =  

1

? �t

2

 

2

2 I

2

F

2

, where

F

2

= Q(x; t

1

; t

2

), is represented by the biquaternion algebra

A = (x; t

1

t

2

(x+ 4))

F

2


 (x(x + 1)(x+ 4);�2t

1

x(x+ 2))

F

2

:

However,  does not contain a subform in GP

2

F

2

. In particular, Q(x; t

1

; t

2

)

does not have property D(8).

� The extension F

2

(SB(A))=F

2

is not excellent (cf. Prop. 6.1(i) ).

� With

 � h�(x + 4);�t

1

; t

1

(x+ 4); x;�t

2

x; t

2

i

� t

2

h1;�(x+ 1);�2t

1

; 2t

1

(x+ 1)i

as above, and with

c(h�(x+ 4);�t

1

; t

1

(x+ 4); x;�t

2

x; t

2

i) = [(x+ 4; t

1

)

F

2


 (x; t

2

)

F

2

]

c(h1;�(x+ 1);�2t

1

; 2t

1

(x + 1)i) = [(x+ 1; 2t

1

)

F

2

] ;

we have that (x + 4; t

1

)

F

2


 (x; t

2

)

F

2


 (x + 1; 2t

1

)

F

2

is not a division algebra,

but (x+4; t

1

)

F

2


 (x; t

2

)

F

2

and (x+1; 2t

1

)

F

2

have no proper common quadratic

subextension of F

2

= Q(x; t

1

; t

2

) (cf. Prop. 6.1(ii) ).

� With � an Albert form associated to A, the form � ? t

3

 of dimension 14 over

F

3

= Q(x; t

1

; t

2

; t

3

) is in I

3

F

3

, but it is not similar to the di�erence of the pure

parts of two forms in P

3

F

3

. In particular, Q(x; t

1

; t

2

; t

3

) does not have property

D(14).
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Abstract. Let a compact Lie group act ergodically on a unital C

�

-algebra A.

We consider several ways of using this structure to de�ne metrics on the state

space of A. These ways involve length functions, norms on the Lie algebra, and

Dirac operators. The main thrust is to verify that the corresponding metric

topologies on the state space agree with the weak-� topology.

1991 Mathematics Subject Classi�cation: Primary 46L87; Secondary 58B30,

60B10

Connes [C1, C2, C3] has shown us that Riemannian metrics on non-commutative

spaces (C

�

-algebras) can be speci�ed by generalized Dirac operators. Although in

this setting there is no underlying manifold on which one then obtains an ordinary

metric, Connes has shown that one does obtain in a simple way an ordinary metric

on the state space of the C

�

-algebra, generalizing the Monge-Kantorovich metric on

probability measures [Ra] (called the \Hutchinson metric" in the theory of fractals

[Ba]).

But an aspect of this matter which has not received much attention so far [P] is the

question of when the metric topology (that is, the topology from the metric coming

from a Dirac operator) agrees with the underlying weak-� topology on the state space.

Note that for locally compact spaces their topology agrees with the weak-� topology

coming from viewing points as linear functionals (by evaluation) on the algebra of

continuous functions vanishing at in�nity.

In this paper we will consider metrics arising from actions of compact groups on

C

�

-algebras. For simplicity of exposition we will only deal with \compact" non-

commutative spaces, that is, we will always assume that our C

�

-algebras have an

identity element. We will explain later what we mean by Dirac operators in this

setting (section 4). In terms of this, a brief version of our main theorem is:

1

The research reported here was supported in part by National Science Foundation Grant DMS{

96{13833.
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Theorem 4.2. Let � be an ergodic action of a compact Lie group G on a unital

C

�

-algebra A, and let D be a corresponding Dirac operator. Then the metric topology

on the state space of A de�ned by the metric from D agrees with the weak-� topology.

An important case to which this theorem applies consists of the non-commutative

tori [Rf], since they carry ergodic actions of ordinary tori [OPT]. The metric geometry

of non-commutative tori has recently become of interest in connection with string

theory [CDS, RS, S].

We begin by showing in the �rst section of this paper that the mechanism for

de�ning a metric on states can be formulated in a very rudimentary Banach space

setting (with no algebras, groups, or Dirac operators). In this setting the discussion of

agreement between the metric topology and the weak-� topology takes a particularly

simple form.

Then in the second section we will see how length functions on a compact group

directly give (without Dirac operators) metrics on the state spaces of C

�

-algebras on

which the group acts ergodically. We then prove the analogue in this setting of the

main theorem stated above.

In the third section we consider compact Lie groups, and show how norms on the

Lie algebra directly give metrics on the state space. We again prove the corresponding

analogue of our main theorem.

Finally, in section 4 we use the results of the previous sections to prove our main

theorem, stated above, for the metrics which come from Dirac operators.

It is natural to ask about actions of non-compact groups. Examination of [Wv4]

suggests that there may be very interesting phenomena there. The considerations of

the present paper also make one wonder whether there is an appropriate analogue of

length functions for compact quantum groups which might determine a metric on the

state spaces of C

�

- algebras on which a quantum group acts ergodically [Bo, Wn].

This would be especially interesting since for non-commutative compact groups there

is only a sparse collection of known examples of ergodic actions [Ws], whereas in [Wn]

a rich collection of ergodic actions of compact quantum groups is constructed. Closely

related is the setting of ergodic coactions of discrete groups [N, Q]. But I have not

explored any of these possibilities.

I developed a substantial part of the material discussed in the present paper during

a visit of several weeks in the Spring of 1995 at the Fields Institute. I am appreciative

of the hospitality of the Fields Institute, and of George Elliott's leadership there. But

it took trying to present this material in a course which I was teaching this Spring, as

well as bene�t from [P, Wv1, Wv2, Wv3, Wv4], for me to �nd the simple development

given here.

1. Metrics on states

Let A be a unital C

�

-algebra. Connes has shown [C1, C2, C3] that an appropriate

way to specify a Riemannian metric in this non-commutative situation is by means of

a spectral triple. This consists of a representation of A on a Hilbert space H, together

with an unbounded self-adjoint operator D on H (the generalized Dirac operator),

satisfying certain conditions. The set L(A) of Lipschitz elements of A consists of

those a 2 A such that the commutator [D; a] is a bounded operator. It is required
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that L(A) be dense in A. The Lipschitz semi-norm, L, is de�ned on L(A) just by the

operator norm L(a) = k[D; a]k.

Given states � and � of A, Connes de�nes the distance between them, �(�; �), by

(1.1) �(�; �) = supfj�(a)� �(a)j : a 2 L(A); L(a) � 1g :

(In the absence of further hypotheses it can easily happen that �(�; �) = +1. For

one interesting situation where this sometimes happens see the end of the discussion

of the second example following axiom 4' of [C3].)

The semi-norm L is an example of a general Lipschitz semi-norm, that is [BC, Cu,

P, Wv1, Wv2], a semi-norm L on a dense subalgebra L of A satisfying the Leibniz

property:

(1.2) L(ab) � L(a)kbk+ kakL(b) :

Lipschitz norms carry some information about di�erentiable structure [BC, Cu], but

not nearly as much as do spectral triples. But it is clear that just in terms of a given

Lipschitz norm one can still de�ne a metric on states by formula (1.1).

However, for the purpose of understanding the relationship between the metric

topology and the weak-� topology, we do not need the Leibniz property (1.2), nor

even that A be an algebra. The natural setting for these considerations seems to be

the following very rudimentary one. The data is:

(1.3a) A normed space A, with norm k k, over either C or R.

(1.3b) A subspace L of A, not necessarily closed.

(1.3c) A semi-norm L on L.

(1.3d)

A continuous (for k k) linear functional, �; on K = fa 2 L : L(a) = 0g

with k�k = 1. (Thus, in particular, we require K 6= f0g :)

Let A

0

denote the Banach-space dual of A, and set

S = f� 2 A

0

: � = � on K; and k�k = 1g :

Thus S is a norm-closed, bounded, convex subset of A

0

, and so is weak-� compact.

In general S can be quite small; when A is a Hilbert space S will contain only one

element. But in the applications we have in mind A will be a unital C

�

-algebra, K

will be the one-dimensional subspace spanned by the identity element, and � will be

the functional on K taking value 1 on the identity element. Thus S will be the full

state-space of A. (That K will consist only of the scalar multiples of the identity

element in our examples will follow from our ergodicity hypothesis. We treat the case

of general K here because this clari�es slightly some issues, and it might possibly be

of eventual use, for example in non-ergodic situations.)
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We do not assume that L is dense in A. But to avoid trivialities we do make one

more assumption about our set-up, namely:

(1.3e) L separates the points of S:

This means that given �; � 2 S there is an a 2 L such that �(a) 6= �(a). (Note that

for � 2 S there exists a 2 L with �(a) 6= 0, since we can just take an a 2 K such that

�(a) 6= 0.)

With notation as above, let

~

L = L=K. Then L drops to an actual norm on

~

L,

which we denote by

~

L. But on

~

L we also have the quotient norm from k k on L,

which we denote by k k

�

. The image in

~

L of a 2 L will be denoted by ~a.

We remark that when L is a unital algebra (perhaps dense in a C

�

-algebra), and

when K is the span of the identity element, then the space of universal 1-forms 


1

over

L is commonly identi�ed [BC, Br, C2, Cu] with L


~

L, and the di�erential d : L ! 


1

is given by da = 1
 ~a. Thus in this setting our

~

L is a norm on the space of universal

1-coboundaries of L. The de�nition of L which we will use in the examples of section

3 is also closely related to this view.

On S we can still de�ne a metric, �, by formula (1.1), with L(A) replaced by L.

The symmetry of � is evident, and the triangle inequality is easily veri�ed. Since we

assume that L separates the points of S, so will �. But � can still take the value +1.

We will refer to the topology on S de�ned by � as the \�-topology", or the \metric

topology" when � is understood.

It will often be convenient to consider elements of A as (weak-� continuous) func-

tions on S. At times this will be done tacitly, but when it is useful to do this explicitly

we will write â for the corresponding function, so that â(�) = �(a) for � 2 S.

Without further hypotheses we have the following fact. It is closely related to

proposition 3.1a of [P], where metrics are de�ned in terms of linear operators from

an algebra into a Banach space.

1.4 Proposition. The �-topology on S is �ner than the weak-� topology.

Proof. Let f�

k

g be a sequence in S which converges to � 2 S for the metric �. Then

it is clear from the de�nition of � that f�

k

(a)g converges to �(a) for any a 2 L with

L(a) � 1, and hence for all a 2 L.

This says that â(�

k

) converges to â(�) for all a 2 L. But

^

L is a linear space of

weak-� continuous functions on S which separates the points of S by assumption (and

which contains the constant functions, since they come from any a 2 K on which �

is not 0). A simple compactness argument shows then that

^

L determines the weak-�

topology of S. Thus f�

k

g converges to � in the weak-� topology, as desired. �

There will be some situations in which we want to obtain information about (L; L)

from information about S. It is clear that to do this S must \see" all of L. The

convenient formulation of this for our purposes is as follows. Let k k

1

denote the

supremum norm on functions on S. Let it also denote the corresponding semi-norm

on L de�ned by kak

1

= kâk

1

. Clearly kâk

1

� kak for a 2 L.
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1.5 Condition. The semi-norm k k

1

on L is a norm, and it is equivalent to the

norm k k, so that there is a constant k with

kak � kkâk

1

for a 2 L:

This condition clearly holds when A is a C

�

-algebra, L is dense in A, and S

is the state space of A, so that we are dealing with the usual Kadison functional

representation [KR]. But we remark that even in this case the constant k above

cannot always be taken to be 1 (bottom of page 263 of [KR]). This suggests that in

using formula (1.1) one might want to restrict to using just the self-adjoint elements

of L, since there the function representation is isometric. But more experience with

examples is needed.

We return to the general case. If we are to have the �-topology on S agree with

the weak-� topology, then S must at least have �nite �-diameter, that is, � must be

bounded. The following proposition is closely related to theorem 6.2 of [P].

1.6 Proposition. Suppose there is a constant, r, such that

(1.7) k k

�

� r

~

L :

Then � is bounded (by 2r).

Conversely, suppose that Condition 1.5 holds. If � is bounded, (say by d), then

there is a constant r such that (1.7) holds (namely r = kd where k is as in 1.5).

Proof. Suppose that (1.7) holds. If a 2 L and L(a) � 1, then

~

L(~a) � 1 and so

k~ak

�

� r. This means that, given " > 0, there is a b 2 K such that ka� bk � r + ".

Then for any �; � 2 S, we have, because � and � agree on K,

j�(a)� �(a)j = j�(a� b)� �(a� b)j � k�� �k ka� bk � 2(r + ") :

Since " is arbitrarily small, it follows that j�(a)� �(a)j � 2r. Consequently �(�; �) �

2r.

Assume conversely that � is bounded by d. Fix � 2 S, and choose b 2 K such that

�(b) = 1. Then for any � 2 S and any a 2 L with L(a) � 1 we have

d � �(�; �) � j�(a)� �(a)j = j�(a� �(a)b)j :

Suppose now that Condition 1.5 holds. We apply it to a � �(a)b. Thus, since S is

compact, we can �nd � such that

ka� �(a)bk � kj�(a� �(a)b)j :

Consequently ka��(a)bk � kd, so that k~ak

�

� kd. All this was under the assumption

that L(a) � 1. It follows that for general a 2 L we have k~ak

�

� kd

~

L(~a), as desired.

�

We now turn to the question of when the �-topology and the weak-� topology on

S agree. The following theorem is closely related to theorem 6.3 of [P].
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1.8 Theorem. Let the data be as in (1.3a{e), and let L

1

= fa 2 L : L(a) � 1g. If

the image of L

1

in L

�

is totally bounded for k k

�

, then the �-topology on S agrees

with the weak-� topology.

Conversely, if Condition 1.5 holds and if the �-topology on S agrees with the weak-�

topology, then the image of L

1

in L

�

is totally bounded for k k

�

.

Proof. We begin with the converse, so that we see why the total-boundedness as-

sumption is natural. If the �-topology gives the weak-� t opology on S, then � must

be bounded since S is compact. Thus by Proposition 1.6 there is a constant, r

o

, such

that k k

�

� r

o

L

�

, since we assume here that Condition 1.5 holds. Choose r > r

o

.

Then kak

�

< r if a 2 L

1

. Consequently, if we let

B

r

= fa 2 L : L(a) � 1 and kak � rg ;

then the image of B

r

in L

�

is the same as the image of L

1

. Thus it su�ces to show

that B

r

is totally bounded.

Let a 2 B

r

and let �; � 2 S. Then

jâ(�)� â(�)j = j�(a)� �(a)j � �(�; �) :

Thus (B

r

) ^ can be viewed as a bounded family of functions on S which is equi-

continuous for the weak-� topology, since � gives the weak-� topology of S. It follows

from Ascoli's theorem [Ru] that (B

r

)^is totally bounded for k k

1

. By Condition 1.5

this means that B

r

is totally bounded for k k as a subset of A, as desired.

For the other direction we do not need Condition 1.5. We suppose now that the

image of L

1

in

~

L is totally bounded for k k

�

. Let � 2 S and " > 0 be given, and

let B(�; ") be the �-ball of radius " about � in S. In view of Proposition 1.4 it

su�ces to show that B(�; ") contains a weak-� neighborhood of �. Now by the total

boundedness of the image of L

1

we can �nd a

1

; : : : ; a

n

2 L

1

such that the k k

�

-balls

of radius "=3 about the â

j

's cover the image of L

1

. We now show that the weak-�

neighborhood

O = O(�; fa

j

g; "=3) = f� 2 S : j(�� �)(a

j

)j < "=3; 1 � j � ng

is contained in B(�; "). Consider any a 2 L

1

. There is a j and a b 2 K, depending

on a, such that

ka� a

j

� bk < "=3 :

Hence for any � 2 O we have

j�(a)� �(a)j � j�(a)� �(a

j

+ b)j+ j�(a

j

+ b)� �(a

j

+ b)j+ j�(a

j

+ b)� �(a)j

< "=3 + j�(a

j

)� �(a

j

)j+ "=3 < " :

Thus �(�; �) < ". Consequently O � B(�; ") as desired. �

Examination of the proof of the above theorem suggests a reformulation which

provides a convenient subdivision of the problem of showing for speci�c examples

that the �-topology agrees with the weak-� topology. We will use this reformulation

in the next sections.
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1.9 Theorem. Let the data be as in (1.3a{e). Then the �-topology on S will agree

with the weak-� topology if the following three hypotheses are satis�ed:

i) Condition 1.5 holds.

ii) � is bounded.

iii) The set B

1

= fa 2 L : L(a) � 1 and kak � 1g is totally bounded in A for k k.

Conversely, if Condition 1.5 holds and if the �-topology agrees with the weak-� topol-

ogy, then the above three conditions are satis�ed.

Proof. If conditions i) and ii) are satis�ed, then, just as in the �rst part of the proof

of Theorem 1.8, there is a constant r such that the image of B

r

in

~

L contains the

image of L

1

. But B

r

� rB

1

. Thus if B

1

is totally bounded then so is B

r

, as is then

the image of L

1

. Then we can apply Theorem 1.8 to conclude that the �-topology

agrees with the weak-� topology.

Conversely, if the �-topology and the weak-� topology agree, then condition ii)

holds by Proposition 1.6. But by the �rst part of the proof of Theorem 1.8 there

is then a constant r such that B

r

is totally bounded. By scaling we see that B

1

is

also. �

We remark that if we take any 1-dimensional subspace K of an in�nite-dimensional

normed space A, set L = A, and let L be the pull-back to A of k k~on A=K, we obtain

an example where � is bounded but the image of L

1

in L

�

is not totally bounded,

nor is B

1

totally bounded in A.

In the next sections we will �nd very useful the following:

1.10 Comparison Lemma. Let the data be as in (1.3a{e). Suppose we have a

subspace M of L which contains K and separates the points of S, and a semi-norm

M onM which takes value 0 exactly on K. Let �

L

and �

M

denote the corresponding

metrics on S (possibly taking value +1). Assume that

M � L on M;

in the sense that M(a) � L(a) for all a 2 M. Then

�

M

� �

L

;

in the sense that �

M

(�; �) � �

L

(�; �) for all �; � 2 S. Thus

i) If �

L

is �nite then so is �

M

.

ii) If �

L

is bounded then so is �

M

.

iii) If the �

L

-topology on S agrees with the weak-� topology then so does the �

M

-

topology.

Proof. If a 2 M and M(a) � 1 then L(a) � 1. Thus the supremum de�ning �

M

is

taken over a smaller set than that for �

L

, and so �

M

� �

L

. Conclusions i) and ii) are

then obvious. Conclusion iii) follows from the fact that a continuous bijection from a

compact space to a Hausdor� space is a homeomorphism. �

For later use we record the following easily veri�ed fact.

1.11 Proposition. Let data be as above. Let t be a strictly positive real number. Set

M = tL on L. Then �

M

= t

�1

�

L

. Thus properties for �

L

of �niteness, boundedness,

and agreement of the �

L

-topology with the weak-� topology carry over to �

M

.
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2. Metrics from actions and length functions

Let G be a compact group (with identity element denoted by e). We normalize

Haar measure to give G mass 1. We recall that a length function on a group G is a

continuous non-negative real-valued function, `, on G such that

(2.1a) `(xy) � `(x) + `(y) for x; y 2 G;

(2.1b) `(x

�1

) = `(x);

(2.1c) `(x) = 0 exactly if x = e:

Length functions arise in a number of ways. For example, if � is a faithful unitary

representation of G on a �nite-dimensional Hilbert space, then we can set `(x) =

k�

x

� �

e

k. We will see another way in the next section. We will assume for the rest

of this section that a length function has been chosen for G.

Let A be a unital C

�

-algebra, and let � be an action (strongly continuous) of G by

automorphisms of A. We let L denote the set of Lipschitz elements of A for � (and

`), with corresponding Lipschitz semi-norm L. That is [Ro1, Ro2], for a 2 A we set

L(a) = supfk�

x

(a)� ak=`(x) : x 6= eg ;

which may have value +1, and we set

L = fa 2 A : L(a) <1g :

It is easily veri�ed that L is a �-subalgebra of A, and that L satis�es the Leibniz

property 1.2. (More generally, for 0 < r < 1 we could de�ne L

r

by

L

r

(a) = supfk�

x

(a)� ak=(`(x))

r

: x 6= eg

along the lines considered in [Ro1, Ro2]. For actions on the non-commutative torus

this has been studied in [Wv2], but we will not pursue this here.)

It is not so clear whether L is carried into itself by �, but we do not need this fact

here. (For Lie groups see theorem 4.1 of [Ro1] or the comments after theorem 6.1 of

[Ro2].) Let us consider, however, the �-invariance of L. We �nd that

L(�

z

(a)) = supfk�

z

(�

z

�1

xz

(a)� a)k=`(x) : x 6= eg

= supfk�

x

(a)� ak=`(zxz

�1

) : x 6= eg:

Thus if `(zxz

�1

) = `(x) for all x; z 2 G, then L is �-invariant, and L is carried into

itself by �. The metric � on S de�ned by L will then be �-invariant for the evident

action on S. But we will not discuss this matter further here.
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2.2 Proposition. The �-algebra L is dense in A.

Proof. For f 2 L

1

(G) we de�ne �

f

as usual by �

f

(a) =

R

f(x)�

x

(a) dx. It is standard

[BR] that as f runs through an \approximate delta-function", �

f

(a) converges to a.

Thus the set of elements of form �

f

(a) is dense in A. Let � denote the action of

G by left translation of functions on G. A quick standard calculation shows that

�

x

(�

f

(a)) = �

�

x

(f)

(a). Thus

k�

x

(�

f

(a))� �

f

(a)k = k�

(�

x

f�f)

(a)k � k�

x

f � fk

1

kak;

where k k

1

denotes the usual L

1

-norm. Thus we see that �

f

(a) 2 L if f 2 Lip

1

�

, the

space of Lipschitz functions in L

1

(G) for � (and `).

Consequently it su�ces to show that Lip

1

�

is dense in L

1

(G). We �rst note that it

contains a non-trivial element, namely ` itself. For if x; y 2 G, then

j(�

x

`)(y)� `(y)j = j`(x

�1

y)� `(y)j � `(x);

where the inequality follows from 2.1a and 2.1b above. We momentarily switch at-

tention to C(G) with k k

1

, and the action � of G on it. Of course ` 2 C(G). The

above inequality then says that ` 2 Lip

1

�

, the space of Lipschitz functions in C(G)

for �. But as mentioned earlier, Lip

1

�

is easily seen to be a �-subalgebra of C(G) for

the pointwise product, and it contains the constant functions. Furthermore, a simple

calculation shows that Lip

1

�

is carried into itself by right translation. Since Lip

1

�

contains `, which separates e from any other point, it follows that Lip

1

�

separates

the points of G. Thus Lip

1

�

is dense in C(G) by the Stone-Weierstrass theorem.

Since k k

1

dominates k k

1

for compact G, it follows that Lip

1

�

is dense in L

1

(G) as

needed. �

For simplicity of exposition we will deal only with the case in which we obtain

metrics on the entire state space of the C

�

-algebra A. For this purpose we want the

subspace where L takes the value 0 to be one-dimensional. It is evident that L takes

value 0 on exactly those elements of A which are �-invariant, and in particular on the

scalar multiples of the identity element of A. Thus we need to assume that the action

� is ergodic, in the sense that the only �-invariant elements are the scalar multiples

of the identity.

The main theorem of this section is:

2.3 Theorem. Let � be an ergodic action of a compact group G on a unital C

�

-

algebra A. Let ` be a length function on G, and de�ne L and L as above. Let � be

the corresponding metric on the state space S of A. Then the �-topology on S agrees

with the weak-� topology.

Proof. Because L is dense by Proposition 2.2, it separates the points of S. Conse-

quently the conditions 1.3a{e are ful�lled (for the evident �). Thus L indeed de�nes

a metric, �, on S (perhaps taking value +1).

Since G is compact, we can average � over G to obtain a conditional expectation

from A onto its �xed-point subalgebra. Because we assume that � is ergodic, this

conditional expectation can be viewed as a state on A. By abuse of notation we will

denote it again by �, since it extends the evident state � on the �xed-point algebra.

Thus

�(a) =

Z

G

�

x

(a) dx

Documenta Mathematica 3 (1998) 215{229



224 Marc A. Rieffel

for a 2 A, interpreted as a complex number when convenient.

We will follow the approach suggested by Theorem 1.9. Now hypothesis (i) of

that theorem is satis�ed in the present setting, as discussed right after Condition 1.5

above. We now check hypothesis (ii), that is:

2.4 Lemma. � is bounded.

Proof. Let � 2 S. Then for any a 2 L we have

j�(a)� �(a)j = j

Z

�(a)dx��(

Z

�

x

(a)dx)j = j

Z

�(a��

x

(a))dxj � L(a)

Z

G

`(x)dx :

It follows that �(�; �) �

R

`(x)dx. Thus for any �; � 2 S we have

�(�; �) � 2

Z

G

`(x)dx ;

which is �nite since ` is bounded. �

We now begin the veri�cation of hypothesis (iii) of Theorem 1.9. For this we

need the unobvious fact [HLS, Bo] that because G is compact and � is ergodic, each

irreducible representation of G occurs with at most �nite multiplicity in A. (In [HLS]

it is also shown that � is a trace, but we do not need this fact here.) The following

lemma is undoubtedly well-known, but I do not know a reference for it.

2.5 Lemma. Let � be a (strongly continuous) action of a compact group G on a

Banach space A. Suppose that each irreducible representation of G occurs in A with

at most �nite multiplicity. Then for any f 2 L

1

(G) the operator �

f

de�ned by

�

f

(a) =

Z

G

f(x)�

x

(a)dx

is compact.

Proof. If f is a coordinate function for an irreducible representation � of G, then it is

not hard to see (ch. IX of [FD]) that �

f

will have range in the �-isotypic component

of A, which we are assuming is �nite-dimensional. Thus �

f

is of �nite rank in this

case. But by the Peter-Weyl theorem [FD] the linear span of the coordinate functions

for all irreducible representations is dense in L

1

(G). So any �

f

can be approximated

by �nite rank operators. �

Proof of Theorem 2.3. We show now that B

1

, as in (iii) of Theorem 1.9, is totally

bounded. Let " > 0 be given. Since `(e) = 0 and ` is continuous at e, we can �nd

f 2 L

1

(G) such that f � 0,

R

G

f(x)dx = 1, and

R

G

f(x)`(x)dx < "=2. By the

previous lemma �

f

is compact. Since B

1

is bounded, it follows that �

f

(B

1

) is totally

bounded. Thus it can be covered by a �nite number of balls of radius "=2. But for

any a 2 B

1

we have

ka� �

f

(a)k = ka

Z

f(x)dx �

Z

f(x)�

x

(a)dxk �

Z

f(x)ka� �

x

(a)kdx

� L(a)

Z

f(x)`(x)dx � "=2 :

Thus B

1

itself can be covered by a �nite number of balls of radius ". �
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3. Metrics from actions of Lie groups

We suppose now that G is a connected Lie group (compact). We let g denote the Lie

algebra of G. Fix a norm k k on g. For any action � of G on a Banach space A we

let A

1

denote the space of �-di�erentiable elements of A. Thus [BR] if a 2 A

1

then

for each X 2 g there is a d

X

a 2 A such that

lim

t!0

(�

exp(tX)

(a)� a)=t = d

X

a ;

and X 7! d

X

a is a linear map from g into A, which we denote by da. Since g and A

both have norms, the operator norm, kdak, of da is de�ned (and �nite). A standard

smoothing argument [BR] shows that A

1

is dense in A.

Suppose now that A is a C

�

-algebra and that � is an action by automorphisms of

A. We can set L = A

1

and L(a) = kdak. It is easily veri�ed that L is a �-subalgebra

of A and that L satis�es the Leibniz property 1.2, though we do not need these facts

here. Because G is connected, L(a) = 0 exactly if a is �-invariant.

3.1 Theorem. Let G be a compact connected Lie group, and �x a norm on g. Let

� be an ergodic action of G on a unital C

�

-algebra A. Let L = A

1

and L(a) = kdak,

and let � denote the corresponding metric on the state space S. Then the �-topology

on S agrees with the weak-� topology.

Proof. Choose an inner-product on g. Its corresponding norm is equivalent to the

given norm, and so by the Comparison Lemma 1.10 it su�ces to deal with the norm

from the inner-p roduct. We can left-translate this inner-product over G to obtain

a left-invariant Riemannian metric on G, and then a corresponding left-invariant

ordinary metric on G. We let `(x) denote the corresponding distance from x to e.

Then ` is a continuous length function on G satisfying conditions 2.1 [G, Ro2].

Then the elements of L = A

1

are Lipschitz for `. This essentially just involves the

following standard argument [G, Ro2], which we include for the reader's convenience.

Let a 2 A

1

and let c be a smooth path in G from e to a point x 2 G. Then �, de�ned

by �(t) = �

c(t)

(a), is di�erentiable, and so we have

k�

x

(a)� ak = k

Z

�

0

(t)dtk �

Z

k�

c(t)

(d

c

0

(t)

a)kdt � kdak

Z

kc

0

(t)kdt :

But the last integral is just the length of c. Thus from the de�nition of the ordinary

metric on G, with its length function `, we obtain

k�

x

(a)� ak � kdak`(x) :

(Actually, the above argument works for any norm on g.) Then if we let L

0

and L

0

be

de�ned just in terms of ` as in the previous section, we see that L � L

0

and L

0

� L.

Thus we are exactly in position to apply the Comparison Lemma 1.10 to obtain the

desired conclusion. �

We remark that Weaver (theorem 24 of [Wv1]) in e�ect proved for this setting the

total boundedness of B

1

for the particular case of non-commutative 2-tori, by di�erent

methods.
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4. Metrics from Dirac operators

Suppose again that G is a compact connected Lie group, and that � is an ergodic

action of G on a unital C

�

-algebra A. Let g denote the Lie algebra of G, and let g

0

denote its vector-space dual. Fix any inner-product on g

0

. We will denote it by g, or

by h ; i

g

, to distinguish it from the Hilbert space inner-products which will arise.

With this data we can de�ne a spectral triple [C1, C2, C3] for A. For simplicity of

exposition we will not include gradings and real structure, and we will oversimplify

our treatment of spinors, since the details are not essential for our purposes. But

with more care they can be included. (See, e.g. [V, VB].) We proceed as follows. Let

C = Clif(g

0

;�g) be the complex Cli�ord C

�

-algebra over g

0

for �g. Thus each ! 2 g

0

determines a skew-adjoint element of C such that

!

2

= �h!; !i

g

1

C

:

Depending on whether g is even or odd dimensional, C will be a full matrix algebra,

or the direct sum of two such. We let S be the Hilbert space of a �nite-dimensional

faithful representation of C (the \spinors").

Let A

1

denote the space of smooth elements of A. (We could just as well use the

A

1

of the previous section. We use A

1

here for variety. It is still a dense �-subalgebra

[BR].) Let W = A

1


 S, viewed as a free right A

1

-module. From the Hilbert-space

inner-product on S we obtain an A

1

-valued inner-product on W . Let � be as in the

previous section, viewed as a faithful state on A. Combined with the A-valued inner

product on W , it gives an ordinary inner-product on W . We will denote the Hilbert

space completion by L

2

(W; �).

Now A

1

and C have evident commuting left actions on W . These are easily

seen to give �-representations of A and C on L

2

(W; �), which we denote by � and c

respectively.

We de�ne the Dirac operator, D, on L

2

(W; �) in the usual way. Its domain will be

W , and it is de�ned as the composition of operators

W

d

�! g

0


W

i

�! C 
W

c

�!W :

Here d is the operator which takes b 2 A

1

to db 2 g

0


A

1

, de�ned by db(X) = d

X

(b),

which we then extend to W so that it takes b
 s to db
 s. The operator i just comes

from the canonical inclusion of g

0

into C. The operator c just comes from applying

the representation of C on S, and so on W .

It is easily seen that D is a symmetric operator on L

2

(W; �). It will not be impor-

tant for us to verify that D is essentially self-adjoint, and that its closure has compact

resolvant.

Let fe

j

g denote an orthonormal basis for g

0

, and let fE

j

g denote the dual basis

for g. Then in terms of these bases we have

D(b
 s) =

X

�

E

j

(b)
 c(e

j

)s :

When we use this to compute [D;�

a

] for a 2 A

1

, a straightforward calculation shows

that we obtain

[D;�

a

](b
 s) =

X

(�

E

j

(a)
 c(e

j

)))(b
 s) :
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That is,

(4.1) [D;�

a

] =

X

�

E

j

(a)
 e

j

;

acting on L

2

(W; �) through the representations � and c. It is clear from (4.1) that

[D;�

a

] is bounded for the operator norm from L

2

(W; �).

We can now set L = A

1

, and

L(a) = k[D;�

a

]k :

It is clear that L(1

A

) = 0. To proceed further we compare L with the semi-norm of

the last section. If we view g

0

as contained in the C

�

-algebra C, we have e

2

j

= �1 and

e

�

j

= �e

j

for each j. In particular, ke

j

k = 1. From (4.1) it is then easy to see that

there is a constant, K, such that

L(a) � Kkdak

for all a 2 L, where kdak is as in the previous section, for the inner-product dual to

that on g

0

. However, what we need is an inequality in the reverse direction so that

we will be able to apply the Comparison Lemma 1.10.

For this purpose, consider any element t =

P

b

j


 e

j

in A 
 C, with the e

j

as

above. Let f

j

= ie

j

, so that f

�

j

= f

j

, f

2

j

= 1, and f

j

f

k

= �f

k

f

j

for j 6= k. Let

p

j

= (1 + f

j

)=2 and q

j

= 1 � p

j

= (1 � f

j

)=2, both being self-adjoint projections.

Then p

j

f

k

= f

k

q

j

for j 6= k. Consequently p

j

f

k

p

j

= 0 = q

j

f

k

q

j

for j 6= k. Thus

(1
 p

j

)t(1
 p

j

) = b

j


 p

j

e

j

p

j

= b

j


 ip

j

and

(1
 q

j

)t(1
 q

j

) = �b

j


 iq

j

:

Since at least one of p

j

and q

j

must be non-zero, it becomes clear that ktk � kb

j

k for

each j. When we apply this to (4.1) we see that

L(a) � k�

E

j

(a)k

for each j. Consequently, for a suitable constant k we have

L(a) � kkdak ;

where again kdak is as in the previous section. On applying Proposition 1.11, Theorem

3.1, and the Comparison Lemma 1.10, we obtain the proof of:

4.2 Theorem. Let � be an ergodic action of the compact connected Lie group G

with Lie algebra g on the unital C

�

-algebra A. Pick any inner-product on the dual, g

0

,

of g. Let D denote the corresponding Dirac operator, as de�ned above. Let L = A

1

,

and let L be de�ned by

L(a) = k[D; a]k

for a 2 A. Let � be the corresponding metric on S. Then the �-topology on S agrees

with the weak-� topology.
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1. Introduction

1.1. The main theorem. Let k be a �eld and X a scheme over k which admits an

ample line bundle (e.g. a quasi-projective variety). Let vec(X) denote the category

of algebraic vector bundles on X . We view vec(X) as an exact category in the sense

of Quillen [27]: By de�nition, a short sequence of vector bundles is admissible exact

i� it is exact in the category of sheaves on X . Moreover, the category vec(X) is

k-linear, i.e. it is additive and its morphism sets are k-vector spaces such that the

composition is bilinear. In [18], we have de�ned, for each k-linear exact category A, a

cyclic homology theory HC

der

�

(A). The superscript der indicates that the de�nition

is modeled on that of the derived category of A. In [loc. cit.] it was denoted by

HC

�

(A). As announced in [loc. cit.], in this article, we will show that the cyclic

homology of the scheme X coincides with the cyclic homology of the k-linear exact

category vec(X): There is a canonical isomorphism (cf. Corollary 5.2)

HC

�

(X)

�

! HC

der

�

(vec(X)):(1.1.1)

The de�nition of the cyclic homology of a scheme is an important technical point

which will be discussed below in 1.4. Note that by de�nition [27, Par. 7], there is an

analogous isomorphism in K-theory.
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1.2. Motivation. Our motivation for proving the isomorphism 1.1.1 is twofold:

Firstly, it allows the computation of HC

�

(X) for some non-trivial examples. Indeed,

suppose that k is algebraically closed and that X is a smooth projective algebraic va-

riety. Suppose moreover that X admits a tilting bundle, i.e. a vector bundle without

higher selfextensions whose direct summands generate the bounded derived category

of the category of coherent sheaves on X . Examples of varieties satisfying these hy-

potheses are projective spaces, Grassmannians, and smooth quadrics [3], [12], [13],

[14]. In 5.3, we deduce from 1.1.1 that for such a variety, the Chern character induces

an isomorphism

K

0

X 


Z

HC

�

k

�

! HC

�

X:

Here the left hand side is explicitly known since the group K

0

X is free and admits

a basis consisting of the classes of the pairwise non-isomorphic indecomposable di-

rect summands of the tilting bundle. Cyclic homology of projective spaces was �rst

computed by Beckmann [2] using a di�erent method.

Our second motivation for proving the isomorphism 1.1.1 is that it provides fur-

ther justi�cation for the de�nition of HC

der

�

. Indeed, there is a `competing' (and

previous) de�nition of cyclic homology for k-linear exact categories due to R. Mc-

Carthy [22]. Let us denote by HC

McC

�

(A) the graded k-module which he associates

with A. McCarthy proved in [loc. cit.] a number of good properties for HC

McC

�

. The

most fundamental of these is the existence of an agreement isomorphism

HC

�

(A)

�

! HC

McC

�

(proj(A)) ;

where A is a k-algebra and proj(A), the category of �nitely generated projective A-

modules endowed with the split exact sequences. In particular, if we take A to be

commutative, we obtain the isomorphism

HC

�

(X)

�

! HC

McC

�

(vec(X))

for all a�ne schemes X = Spec(A) (to identify the left hand side, we use Weibel's

isomorphism [32] between the cyclic homology of an a�ne scheme and the cyclic

homology of its coordinate algebra). Whereas for HC

der

�

, this ismorphism extends

to more general schemes, this cannot be the case for HC

McC

�

. Indeed, for n � 0,

the group H

n

(X;O

X

) occurs as a direct factor of HC

�n

(X). However, the group

HC

McC

�n

vanishes for n > 0 by its very de�nition.

1.3. Generalization, Chern character. Our proof of the isomorphism 1.1.1

actually yields a more general statement: Let X be a quasi-compact separated scheme

over k. Denote by perX the pair formed by the category of perfect sheaves (4.1) on

X and its full subcategory of acyclic perfect sheaves. The pair perX is a localization

pair in the sense of [18, 2.4] and its cyclic homology HC

�

(perX) has been de�ned in

[loc. cit.]. We will show (5.2) that there is a canonical isomorphism

HC

�

(X)

�

! HC

�

(perX):(1.3.1)

If X admits an ample line bundle, we have an isomorphism

HC

der

�

(vec(X))

�

! HC

�

(perX)

so that the isomorphism 1.1.1 results as a special case.
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The �rst step in the proof of 1.3.1 will be to construct a map

HC

�

(perX)! HC

�

(X):

This construction will be carried out in 4.2 for an arbitrary topological space X

endowed with a sheaf of (possibly non-commutative) k-algebras. As a byproduct, we

therefore obtain a new construction of the Chern character of a perfect complex P .

Indeed, the complex P yields a functor between localization pairs

?


k

P : per pt! perX

and hence a map

HC

�

(per pt)! HC

�

(perX)! HC

�

(X):

The image of the class

ch([k]) 2 HC

�

(per pt) = HC

�

(k)

under this map is the value of the Chern character at the class of P . An analogous

construction works for the other variants of cyclic homology, in particular for negative

cyclic homology. The �rst construction of a Chern character for perfect complexes is

due to Bressler{Nest{Tsygan, who needed it in their proof [5] of Schapira-Schneiders'

conjecture [28]. They even construct a generalized Chern character de�ned on all

higher K-groups. Several other constructions of a classical Chern character are due

to B. Tsygan (unpublished).

1.4. Cyclic homology of schemes. Let k be a commutative ring and X a scheme

over k. The cyclic homology of X was �rst de�ned by Loday [20]: He shea��ed the

classical bicomplex to obtain a complex of sheaves CC(O

X

). He then de�ned the

cyclic homology of X to be the hypercohomology of the (total complex of) CC(O

X

).

Similarly for the di�erent variants of cyclic homology. There arise three problems:

(1) The complex CC(O

X

) is unbounded to the left. So there are (at least) two non-

equivalent possibilities to de�ne its hypercohomology: should one take Cartan-

Eilenberg hypercohomology (cf. [32]) or derived functor cohomology in the sense

of Spaltenstein [29] ?

(2) Is the cyclic homology of an a�ne scheme isomorphic to the cyclic homology of

its coordinate ring ?

(3) If a morphism of schemes induces an isomorphism in Hochschild homology, does

it always induce an isomorphism in cyclic homology ?

Problem (1) is related to the fact that in a category of sheaves, products are not exact

in general. We refer to [32] for a discussion of this issue.

In the case of a noetherian scheme of �nite dimension, Beckmann [2] and Weibel-

Geller [34] gave a positive answer to (2) using Cartan-Eilenberg hypercohomology.

By proving the existence of an SBI-sequence linking cyclic homology and Hochschild

homology they also settled (3) for this class of schemes, whose Hochschild homology

vanishes in all su�ciently negative degrees. Again using Cartan-Eilenberg hypercoho-

mology, Weibel gave a positive answer to (2) in the general case in [32]. There, he also

showed that cyclic homology is a homology theory on the category of quasi-compact

quasi-separated schemes. Problem (3) remained open.
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We will show in A.2 that Cartan-Eilenberg hypercohomology agrees with Spal-

tenstein's derived functor hypercohomology on all complexes with quasi-coherent ho-

mology if X is quasi-compact and separated. Since CC(O

X

) has quasi-coherent ho-

mology [34], this shows that problem (1) does not matter for such schemes. As a

byproduct of A.2, we deduce in B.1 a (partially) new proof of Boekstedt-Neeman's

theorem [4] which states that for a quasi-compact separated schemeX , the unbounded

derived category of quasi-coherent sheaves on X is equivalent to the full subcategory

of the unbounded derived category of all O

X

-modules whose objects are the com-

plexes with quasi-coherent homology. A di�erent proof of this was given by Alonso{

Jerem��as{Lipman in [30, Prop. 1.3].

In order to get rid of problem (3), we will slightly modify Loday's de�nition:

Using sheaves of mixed complexes as introduced by Weibel [33] we will show that the

image of the Hochschild complex C(O

X

) under the derived global section functor is

canonically a mixed complex M(X). The mixed cyclic homology of X will then be

de�ned as the cyclic homology of M(X). For the mixed cyclic homology groups, the

answer to (2) is positive thanks to the corresponding theorem in Hochschild homology

due to Weibel{Geller [34]; the answer to (3) is positive thanks to the de�nition. The

mixed cyclic homology groups coincide with Loday's groups if the derived global

section functor commutes with in�nite sums. This is the case for quasi-compact

separated schemes as we show in 5.10.

1.5. Organization of the article. In section 2, we recall the mixed complex

of an algebra and de�ne the mixed complex M(X;A) of a ringed space (X;A). In

section 3, we recall the de�nition of the mixed complex associated with a localization

pair and give a `shea��able' description of the Chern character of a perfect complex

over an algebra. In section 4, we construct a morphism from the mixed complex

associated with the category of perfect complexes on (X;A) to the mixed complex

M(X;A). We use it to construct the Chern character of a perfect complex on (X;A).

In section 5, we state and prove the main theorem and apply it to the computation

of the cyclic homology of smooth projective varieties admitting a tilting bundle. In

appendix A, we prove that Cartan-Eilenberg hypercohomology coincides with derived

functor cohomology for (unbounded) complexes with quasi-coherent homology on

quasi-compact separated schemes. In appendix B, we apply this to give a (partially)

new proof of a theorem of Boekstedt-Neeman [4].

1.6. Acknowledgment. The author thanks the referee for his suggestions, which

helped to make this article more readable.

2. Homology theories for ringed spaces

Let k be a �eld, X a topological space, and A a sheaf of k-algebras on X . In

this section, we consider the possible de�nitions of the cyclic homology of (X;A). In

2.1 we recall the de�nition suggested by Loday [20]. In 2.2, we point out that with

this de�nition, it is not clear that a morphism inducing isomorphisms in Hochschild

homology also does so in cyclic homology and its variants. This is our main reason

for introducing the `mixed homologies'. These also have the advantage of allowing

a uni�ed and simultaneous treatment of all the di�erent homology theories. For the

sequel, the two fundamental invariants are the mixed complex of sheaves M(A) and

its image M(X;A) = R�(X;M(A)) under the derived global section functor. Both
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are canonical up to quasi-isomorphism and are therefore viewed as objects of the

corresponding mixed derived categories. In the case of a point and a sheaf given

by an algebra A, these complexes specialize to the mixed complex M(A) associated

with the algebra. The mixed cyclic homology HC

mix;�

(A) is de�ned to be the cyclic

homology of the mixed complex M(X;A).

2.1. Hochschild and cyclic homologies. Following a suggestion by Loday [20],

the Hochschild complex C(A), and the bicomplexes CC(A), CC

�

(A), and CC

per

(A)

are de�ned in [5, 4.1] by composing the classical constructions (cf. [21], for example)

with shea��cation. The Hochschild homology, cyclic homology : : : of A are then

obtained as the homologies of the complexes

R�(X;C(A)) ; R�(X;CC(A)) ; : : :

where R�(X; ?) is the total right derived functor in the sense of Spaltenstein [29] of

the global section functor.

2.2. Mixed cyclic homologies. Suppose that f : (X;A) ! (Y;B) is a morphism

of spaces with sheaves of k-algebras inducing isomorphisms in Hochschild homology.

With the above de�nitions, it does not seem to follow that f also induces isomorphisms

in cyclic homology, negative cyclic homology, and periodic cyclic homology. This is

one of the reasons why we need to replace the above de�nitions by slightly di�erent

variants de�ned in terms of the mixed complex associated with A. This complex was

introduced by C. Weibel in [33]. However, the `mixed homologies' we consider do not

always coincide with the ones of [33] (cf. the end of this section).

Let us �rst recall the case of ordinary algebras: For an algebra A, we denote by

M(A) the mapping cone over the di�erential 1 � t linking the �rst two columns of

the bicomplex CC(A). We endow M(A) with the operator B : M(A) ! M(A)[�1]

induced by the norm map N from the �rst to the second column of the bicomplex.

Then endowed with its di�erential d and with the operator B the complex M(A)

becomes a mixed complex in the sense of Kassel [15], i.e. we have

d

2

= 0 ; B

2

= 0 ; dB +Bd = 0:

The mixed complexM(A) completely determines the homology theories of A. Indeed,

we have a canonical quasi-isomorphism

C(A)!M(A);

which shows that Hochschild homology is determined by M(A). We also have canon-

ical quasi-isomorphisms

CC(A)

�

!M(A)


L

�

k ; CC

�

(A)

�

! RHom

�

(k;M(A))

where the right hand sides are de�ned by viewing mixed complexes as objects of the

mixed derived category, i.e. di�erential graded (=dg) modules over the dg algebra �

generated by an indeterminate " of chain degree 1 with "

2

= 0 and d" = 0 (cf. [15],

[16]). Finally, we have a quasi-isomorphism

CC

per

(A)! (R lim

 �

)P

k

[�2n]


�

M(A)

where P

k

is a co�brant resolution (= `closed' resolution in the sense of [17, 7.4]

=`semi-free' resolution in the sense of [1]) of the dg �-module k and the transition

map P

k

[�2(n + 1)] ! P

k

[�2n] comes from a chosen morphism of mixed complexes
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P

k

! P

k

[2] which represents the canonical morphism k ! k[2] in the mixed derived

category. For example, one can take

P

k

=

M

i2N

�[2i]

as a �-module endowed with the di�erential mapping the generator 1

i

of �[2i] to

"1

i�1

. The periodicity morphism then takes 1

i

to 1

i�1

and 1

0

to 0. Note that the

functor lim

 �

P

k

[�2n]


�

? is actually exact so that R lim

 �

may be replaced by lim

 �

in the

above formula.

Following Weibel [33, Section 2] we shea�fy this construction to obtain a mixed

complex of sheaves M(A). We view it as an object of the mixed derived category

DMix (X) of sheaves on X , i.e. the derived category of dg sheaves over the constant

sheaf of dg algebras with value �. The global section functor induces a functor from

mixed complexes of sheaves to mixed complexes of k-modules. By abuse of notation,

the total right derived functor of the induced functor will still be denoted byR�(X; ?).

The mixed complex of the ringed space (X;A) is de�ned as

M(X;A) = R�(X;M(A)):

The fact that the functor R�(X; ?) (and the mixed derived category of sheaves) is

well de�ned is proved by adapting Spaltenstein's argument of section 4 of [29]. Since

the underlying complex of k-modules of M(A) is quasi-isomorphic to C(A), we have

a canonical isomorphism

HH

�

(A)

�

! H

�

R�(X;M(A)):

We de�ne the `mixed variants'

HC

mix;�

(A) ; HC

�

mix;�

(A) ; HC

per

mix;�

(A)

of the homologies associated with A by applying the functors

?


L

�

k ; RHom

�

(k; ?) resp. R lim

 �

P

k

[�2n]


�

?

to M(X;A) and taking homology.

These homology theories are slightly di�erent from those of Bressler{Nest{

Tsygan [5], Weibel [32], [33], and Beckmann [2]. We prove in 5.10 that mixed cyclic

homology coincides with the cyclic homology de�ned by Weibel if the global section

functor R�(X; ?) commutes with countable coproducts and that this is the case if

(X;A) is a quasi-compact separated scheme.

For a closed subset Z � X , we obtain versions with support in Z by applying

the corresponding functors to R�

Z

(X;M(A)).

Now suppose that a morphism (X;A)! (Y;B) induces an isomorphism in HH

�

.

Then by de�nition, it induces an isomorphism in the mixed derived category

R�(X;M(A)) R�(Y;M(B))

and thus in HC

mix;�

, HC

�

mix;�

, and HC

per

mix;�

.

3. Homology theories for categories

In this section, we recall the de�nition of the cyclic homology (or rather: the

mixed complex) of a localization pair from [18]. We apply this to give a description

of the Chern character of a perfect complex over an algebra A (=sheaf of algebras
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over a point). This description will later be generalized to sheaves of algebras over a

general topological space.

A localization pair is a pair consisting of a (small) di�erential graded k-category

and a full subcategory satisfying certain additional assumptions. To de�ne its mixed

complex, we proceed in three steps: In 3.1, the classical de�nition for algebras is

generalized to small k-categories following an idea of Mitchell's [24]; then, in 3.2, we

enrich our small k-categories over the category of di�erential complexes, i.e. we de�ne

the mixed complex of a di�erential graded small k-category; by making this de�nition

relative we arrive, in 3.3, at the de�nition of the mixed complex of a localization pair.

For simplicity, we work only with the Hochschild complex at �rst.

We illustrate each of the three stages by considering the respective categories

associated with a k-algebra A : the k-category proj(A) of �nitely generated projec-

tive A-modules, the di�erential graded k-category C

b

(proj(A)) of bounded complexes

over proj(A), and �nally the localization pair formed by the category of all perfect

complexes over A together with its full subcategory of all acyclic perfect complexes.

The three respective mixed complexes are canonically quasi-isomorphic. Thanks to

this fact the mixed complex of an algebra is seen to be functorial with respect to exact

functors between categories of perfect complexes. This is the basis for our description

of the Chern character in 4.2.

3.1. k-categories. Let C be a small k-category, i.e. a small category whose mor-

phism spaces carry structures of k-modules such that the composition maps are bi-

linear. Following Mitchell [24] one de�nes the Hochschild complex C(C) to be the

complex whose nth component is

a

C(X

n

; X

0

)
 C(X

n�1

; X

n

)
 C(X

n�2

; X

n�1

)
 : : :
 C(X

0

; X

1

)(3.1.1)

where the sum runs over all sequences X

0

; : : : ; X

n

of objects of C. The di�erential is

given by the alternating sum of the face maps

d

i

(f

n

; : : : ; f

i

; f

i�1

; : : : ; f

0

) =

�

(f

n

; : : : ; f

i

f

i�1

; : : : f

0

) if i > 0

(�1)

n

(f

0

f

n

; : : : ; f

1

) if i = 0

For example, suppose that A is a k-algebra. If we view A as a category C with

one object, the Hochschild complex C(C) coincides with C(A). We have a canonical

functor

A! projA ;

where projA denotes the category of �nitely generated projective A-modules. By a

theorem of McCarthy [22, 2.4.3], this functor induces a quasi-isomorphism

C(A)! C(projA):

3.2. Differential graded categories. Now suppose that the category C is a

di�erential graded k-category. This means that C is enriched over the category of

di�erential Z-graded k-modules (=dg k-modules), i.e. each space C (X;Y ) is a dg

k-module and the composition maps

C (Y; Z)


k

C (X;Y )! C (X;Z)

are morphisms of dg k-modules. Then we obtain a double complex whose columns

are the direct sums of (3.1.1) and whose horizontal di�erential is the alternating sum
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of the face maps

d

i

(f

n

; : : : ; f

i

; f

i�1

; : : : ; f

0

) =

�

(f

n

; : : : ; f

i

f

i�1

; : : : f

0

) if i > 0

(�1)

(n+�)

(f

0

f

n

; : : : ; f

1

) if i = 0

where � = (deg f

0

)(deg f

1

+ � � �+ deg f

n�1

). The Hochschild complex C(C) of the dg

category C is by de�nition the (sum) total complex of this double complex. The dg

categories we will encounter are all obtained as subcategories of a category C(X ) of

di�erential complexes over a k-linear category X (a k-linear category is a k-category

which admits all �nite direct sums). In this case, the dg structure is given by the

complex Hom

�

X

(X;Y ) associated with two di�erential complexes X and Y .

Hence if A is a k-algebra, the category C

b

(projA) of bounded complexes of

�nitely generated projective A-modules is a dg category and the functor

projA! C

b

(projA)

mapping a module P to the complex concentrated in degree 0 whose zero component is

P becomes a dg functor if we consider projA as a dg category whose morphism spaces

are concentrated in degree 0. By [17, lemma 1.2], the functor projA ! C

b

(projA)

induces a quasi-isomorphism

C(projA)! C(C

b

(projA)):

3.3. Pairs of dg categories. Now suppose that C

0

� C

1

are full subcategories

of a category of complexes C(X ) over a small k-linear category X . We de�ne the

Hochschild complex C(C) of the pair C : C

0

� C

1

to be the cone over the morphism

C(C

0

)! C(C

1

)

induced by the inclusion (here both C

0

and C

1

are viewed as dg categories). For

example, let A be a k-algebra. Recall that a perfect complex over A is a complex

of A-modules which is quasi-isomorphic to a bounded complex of �nitely generated

projective A-modules. Let perA denote the pair of subcategories of the category of

complexes of A-modules formed by the category per

1

A of perfect A-modules and

its full subcategory per

0

A of acyclic perfect A-modules. Clearly we have a functor

projA! perA, i.e. a commutative diagram of dg categories

0

per

0

A

projA

per

1

A

-

?

?

-

This functor induces a quasi-isomorphism

C(projA)! C(perA)

by theorem 2.4 b) of [18].
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3.4. Mixed complexes and characteristic classes. In the preceding para-

graph, we have worked with the Hochschild complex, but it is easy to check that

everything we said carries over to the mixed complex (2.2). The conclusion is then

that if A is a k-algebra, we have the following isomorphisms in the mixed derived

category

M(A)

�

!M(projA)

�

!M(perA):

This shows thatM(A) is functorial with respect to morphisms of pairs perA! perB,

i.e. functors from perfect complexes over A to perfect complexes over B which respect

the dg structure and preserve acyclicity. For example, if P is a perfect complex over

A, we have the functor

?


k

P : per k ! perA

which induces a morphism

M(?


k

P ) :M(per k)!M(perA)

and hence a morphism

M(P ) :M(k)!M(A):

If we apply the functors H

0

resp. H

�

RHom

�

(k; ?) to this morphism we obtain

morphisms

HH

0

(k)! HH

0

(A) and HC

�

mix;�

(k)! HC

�

mix;�

(A)

which map the canonical classes in HH

0

(k) resp. HC

�

mix;�

(k) = HC

�

�

(k) to the Euler

class resp. the Chern character of the perfect complex P .

4. Characteristic Classes for Ringed spaces

Let k be a �eld, X a topological space, and A a sheaf of k-algebras on X . In

this section, we consider, for each open subset U of X , the localization pair of perfect

complexes on U denoted by perAj

U

. The mixed complexes M(perAj

U

) associated

with these localization pairs are assembled into a sheaf of mixed complexesM(}erA).

In 4.1, we show that this sheaf is quasi-isomorphic to the sheaf M(A) of mixed

complexes associated with A. In 4.2, this isomorphism is used to construct the trace

morphism

� :M(perA)! R�(X;M(A)):

The construction of the characteristic classes of a perfect complex is then achieved

using the functoriality of the mixed complexM(perA) with respect to exact functors

between localization pairs.

The main theorem (5.2) will state that � is invertible if (X;A) is a quasi-compact

separated scheme.

4.1. The presheaf of categories of perfect complexes. Recall that a strictly

perfect complex is a complex P of A-modules such that each point x 2 X admits an

open neighbourhood U such that P j

U

is isomorphic to a bounded complex of direct

summands of �nitely generated free Aj

U

-modules (note that such modules have no

reason to be projective objects in the category of Aj

U

-modules). A perfect complex is

a complex P of A-modules such that each point x 2 X admits an open neighbourhood

U such that P j

U

is quasi-isomorphic to a strictly perfect complex.
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We denote by perA the pair formed by the category of perfect complexes and

its full subcategory of acyclic perfect complexes. For each open U � X , we de-

note by perAj

U

the corresponding pair of categories of perfect Aj

U

-modules. Via

the restriction functors, the assignment U 7! M(per(Aj

U

)) becomes a presheaf of

mixed complexes on X . We denote by M(}erA) the corresponding sheaf of mixed

complexes.

For each open U � X , we have a canonical functor

projA(U)! perAj

U

;

whence morphisms

M(A(U))!M(projA(U))!M(perAj

U

)

and a morphism of sheaves

M(A)!M(}erA):

Key Lemma. The above morphism is a quasi-isomorphism

Remark 4.1. This is the analog in cyclic homology of lemma 4.7.1 of [5] (with the

same proof, as P. Bressler has kindly informed me).

Proof. We will show that the morphism induces quasi-isomorphisms in the stalks. Let

x 2 X . Clearly we have an isomorphism

M(}erA)

x

�

!M(lim

�!

perAj

U

) ;

where U runs through the system of open neighbourhoods of x. We will show that

the canonical functor

lim

�!

perAj

U

! perA

x

induces a quasi-isomorphism in the mixed complexes. For this, it is enough to show

that it induces equivalences in the associated triangulated categories, by [18, 2.4 b)].

Now we have a commutative square

lim

�!

perAj

U

perA

x

lim

�!

strperAj

U

strperA

x

-

-

6

6

Here, we denote by strper the pair formed by the category of strictly perfect

complexes and its subcategory of acyclic complexes. For an algebra A, we have

strperA = C

b

(projA) by de�nition. It is easy to see that the two vertical arrows

induce equivalences in the triangulated categories, and the bottom arrow is actually

itself an equivalence of categories. Indeed, we have the commutative square

lim

�!

strperAj

U

strperA

x

lim

�!

strperA(U)

strperA

x

-

6

-

6
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Here the right vertical arrow is the identity and the left vertical arrow and the bottom

arrow are clearly equivalences.

The claim follows since the composition of the morphism

M(A

x

)!M(lim

�!

perAj

U

)

with the quasi-isomorphism M(lim

�!

perAj

U

) ! M(perA

x

) is the canonical quasi-

isomorphism M(A

x

)!M(perA

x

).

p

4.2. Characteristic classes. By de�nition of M(}erA) we have a morphism of

mixed complexes M(perA)! �(X;M(}erA)). By the key lemma (4.1), the canon-

ical morphism M(A) ! M(}erA) is invertible in the mixed derived category. Thus

we can de�ne the trace morphism

� :M(perA)! R�(X;M(A))

by the following commutative diagram

M(perA) �(X;M(}erA))

R�(X;M(A)) R�(X;M(}erA))

-

?

�

?

-

Now let P be a perfect complex. It yields a functor

?


k

P : per k ! perA

and hence a morphism in the mixed derived category

M(k)

�

!M(per k)

M(P )

���!M(perA)

�

! R�(X;M(A)) =M(X;A):

If we apply the functorH

0

resp. RHom

�

(k; ?) to this morphism, we obtain morphisms

HH

0

(k)! HH

0

(A) resp. HC

�

�

(k) = HC

�

mix;�

(k)! HC

�

mix;�

(A)

mapping the canonical classes to the Euler class respectively to the Chern character

of the perfect complex P .

Remark 4.2. The trace morphism � :M(perA)!M(X;A) is a quasi-isomorphism if

X is a point (by 3.3) or if (X;A) is a quasi-compact separated scheme (by 5.2 below).

Remark 4.3. (B. Tsygan) Let P be a perfect complex and A = Hom

�

X

(P; P ) the dg

algebra of endomorphisms of P . So if P is �brant (cf. A.1), then the ith homology

of A identi�es with Hom

DX

(P; P [i]). The dg category with one object whose endo-

morphism algebra is A naturally embeds into per

1

A and we thus obtain a morphism

M(A)!M(per

1

A)!M(perA)

�

! R�(X;M(A))

whose composition with the canonical map M(k) ! M(A) coincides with the mor-

phism constructed above.
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4.3. Variant with supports. Let Z � X be a closed subset. Let per(A on X)

be the pair formed by the category of perfect complexes acyclic o� Z and its full

subcategory of acyclic complexes. For each open U � X denote by per(Aj

U

on Z) the

corresponding pair of categories of perfect Aj

U

-modules. Via the restriction functors,

the assignment U 7! M(per(Aj

U

on Z)) becomes a presheaf of mixed complexes on

X . We denote byM(}er (A on Z)) the corresponding sheaf of mixed complexes. We

claim that M(}er (A on Z))

x

is acyclic for x 62 Z. Indeed, if U � X n Z is an open

neighbourhood of x, then by de�nition, the inclusion

per

0

(Aj

U

on Z)! per

1

(Aj

U

on Z)

is the identity so thatM(per(Aj

U

on Z)) is nullhomotopic. It follows that the canon-

ical morphism M(}er (A on Z))!M(}erA) uniquely factors through

R�

Z

M(}erA)!M(}erA)

in DMix (X). Using the quasi-isomorphism M(A) ! M(}erA) we thus obtain a

canonical morphism M(}er (A on Z)) ! R�

Z

M(A) making the following diagram

commutative

M(}er (A on Z)) R�

Z

M(}erA) M(}erA)

R�

Z

M(A) M(A)

-

H

H

H

H

H

H

Hj

-

6

-

6

We now de�ne the trace morphism �

Z

: M(per(A on Z)) ! R�

Z

(X;M(A)) as the

composition

M(per(A on Z))! �(X;M(}er (A on Z)))! R�

Z

(X;M(A)):

We then have a commutative diagram

M(per(A on Z)) M(perA)

R�

Z

(X;M(A)) R�(X;M(A))

?

-

?

-

This yields a canonical lift of the classes constructed in section 4.2 to the theories

supported in Z. The trace morphism �

Z

is invertible if X and U = X n Z are quasi-

compact separated schemes (by 5.2 below).

5. The main theorem, examples, proof

This section is devoted to the main theorem 5.2. Let k be a �eld and X a

quasi-compact separated scheme over k. The mixed complex associated with X is

de�ned as M(X) = R�(X;M(O

X

)). The main theorem states that the trace map

� :M(perX)!M(X) of 4.2 is invertible in the mixed derived category.

In 5.1, we de�ne M(perX) and examine its functoriality with respect to mor-

phisms of schemes following [31]. In 5.2, we state the theorem and, as a corollary, the

case of quasi-projective varieties. As an application, we compute, in 5.3, the cyclic
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homology of smooth projective varieties admitting a tilting bundle as described in the

introduction.

The proof of the main theorem occupies subsections 5.4 to 5.9. It proceeds by

induction on the number of open a�nes needed to cover X . The case of a�ne X is

treated in section 5.4. The induction step uses a Mayer-Vietoris theorem (5.8) which

is based on the description of the �ber of the morphism of mixed complexes induced

by the localization at a quasi-compact open subscheme. This description is achieved

in 5.7. It is based on Thomason-Trobaugh's localization theorem, which we recall in

section 5.5 in a suitable form, and on the localization theorem for cyclic homology of

localization pairs [18, 2.4 c)], which we adapt to our needs in 5.6.

5.1. Definition and functoriality. We adapt ideas of Thomason-Trobaugh [31]:

Let X be a quasi-compact separated scheme over a �eld k. We put perX = perO

X

(cf. 4.1). We claim that the assignment X 7! M(perX) is a functor of X . Indeed,

let 
atperX be the pair formed by the category of right bounded perfect complexes

with 
at components and its subcategory of acyclic complexes. Then the inclusion


atperX ! perX

induces an equivalence in the associated triangulated categories (by [31, 3.5]) and

hence an isomorphism

M(
atperX)!M(perX)

by [18, 2.4 b)]. Now if f : X ! Y is a morphism of schemes, then f

�

clearly induces a a

functor 
atperY ! 
atperX and hence a morphism M(perY )!M(perX). Notice

that this morphism is compatible with the map M(perX) ! R�(X;M(}erX)) of

section 4.2.

Now suppose that X admits an ample family of line bundles. Then the inclusion

strperX ! perX

induces an equivalence in the associated triangulated categories [31, 3.8.3] and hence

an isomorphismM(strperX)!M(perX). Note that strperX is simply the category

of bounded complexes over the category vecX of algebraic vector bundles on X

(together with its subcategory of acyclic complexes). Hence we have the equality

M(strperX) = M(vecX) where M(vecX) denotes the mixed complex associated

with the exact category vecX as de�ned in [18]. In particular, if X = SpecA is a�ne,

we have canonical isomorphisms

M(A)

�

!M(projA)

�

!M(vecX)

�

!M(perX):

5.2. The main theorem. Let X be a quasi-compact separated scheme over a �eld

k. The mixed complex associated with X is de�ned as M(X) = R�(X;M(O

X

)).

Note that by de�nition, we have

HC

mix;�

(X) = HC

�

M(X) ; HC

�

mix;�

(X) = HC

�

mix;�

M(X) ; : : : :

Theorem. The trace morphism (4.2)

� :M(perX)!M(X)

is invertible. More generally, if Z is a closed subset of X such that U = X n Z is

quasi-compact, then the trace morphism

�

Z

:M(per(X on Z))! R�

Z

(X;M(O

X

))
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is invertible.

Corollary. Let X be a quasi-compact separated scheme over a �eld k. Then there

is a canonical isomorphism

HC

�

(perX)

�

! HC

�

(X):

In particular, if X admits an ample line bundle (e.g. if X is a quasi-projective vari-

ety), there is a canonical isomorphism

HC

der

�

(vecX)

�

! HC

�

(X):

The corollary was announced in [18, 1.10], where we wrote HC

�

(vecX) instead

of HC

der

�

(vecX). It is immediate from the theorem once we prove that for quasi-

compact separated schemes, there is an isomorphism

HC

�

(X)

�

! HC

mix;�

(X):

This will be done in 5.10.

The theorem will be proved in 5.9. The plan of the proof is described in the

introduction to this section.

5.3. The example of varieties with tilting bundles. Suppose that k is an

algebraically closed �eld and that X is a smooth projective algebraic variety. Sup-

pose moreover that X admits a tilting bundle, i.e. a vector bundle T without higher

selfextensions whose direct summands generate the bounded derived category of the

category of coherent sheaves on X as a triangulated category. Examples of vari-

eties satisfying these hypotheses are projective spaces, Grassmannians, and smooth

quadrics [3], [12], [13], [14].

Proposition. The Chern character induces an isomorphism

K

0

(X)


Z

HC

�

(k)! HC

�

(X):

Here the left hand side is explicitly known since the group K

0

(X) is free and

admits a basis consisting of the classes of the pairwise non-isomorphic indecomposable

direct summands of the tilting bundle. For example, if X is the Grassmannian of k-

dimensional subspaces of an n-dimensional space, the indecomposables are indexed by

all Young diagrams with at most k rows and at most n�k columns. Cyclic homology

of projective spaces was �rst computed by Beckmann [2] using a di�erent method.

The proposition shows that if X is a smooth projective variety such that

H

n

(X;O

X

) 6= 0 for some n > 0, then X cannot admit a tilting bundle. Indeed,

the group H

n

(X;O

X

) occurs as a direct factor of HC

�n

(X) and therefore has to

vanish if the assumptions of the proposition are satis�ed.

Proof. Let A be the endomorphism algebra of the tilting bundle T and r the Jacobson

radical of A. We assume without restriction of generality that T is a direct sum of

pairwise non-isomorphic indecomposable bundles. Then A=r is a product of copies

of k (since k is algebraically closed). We will show that the mixed complex M(X) is

canonically isomorphic to M(A=r). For this, consider the exact functor

?


A

: proj(A)! vec(X):

It induces an equivalence in the bounded derived categories

D

b

(proj(A))! D

b

(vec(X)):
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Indeed, we have a commutative square

D

b

(proj(A)) D

b

(vec(X))

D

b

(mod(A)) D

b

(coh(X))

-

?


A

T

? ?

-

L(?


A

T )

where mod(A) denotes the abelian category of all �nitely generated right A-modules

and coh(X) the abelian category of all coherent sheaves on X . Since T is a tilting

bundle, the bottom arrow is an equivalence. Since X is smooth projective, it follows

that A is of �nite global dimension. Hence the left vertical arrow is an equivalence.

Again because X is smooth projective, the right vertical arrow is an equivalence.

Hence the top arrow is an equivalence. So the functor

?


A

T : per(A)! per(X)

induces an equivalence in the associated triangulated categories and hence an isomor-

phism

M(per(A))

�

!M(per(X))

by [18, 2.4 b)]. Of course, it also induces an isomorphism K

0

(proj(A))

�

! K

0

(vec(X))

and the Chern character is compatible with these isomorphisms by its description in

4.2. So we are reduced to proving that the Chern character induces an isomorphism

K

0

(A)


Z

HC

�

(k)

�

! HC

�

(A):

For this, let E � A be a semi-simple subalgebra such that E identi�es with the quo-

tient A=r. The algebraE is a product of copies of k and of course, the inclusion E � A

induces an isomorphism in K

0

. It also induces an isomorphism in HC

�

by [17, 2.5]

since A is �nite-dimensional and of �nite global dimension. These isomorphisms are

clearly compatible with the Chern character and we are reduced to the corresponding

assertion for HC

�

(E). This is clear since E is a product of copies of k.

p

5.4. Proof of the main theorem in the affine case. Suppose that X =

SpecA. Then we know by section 5.2 that the canonical morphism M(A) !

M(perX) is invertible. Now Weibel-Geller have shown in [34, 4.1] that the canonical

morphism

M(A)! R

ce

�(X;M(O

X

))

is invertible where M(O

X

) is viewed as a complex of sheaves on X and R

ce

�(X; ?)

denotes Cartan-Eilenberg hypercohomology (cf. section A.2). Moreover, Weibel-

Geller have shown in [34, 0.4] that the complexM(O

X

) has quasi-coherent homology.

By section A.2, it follows that the canonical morphism

R�(X;M(O

X

))! R

ce

�(X;M(O

X

))
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is invertible. Using the commutative diagram

M(A) R

ce

�(X;M(O

X

))

M(perX) R�(X;M(O

X

))

?

-

-

6

we conclude that M(perX)! R�(X;M(O

X

)) is invertible for a�ne X .

5.5. Thomason-Trobaugh's localization theorem. Let X be a quasi-compact

quasi-separated scheme. We denote by T perX the full subcategory of the (un-

bounded) derived category of the category of O

X

-modules whose objects are the

perfect complexes. This category identi�es with the triangulated category associated

with the localization pair perX as de�ned in [18, 2.4]. Recall that a triangle functor

S ! T is an equivalence up to factors if it is an equivalence onto a full subcategory

whose closure under forming direct summands is all of T . A sequence of triangulated

categories

0! R ! S ! T ! 0

is exact up to factors if the �rst functor is an equivalence up to factors onto the kernel

of the second functor and the induced functor S=R ! T is an equivalence up to

factors.

Theorem. [31]

a) Let U � X be a quasi-compact open subscheme and let Z = X n U . Then the

sequence

0! T per(X on Z)! T perX ! T perU ! 0

is exact up to factors.

b) Suppose that X = V [W , where V and W are quasi-compact open subschemes

and put Z = X nW . Then the lines of the diagram

0

T per(X on Z) T perX T perW

0

0

T per(V on Z) T perV T per(V \W )

0

-

?

j

�

-

?

-

?

-

- - - -

are exact up to factors and the functor j

�

is an equivalence up to factors.

The theorem was proved in section 5 of [31]. Note that the �rst assertion of part

b) follows from a). The second assertion of b) is a special case of the main assertion

in [31, 5.2] (take U = V , Z = X nW in [loc.cit.]). A new proof of the theorem is due

to A. Neeman [25], [26].

5.6. Localization in cyclic homology of DG categories. In this section, we

adapt the localization theorem [18, 4.9] to our needs. Let

0! A

F

! B

G

! C ! 0
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be a sequence of small 
at exact DG categories such that F is fully faithful, GF = 0,

and the induced sequence of stable categories

0! A! B ! C ! 0

is exact up to factors (5.5).

Theorem. The morphism

Cone(M(A)

M(F )

���!M(B))!M(C)

induced by M(G) is a quasi-isomorphism.

Proof. The proof consists in extracting the relevant information from [18] : Indeed,

since F is fully faithful, we may consider A

F

! B as a localization pair and since

GF = 0, the square

A B

0

C

?

-

F

?

G

-

as a morphism of localization pairs, i.e. a morphism of the category L

b

str

of [18, 4.3].

By applying the completion functor ?

+

of [loc. cit.] we obtain a morphism

(A

F

! B)

+

(0! C)

+

?

(5.6.1)

of the category L. Applying the functor Cm to this morphism yields the morphism

(M(A)!M(B))

(0!M(C))

?

(0;M(G))

of DMorMix by the remarks following proposition 4.3 of [18]. On the other hand,

applying the functor I

�

of [18, 4.8] to the morphism (5.6.1) yields the identity of C

+

inM and applying M (denoted by C in [18]) yields the identity of M(C) in DMix .

By the naturality of the isomorphism of functors in [18, 4.9 a)], call it  , we obtain a

commutative square in DMix

Cone(M(A)!M(B)) M(C)

Cone(0!M(C)) M(C)

-

 

?

(0;M(G))

?

1

-

 

So the left vertical arrow of the square is invertible in DMix , which is what we had

to prove.

p
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5.7. Perfect complexes with support and local cohomology. Let X be a

quasi-compact quasi-separated scheme, U � X a quasi-compact open subscheme, and

Z = X n U . Let j : U ! X be the inclusion.

Proposition. The sequence

M(}er (X on Z))!M(}erX)! j

�

M(}er U)

embeds into a triangle of DMix (X). This triangle is canonically isomorphic to the Z-

local cohomology triangle associated withM(}erX). In particular, there is a canonical

isomorphism

M(}er (X on Z))

�

! R�

Z

(X;M(}erX)):

Moreover, the canonical morphisms �t into a morphism of triangles

M(per(X on Z)) M(perX) M(perU) M(per(X on Z))[1]

�

Z

M(}erX)) �M(}erX)) �M(}er U)) �

Z

M(}erX))[1]

?

-

?

-

?

-

?

- - -

in the mixed derived category, where � and �

Z

are short for R�(X; ?) and R�

Z

(X; ?).

Proof. Let V � X be open. Consider the sequence

M(per(V on Z))!M(perV )!M(per(V \ U)):(5.7.1)

If we let V vary, it becomes a sequence of presheaves on X . We will show that there

is a sequence of mixed complexes of presheaves

A

f

! B

g

! C(5.7.2)

such that

� we have gf = 0 in the category of mixed complexes of presheaves

� in the derived category of mixed complexes of presheaves, the sequence 5.7.2

becomes isomorphic to the sequence 5.7.1.

� for each quasi-compact open subscheme V � X , the canonical morphism from

the cone over the morphism A(V ) ! B(V ) to C(V ) induced by g is a quasi-

isomorphism.

This implies that �rstly, the sequence of sheaves associated with the sequence 5.7.2

embeds canonically into a triangle

~

A!

~

B !

~

C !

~

A[1] ;

where the tilde denotes shea��cation and the connecting morphism is constructed as

the composition

~

C

�

 Cone(

~

A!

~

B)!

~

A[1] ;
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and secondly we have a morphism of triangles

A(V ) B(V ) C(V ) A(V )[1]

R�(V;

~

A) R�(V;

~

B) R�(V;

~

C) R�(V;

~

A[1])

?

-

?

-

?

-

?

- - -

for each quasi-compact open subscheme V � X (to prove this last assertion, we use

that R�(V; ?) lifts to a derived functor de�ned on the category of all sequences

A

0

f

0

! B

0

g

0

! C

0

with g

0

f

0

= 0).

To construct the sequence 5.7.2, we have to (pre-) shea�fy a part of the proof of

[18, 2.4]. For this, let iperX denote the category of all �brant (A.1) perfect complexes.

Then the inclusion iperX ! perX induces an equivalence in the associated triangu-

lated categories and thus we have an isomorphismM(iperX)

�

!M(perX) in DMix .

Note that this even holds if X is an arbitrary ringed space. In particular, it holds

for each open subscheme V � X instead of X . Hence the presheaf V 7! M(perV )

is isomorphic in the derived category of presheaves to V 7!M(iperV ). Similarly for

the other terms of the sequence, so that we are reduced to proving the assertion for

the sequence of presheaves whose value at V is

M(iper(V on Z))!M(iperV )!M(iper(U \ V )):

For this, let I(V ) be the exact dg category [18, 2.1] of �brant (A.1) complexes on V

and let

~

I(V ) be the category whose objects are the exact sequences

0! K

i

! L

p

!M ! 0

of I(V ) such that i has split monomorphic components, K is acyclic o� Z and i

x

is a quasi-isomorphism for each x 2 Z. Then

~

I(V ) is equivalent to a full exact dg

subcategory of the category of �ltered objects of I(V ) (cf. example 2.2 d) of [18]).

Let

~

I(V on Z) be the full subcategory of

~

I(X) whose objects are the sequences

0! K

�

! L! 0! 0

and

~

I(U \ V ) the full subcategory whose objects are the sequences

0! 0!M

�

! L! 0:

Let G :

~

I(V )!

~

I(V \ U) be the functor

(0! K ! L!M ! 0) 7! (0! 0!M

1

!M ! 0)

and F :

~

I(V on Z)!

~

I(V ) the inclusion. Then the sequence

0!

~

I(V on Z)

F

!

~

I(V )

G

!

~

I(V \ U)! 0(5.7.3)

is an exact sequence of the category M

str

of [18, 4.4] and in particular we have

GF = 0. We take the subsequence of perfect objects : Let

g

iper(V on Z) be the full

subcategory of

~

I(V on Z) whose objects are the K

�

! L! 0 with K 2 iper(V on Z),

let

g

iper(V ) be the full subcategory of the K ! L ! M with M 2 perV , and let
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g

iper(V \ U) be the full subcategory of the 0 ! L ! M with M j

U

2 per(V \ U).

Consider the diagram

g

iper(V on Z)

g

iper(V )

g

iper(V \ U)

iper(V on Z) iper(V ) iper(V \ U);

-

F

?

-

G

? ?

- -

where the three vertical functors are given by

K

�

! L! 0 7! K

K ! L!M 7! M

0! L!M 7! M j

U

:

Its left hand square is commutative up to isomorphism and its right hand square is

commutative up to the homotopy [18, 3.3]

Lj

U

pj

U

��!M j

U

:

The vertical arrows clearly induce equivalences in the associated triangulated cate-

gories. By applying the functor M to the diagram and letting V vary we obtain a

commutative diagram in the derived category of presheaves of mixed complexes on

X . The vertical arrows become invertible and the top row becomes

M(

g

iper(V on Z))!M(

g

iper(V ))!M(

g

iper(V \ U))

where V runs through the open subsets of X . This is the sequence of presheaves

A ! B ! C announced at the beginning of the proof. Using theorem 5.5 a) and

theorem 5.6 one sees that it has the required properties.

p

5.8. Mayer-Vietoris sequences. Let X be a quasi-compact quasi-separated

scheme and V;W � X quasi-compact open subschemes such that X = V [W .

Proposition. There is a canonical morphism of triangles in the mixed derived cat-

egory

M(perX) M(perV )�M(perW ) M(per(V \W ))

�M(}erX) �M(}er V )� �M(}erW )) �M(}er (V \W ))

?

-

?

-

?

-

- - -

where � is short for R�(X; ?).

Proof. Put Z = X nW . The �rst line of the diagram is deduced from theorem 5.5 b)

using [18, 2.7]. Clearly the two squares appearing in the diagram are commutative.
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We have to show that the square involving the arrows of degree 1

M(per(V \W )) M(perX)[1]

�M(}er (V \W )) �M(}erX))[1]

?

-

?

-

is commutative as well. By [loc.cit.], the connecting morphism is the composition

M(per(X on Z)[1] M(perX)[1]

M(per(V \W )) M(per(V on Z))[1]

?

-

-

Here the vertical morphism is invertible by theorem 5.5 b) and [18, 2.4 b)]. The

second line of the diagram is the Mayer-Vietoris triangle for hypercohomology. So

the connecting morphism of the second line is obtained as the composition

�M(}er (V \W ))! �

Z

M(}er V )[1]

�

 �

Z

M(}erX)[1]! �M(}erX)[1] ;

where � and �

Z

are short for R�(X; ?) and R�

Z

(X; ?). Now it follows from proposi-

tion 5.7 that the rightmost square of the diagram of the assertion is commutative as

well.

p

5.9. Proof of theorem 5.1. Let V

1

; : : : ; V

n

be open a�nes covering X . If n = 1,

theorem 5.2 holds by section 5.4. If n > 1, we coverX by V = V

1

andW =

S

i=2:::n

V

i

.

The intersection V \W is then covered by the n � 1 sets V \ V

i

, 2 � i � n. These

are a�ne, since X is separated. So theorem 5.2 holds for V , W , and V \W by the

induction hypothesis. Thus it holds for X = V [W by proposition 5.8. The assertion

for �

Z

now follows by proposition 5.7.

5.10. Proof of corollary 5.1. In [32] (cf. also [33]), C. Weibel de�ned HC

�

(X)

as the homology of the complex of k-modules

R�

ce

(X;CC(O

X

))

where R�

ce

denotes Cartan-Eilenberg hypercohomology (cf. section A.2) and

CC(O

X

) is the shea��cation of the classical bicomplex. Now Weibel-Geller have

shown in [34] that the Hochschild complex C(O

X

) has quasi-coherent homology. Thus

each column of CC(O

X

) has quasi-coherent homology and hence (the sum total com-

plex of) CC(O

X

) has itself quasi-coherent homology. Hence by theorem A.2, the

above complex is isomorphic to

R�(X;CC(O

X

)):

Now, as in the case of an algebra (cf. [21, 2.5.13]), CC(O

X

) may also be viewed as

the (sum total complex of the) bicomplex BC(M(O

X

)) associated with the mixed

complex of sheaves M(O

X

) (cf. [33, Section 2]). What remains to be proved then is

that the canonical map

BC(R�(X;M(O

X

))! R�(X;BC(M(O

X

))
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is invertible in the derived category of k-vector spaces. Now indeed, more generally,

we claim that we have

BC(R�(X;M))

�

! R�(X;BC(M))

for any mixed complex of sheaves M with quasi-coherent homology. As the reader

will easily check, this is immediate once we know that the functor R�(X; ?) commutes

with countable direct sums when restricted to the category of complexes with quasi-

coherent homology. This follows from Corollary 3.9.3.2 in [19]. It may also be proved

by the argument of [26, 1.4]. For completeness, we include a proof : LetK

i

, i 2 I , be a

family of complexes with quasi-coherent homology. It is enough to prove thatH

0

(X; ?)

takes K =

L

K

i

to the sum of the H

0

(X;K

i

). Now �(X; ?) is of �nite cohomological

dimension on the category of quasi-coherent modules. Indeed, for an a�ne X , this

follows from Serre's theorem [9, III, 1.3.1], and for arbitraryX it is proved by induction

on the size of an a�ne cover ofX (here we use thatX is quasi-compact and separated).

It therefore follows from by theorem A.2 b), lemma A.3, and Serre's theorem [9, III,

1.3.1]. that we have an isomorphismH

0

(X;K

i

)

�

! H

0

(X; �

�n

K

i

) and similarly forK

for some �xed n < 0 (cf. the proof of theorem A.2 for the de�nition of the truncation

functor �

�n

). So we may assume that the K

i

and K are uniformly bounded below.

But then, we may compute the H

0

(X;K

i

) using resolutions K

i

! F

i

by uniformly

bounded below complexes of 
asque sheaves. The sum of the F

i

is again bounded

below with 
asque components and is clearly quasi-isomorphic to K. Now �(X; ?)

commutes with in�nite sums since X is quasi-compact, so the claim follows.

Appendix A. On Cartan-Eilenberg resolutions

We prove that Cartan-Eilenberg hypercohomology coincides with derived func-

tor hypercohomology on all (unbounded) complexes of sheaves with quasi-coherent

homology on a quasi-compact separated scheme. More precisely, we prove that in

this situation, Cartan-Eilenberg resolutions are actually K-injective resolutions in

the sense of [29].

A.1. Terminology. Let A be a Grothendieck category. Spaltenstein [29] de�ned a

complex I over A to be K-injective if, in the homotopy category, there are no non zero

morphisms from an acyclic complex to I . This is the case i� each morphism M ! I

in the derived category is represented by a unique homotopy class of morphisms of

complexes.

In [33, A.2], C. Weibel proposed the use of the term �brant for K-injective.

Indeed, one can show that a complex is K-injective i� it is homotopy equivalent to

a complex which is �brant for the `global' closed model structure on the category

of complexes in which co�brations are the componentwise monomorphisms. This

structure is an additive analogue of the global closed model structure on the category

of simplicial sheaves on a Grothendieck site. The existence of the global structure in

the case of simplicial sheaves was proved by Joyal [11] (cf. [10, 2.7]). We have not

been able to �nd a published proof of the fact that the category of complexes over

a Grothendieck category admits the global structure (an unpublished proof is due to

F. Morel). However, the key step may be found in [8, Prop. 1].

Whereas in the homotopy category, the notions of `�brant for the global structure'

and `K-injective' become essentially equivalent, there is a slight di�erence at the level
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of complexes: �brant objects for the global structure are exactly the K-injective

complexes with injective components.

We will adopt the terminology proposed by Weibel: We call a complex �brant i�

it is K-injective in the sense of Spaltenstein. This will not lead to ambiguities since

we will not use the global closed model structure.

A.2. Sheaves with quasi-coherent cohomology. Let X be a scheme and K

a complex of O

X

-modules (unbounded to the right and to the left). Let I be a

Cartan-Eilenberg resolution of K, i.e.

a) I is a Z�Z-graded O

X

-module endowed with di�erentials d

I

of bidegree (1; 0)

and d

II

of bidegree (0; 1) such that (d

I

+ d

II

)

2

= 0,

b) I

pq

vanishes for q < 0 and

c) I is endowed with an augmentation " : K ! I , i.e. a morphism of di�erential

Z � Z-graded O

X

-modules, where K is viewed as concentrated on the p-axis,

such that for each p, the induced morphisms K

p

! I

p;�

and H

p

K ! H

p

I

I are

injective resolutions.

It follows that for each p, the induced morphisms B

p

K ! B

p

I

K and Z

p

K ! Z

p

I

I are

injective resolutions and that the rows of I are products of complexes of the form

: : : 0!M ! 0 : : : or : : : 0!M

1

!M ! 0 : : : ;

where M is injective.

Let J =

d

Tot I denote the product total complex of I and � : K ! J the mor-

phism of complexes induced by ". The morphism � is called a total Cartan-Eilenberg

resolution of K. The Cartan-Eilenberg hypercohomology of K is the cohomology of

the complex

R�

ce

(X;K) = �(X; J):

The morphism � is usually not a quasi-isomorphism.

Theorem. a) The complex J is �brant (A.1).

b) If K has quasi-coherent homology, the morphism � : K ! J is a quasi-

isomorphism. Hence, Cartan-Eilenberg hypercohomology of K coincides with

derived functor hypercohomology of K in the sense of Spaltenstein [29].

Part a) holds more generally whenever K is a complex of objects over an abelian

category having enough injectives and admitting all countable products. This was

proved by C. Weibel in [32, A.3]. For completeness, we include a proof of a) below.

Part b) was proved by C. Weibel in [loc. cit.] for the case of complete abelian

categories with enough injectives and exact products, for example module categories.

The case we consider here is implicit in [29, 3.13]. Nevertheless, we thought it useful

to include the explicit statement and a complete proof.

In preparation of the proof, let us recall the notion of a homotopy limit (cf. [4]

for example) : If T is a triangulated category admitting all countable products and

: : :! X

p+1

f

p

! X

p

! : : :! X

0

; p 2 N ;

is a sequence in T , its homotopy limit holimX

p

is de�ned by the Milnor triangle [23]

holimX

p

!

Y

X

p

�

!

Y

X

q

! (holimX

p

)[1] ;
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where the morphism � has the components

Y

p

X

p

can

��! X

q+1

�X

q

[�f

q

;1]

����! X

q

:

Note that the homotopy limit is unique only up to non unique isomorphism. We will

encounter the following situation : Consider a sequence of complexes

: : :! K

p

f

p

! K

p�1

! : : :! K

0

over an additive category admitting all countable products such that the f

p

are com-

ponentwise split epi (or, more generally, for each n and p, the morphism X

n

p+k

! X

n

p

is split epi for some k � 0). Then we have a componentwise split short exact sequence

of complexes

0! lim

 �

K

p

!

Y

p

K

p

�

!

Y

q

K

q

! 0

and hence the inverse limit lim

 �

K

p

is then isomorphic to holimK

p

in the homotopy

category.

Proof of the theorem. a) Note that the bicomplex I is the inverse limit of its quotient

complexes I

�;q]

obtained by killing all rows of index greater than q. Let J

q

be the

product total complex of I

�;q]

. Then the sequence of the J

q

has inverse limit

d

Tot I

and its structure maps are split epi in each component. Hence I is isomorphic to

the homotopy limit of the sequence of the J

q

. Since the class of �brant complexes is

stable under extensions and products, it is stable under homotopy limits. Therefore

it is enough to show that the J

q

are �brant. Clearly the J

q

are iterated extensions of

rows of I (suitably shifted). So it is enough to show that the rows of I are �brant.

But each row of I is homotopy equivalent to a complex with vanishing di�erential

and injective components. Such a complex is the product of its components placed

in their respective degrees and is thus �brant.

b) For p 2 Z, de�ne �

�p

K to be the quotient complex of K given by

: : :! 0! K

p

=B

p

K ! K

p+1

! K

p+2

! : : :

and �

<p

K to be the subcomplex of K given by

: : :! K

p�2

! K

p�1

! B

p

K ! 0! : : : :

De�ne �

�p

J and �

<p

J by applying the respective functor to each row of J . Then

the morphism �

�p

K ! �

�p

J is a Cartan-Eilenberg resolution for each p 2 Z. Since

�

�p

K is left bounded, it follows that the induced morphism �

�p

K !

d

Tot �

�p

J is a

quasi-isomorphism for each p 2 Z. Now �x n 2 Z and consider the diagram

H

n

K

H

n

�

�p

K

H

n

d

TotJ H

n

d

Tot �

�p

J:

-

? ?

-

For p < n, the top morphism is invertible. It now su�ces to show that for p� 0, the

bottom morphism is invertible. Equivalently, it is enough to show that H

n

d

Tot �

<p

J
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vanishes for p � 0. For this let x 2 X . We have to show that (H

n

d

Tot �

<p

J)

x

vanishes. Since taking the stalk is an exact functor, this reduces to showing that

the complex (

d

Tot �

<p

J)

x

is acyclic in degree n. For this, it is enough to show that

(

d

Tot �

<p

J)(U) is acyclic in degree n for each a�ne neighbourhood of x. Now �

<p

J is

a Cartan-Eilenberg resolution of �

<p

K. Therefore, if we apply proposition A.3 below

to the functor F = �(U; ?), we see that (

d

Tot �

<p

J)(U) is acyclic in all degrees n � p.

Indeed, we have (R

i

F )(H

p

K) = 0 for all p and all i > 0 by Serre's theorem [9, III,

1.3.1], since H

p

K is quasi-coherent.

p

A.3. Unbounded complexes with uniformly bounded cohomology. Let A

be an abelian category with enough injectives which admits all countable products

and let F : A ! Ab be an additive functor commuting with all countable products.

Let K be a complex over A and let K ! J a Cartan-Eilenberg resolution.

Suppose that K

p

= 0 for all p > 0 and that there is an integer n with

(R

i

F )(H

p

K) = 0

for all i � n and all p 2 Z.

Lemma. We have H

p

F

d

TotJ = 0 for all p � n.

Note that this assertion is clear if K is (homologically) left bounded. The point

is that it remains true without this hypothesis.

Proof. De�ne �

�p

K and �

�p

J as in the proof of proposition A.2. The canonical

morphisms �

�p

J ! �

�p+1

J are split epi in each bidegree and J identi�es with the

inverse limit of the �

�p

J . Hence we have

d

Tot J = lim

 �

d

Tot �

�p

J and the morphisms

d

Tot �

�p

J !

d

Tot �

�p+1

J

are componentwise split epi. Since F commutes with countable products, we therefore

have F (

d

Tot J) = lim

 �

F

d

Tot �

�p

J . By lemma A.4 below, it is therefore enough to show

that the groups H

i

F (

d

TotL

p

) vanish for all i � n and all p where L

p

is the kernel

of the canonical morphism �

�p

J ! �

�p+1

J . Now L

p

is in fact a Cartan-Eilenberg

resolution of the kernel of the morphism �

�p

K ! �

�p+1

K, which is isomorphic to

the complex

: : : 0! K

p�1

=B

p�1

K ! Z

p

K ! 0! : : :

This complex is quasi-isomorphic to H

p

K placed in degree p. So

d

TotL

p

is homotopy

equivalent to an injective resolution of H

p

K shifted by p degrees. Hence

H

i

F

d

TotL

p

= H

i

RF (H

p

K[�p]) = (R

i�p

F )(H

p

K):

By assumption, this vanishes for i� p � n.

p

A.4. A Mittag-Leffler lemma. Let n be an integer and let

: : :! K

p+1

�

p+1

���! K

p

! : : :! K

0

�

0

! K

�1

= 0 ; p 2 N ;

be an inverse system of complexes of abelian groups such that the �

p

are surjective in

each component and H

i

K

0

p

= 0 for all i � n and all p, where K

0

p

is the kernel of �

p

.

Lemma. We have H

i

lim

 �

K

p

= 0 for all i � n.
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Proof. By induction, we �nd that H

i

K

p

= 0 for all i � n. Now we have exact

sequences

0! Z

i

K

p

! K

i

p

! Z

i+1

K

p

! 0 ;

for all i � n� 1. Since B

i

K

p

�

! Z

i

K

p

, the maps Z

i

K

p+1

! Z

i

K

p

are surjective for

i � n. The fact that H

n

K

0

p+1

= 0 implies that the maps Z

n�1

K

p+1

! Z

n�1

K

p

are

surjective as well. By the Mittag-Le�er lemma [9, 0

III

, 13.1], the sequence

0! lim

 �

Z

i

K

p

! lim

 �

K

i

p

! lim

 �

Z

i+1

K

p

! 0

is still exact for i � n�1. Since lim

 �

Z

i

K

p

�

 Z

i

lim

 �

K

p

, this means that H

i

lim

 �

K

p

= 0

for i � n.

p

Appendix B. A comparison of derived categories

B.1. Boekstedt-Neeman's theorem. Let X be a quasi-compact separated sche-

me, DQcohX the derived category of the category QcohX of quasi-coherent sheaves

on X , DX the derived category of all sheaves of O

X

-modules on X , and D

qc

X its full

subcategory whose objects are the complexes with quasi-coherent homology.

As an application of theorem A.2, we give a partially new proof of the following

result of Boekstedt-Neeman. We refer to [30, Prop. 1.3] for yet another proof.

Theorem. [4, 5.5] The canonical functor DQcohX ! D

qc

X is an equivalence of

categories.

The proof proceeds by induction on the size of an a�ne cover of X . The crucial

step is the case where X is a�ne. Our proof for this case is new. For completeness,

we have included the full induction argument.

Proof. In a �rst step, suppose thatX is a�ne : X = SpecA. We identify QcohX with

ModA and then have to show that the shea��cation functor F : DModA ! DX

induces an equivalence DModA ! D

qc

X . Clearly, the image of A (viewed as a

complex of A-modules concentrated in degree 0) is O

X

. By the lemma below, it

su�ces therefore to show that

a) We have A

�

! Hom

DX

(O

X

;O

X

) and Hom

DX

(O

X

;O

X

[n]) = 0 for each n 6= 0,

b) The object O

X

is compact in D

qc

X i.e. the associated functor

Hom

D

qc

X

(O

X

; ?)

commutes with in�nite direct sums.

c) An object K 2 D

qc

X vanishes if Hom

DX

(O

X

;K[n]) vanishes for all n 2 Z.

The three assertions a), b), and c) all follow easily from the fact that we have an

isomorphism

Hom

D

qc

X

(O

X

; ?)

�

! �(X;H

0

(?)) ;

which we will now prove : Indeed, let K 2 D

qc

X . By de�nition, we have

Hom

DX

(O

X

;K) = H

0

R�(X;K):

Now we have morphisms

H

0

R�(X;K)

�

 H

0

R�(X; �

�0

K)

�

! H

0

R�(X;H

0

K) = �(X;H

0

K):
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The morphism � is invertible because R�(X; ?) is a right derived functor. The mor-

phism � is invertible by theorem A.2 b), lemma A.3, and Serre's theorem [9, III,

1.3.1].

Now suppose that X is the union of n open a�ne sets U

1

; : : : ; U

n

. By induction

on n and the a�ne case, we may assume that the claim is proved for U = U

1

and

V =

S

i=2:::n

U

i

. Let j

1

: U ! X and j

2

: V ! X be the inclusions. Let Y = X n U

and let i : Y ! X be the inclusion. For any object K 2 D

qc

X , we have a triangle

R�

Y

K ! K ! j

1�

j

�

1

K ! R�

Y

K[1]:

Here the second morphism is the adjunction morphism and R�

Y

K is de�ned (up to

unique isomorphism) by the triangle. The object j

�

1

K is a complex of sheaves on U

and H

n

j

�

1

K = j

�

1

H

n

K is quasi-coherent. So j

�

1

K is in the faithful image of DQcohU .

Because X is separated, j

1�

preserves quasi-coherence (cf. [19, 3.9.2]). So the triangle

lies in D

qc

X . The subset Y � X is a closed subset of V and i = j

1

i

2

, where i

2

is the

inclusion of Y into V . This implies that R�

Y

K = j

2�

(R�

Y�V

K). The above triangle

thus shows that D

qc

X is generated by the j

1�

K

0

and the j

2�

K

00

, where K

0

belongs to

DQcohU and K

00

to DQcohV . It remains to be checked that morphisms between

j

1�

K

0

and j

2�

K

00

in DModO

X

are in bijection with those in DQcohX . Indeed, we

have

Hom

DX

(j

1�

K

0

; j

2�

K

00

) = Hom

DV

(j

�

2

j

1�

K

0

;K

00

):

By the induction hypothesis, the latter group identi�es with

Hom

DQcohV

(j

�

2

j

1�

K

0

;K

00

) = Hom

DQcohX

(j

1�

K

0

; j

2�

K

00

):

The same argument applies to morphisms from j

2�

K

00

to j

1�

K

0

. This ends the proof.

p

B.2. Derived categories of modules. Let A be a ring and T a triangulated

category admitting all (in�nite) direct sums. Suppose that F : DModA ! T is a

triangle functor commuting with all direct sums. For the convenience of the reader,

we include a proof of the following more and more well-known

Lemma. The functor F is an equivalence if and only if

a) We have A

�

! Hom

T

(FA; FA) and Hom

T

(FA; FA[n]) = 0 for all n 6= 0.

b) The object FA is compact in T , i.e. Hom

T

(FA; ?) commutes with in�nite direct

sums.

c) An object X of T vanishes i� Hom

T

(FA;X [n]) = 0 for all n 2 Z.

Proof. Let S � T be the smallest triangulated subcategory of T containing FA and

stable under forming in�nite direct sums. Then, since FA is compact, the inclusion

S ! T admits a right adjoint R by Brown's representability theorem [6] (cf. also

[16, 5.2], [26], [8]). Now if X 2 T and RX ! X ! X

0

! RX [1] is a triangle over

the adjunction morphism, then Hom

T

(FA;X

0

[n]) vanishes for all n 2 Z by the long

exact sequence associated with the triangle. So X

0

vanishes by assumption c) and S

coincides with T . So FA is a compact generator for T . Now the claim follows from

[16, 4.2].

p

Documenta Mathematica 3 (1998) 231{259



258 Bernhard Keller

References

[1] L. Avramov, H.-B. Foxby, S. Halperin, Di�erential graded homological algebra,

preprint in preparation.

[2] C. Beckmann, Zyklische Homologie von Schemata und relative algebraische K-

Theorie, Inaugural-Dissertation, K�oln, 1991.

[3] A. A. Beilinson, Coherent sheaves on P

n

and problems of linear algebra, Funkts.

Anal. Prilozh. 12 (1978), 68-69. English translation: Funct. Anal. Appl. 12

(1979), 214-216.

[4] M. Boekstedt, A. Neeman, Homotopy limits in triangulated categories, Comp.

Math. 86 (1993), 209{234.

[5] P. Bressler, R. Nest, B. Tsygan, Riemann-Roch Theorems via Deformation Quan-

tization, Preprint, alg-geom/9705014, June 1997.

[6] E. H. Brown, Cohomology theories, Ann. of Math. 75 (1962), 467-484.

[7] P. Deligne, Cohomologie �a supports propres, Expos�e XVII, SGA 4, Springer LNM

305 (1973), 252-480.

[8] J. Franke, On the Brown representability theorem for triangulated categories,

Preprint, 1997.

[9] A. Grothendieck, J. Dieudonn�e, El�ements de g�eom�etrie alg�ebrique, Publ Math.

I.H.E.S. No. 11, (1961), 5{167.

[10] J. F. Jardine, Simplicial presheaves, J. Pure Applied Alg. 47 (1987), 35-87.

[11] A. Joyal, Letter to Grothendieck, 1984.

[12] M. M. Kapranov, The derived categories of coherent sheaves on Grassmannians,

Funkts. Anal. Prilozh. 17 (1983), 78-79. English translation: Funct. Anal. Appl.

17 (1983), 145-146.

[13] M. M. Kapranov, The derived category of coherent sheaves on a quadric, Funkts.

Anal. Prilozh. 20 (1986), 67. English Translation: Funct. Anal. Appl. 20 (1986),

141{142.

[14] M. M. Kapranov, On the derived categories of coherent sheaves on some homo-

geneous spaces, Invent. math. 92 (1988), 479{508.

[15] C. Kassel, Cyclic homology, comodules and mixed complexes, J. Alg. 107 (1987),

195{216.

[16] B. Keller, Deriving DG categories, Ann. scient. Ec. Norm. Sup., 4

e

s�erie 27

(1994), 63{102.

[17] B. Keller, Invariance and Localization for cyclic homology of DG algebras, J.

Pure Appl. Alg. 123 (1998), 223{273.

[18] B. Keller, On the cyclic homology of exact categories, Preprint Nr. 185 in

www.math.uiuc.edu/K-theory/, to appear in J. Pure Appl. Alg.

[19] J. Lipman, Notes on derived categories and derived functors, Preprint (available

at http://www.math.purdue.edu/ ~ lipman/).

[20] J.-L. Loday, Cyclic homology: a survey, Banach Center Publications 18 (1986),

285{307.

[21] J.-L. Loday, Cyclic homology, Grundlehren 301, Springer-Verlag Berlin Heidel-

berg, 1992.

[22] R. McCarthy, The cyclic homology of an exact category, J. Pure and Appl. Alg.

93 (1994), 251{296.

[23] J. Milnor, On Axiomatic Homology Theory, Paci�c J. Math. 12 (1962), 337{341.

[24] B. Mitchell, Rings with several objects, Adv. in Math. 8 (1972), 1{161.

Documenta Mathematica 3 (1998) 231{259



Cyclic homology 259

[25] A. Neeman, The Connection between the K-theory localization theorem of

Thomason, Trobaugh and Yao and the smashing subcategories of Bous�eld and

Ravenel, Ann. Scient.

�

Ec. Norm. Sup. 25 (1992), 547{566.

[26] A. Neeman, The Grothendieck duality theorem via Bous�eld's techniques and

Brown representability, J. Am. Math. Soc. 9 (1996), 205{236.

[27] D. Quillen, Higher Algebraic K-theory I, Springer LNM 341, 1973, 85{147.

[28] P. Schapira, J.-P. Schneiders, Index theorem for elliptic pairs, Elliptic pairs II,

Ast�erisque vol. 224, 1994.

[29] N. Spaltenstein, Resolutions of unbounded complexes, Compositio Mathematica

65 (1988), 121{154.

[30] L. Alonso Tarr��o, A. Jerem��as L�opez, J. Lipman, Local Homology and Cohomol-

ogy on Schemes, Ann. scient.

�

Ec. Norm. Sup., 4e s�erie, t. 30, 1997, 1{39.

[31] R. W. Thomason, T. Trobaugh, Higher Algebraic K-Theory of Schemes and of

Derived Categories, in The Grothendieck Festschrift, III, Birkh�auser, Progress in

Mathematics 87 (1990), p. 247{436.

[32] C. A. Weibel, Cyclic Homology For Schemes, Proc. Amer. Math. Soc. 124 (1996),

1655{1662.

[33] C. A. Weibel, The Hodge Filtration and Cyclic Homology, K-Theory 12 (1997),

145{164.

[34] C. A. Weibel, S. C. Geller,

�

Etale descent for Hochschild and cyclic homology,

Comment. Math. Helv. 66 (1991), 368{388.

Bernhard Keller

UFR de Math�ematiques

Universit�e Paris 7

Institut Math�ematique de Jussieu

UMR 9994 du CNRS

Case 7012

2, place Jussieu

75251 Paris Cedex 05

France

keller@math.jussieu.fr

www.math.jussieu.fr/ ~keller

Documenta Mathematica 3 (1998) 231{259



260

Documenta Mathematica 3 (1998)



Doc.Math. J.DMV 261

Which Moments of a Logarithmic Derivative

Imply Quasiinvariance?
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Abstract. In many special contexts quasiinvariance of a measure under a

one-parameter group of transformations has been established. A remarkable

classical general result of A.V. Skorokhod [6] states that a measure � on a

Hilbert space is quasiinvariant in a given direction if it has a logarithmic

derivative � in this direction such that e

aj�j

is �-integrable for some a > 0.

In this note we use the techniques of [7] to extend this result to general

one-parameter families of measures and moreover we give a complete char-

acterization of all functions  : [0;1) ! [0;1) for which the integrability

of  (j�j) implies quasiinvariance of �. If  is convex then a necessary and

su�cient condition is that log (x)=x

2

is not integrable at 1.

1991 Mathematics Subject Classi�cation: 26 A 12, 28 C 20, 60 G 30

1 Overview

The paper is divided into two parts. The �rst part does not mention quasiinvariance

at all. It treats only one-dimensional functions and, implicitly, one-dimensional

measures. The reason is as follows: A measure � on R has a logarithmic derivative �

if and only if � has an absolutely continuous Lebesgue density f , and � is given by

�(x) =

f

0

f

(x) �-a.e.. Then the �-integrability of  (j�j) is equivalent to the Lebesgue-

integrability of  (j

f

0

f

j)f . The quasiinvariance of � is equivalent to the statement

that f(x) 6= 0 Lebesgue-a.e.. Therefore in the case of one-dimensional measures, a

function  allows a quasiinvariance criterion, as indicated in the abstract, i� for all

absolutely continuous functions f � 0, the integrability of  (j

f

0

f

j)f implies that f is

strictly positive. The main result of the �rst part, Theorem 1, gives necessary and

su�cient reformulations of this property which are easier to check. The most simple

of these reformulations is the divergence of the integrals

R

1

c

log 

�

(x)=x

2

dx where  

�

is the lower nondecreasing convex envelope of  . Moreover we give, for every  with

this property, explicit lower estimates for the values of f on an interval I , in terms
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of the length of this interval and of the integral

R

I

 

�

(j

f

0

f

j)fdx. Finally we give an

example showing that the introduction of the lower convex hull in these results really

is necessary.

The second part of the paper then proves that the one-dimensional situation is typi-

cal. The quasiinvariance criterion works on the real axis if and only if it works for the

transport of a measure under an arbitrary measurable 
ow, or even more generally

for general one parameter families of measures which are di�erentiable in the sense

of [7]. If this criterion applies then one gets even the typical Cameron-Martin type

formula for the Radon-Nikodym-densities between the members of such a family

(cf.e.g. [3], [1], [5], [7]). In the situation of Skorokhod's result mentioned in the

summary, we see that the exponential functions  (x) = e

ax

; a > 0 can be replaced by

exp(

x

log x

) but not by exp(

x

(log x)

2

). This shows that Skorokhod's exponential criterion

is not strictly optimal but it gives the optimal power of log .

2 A class of one-dimensional functions

Theorem 1: For a measurable function  : [0;1) ! [0;1) the following six condi-

tions are equivalent:

(A) Let f : R ! [0;1) be absolutely continuous such that

Z

1

�1

 (j

f

0

f

(x)j) f(x)dx <1 (1)

and f 6= 0.Then f(x) > 0 for Lebesgue-all x 2 R.

(A

0

) Let f : R ! [0;1) be absolutely continuous such that x 7!  (j

f

0

f

(x)j) f(x) is

locally Lebesgue integrable and f 6= 0.Then f(x) > 0 for all x 2 R.

(B) For some a > 0 the following implication holds

1

X

i=1

z

i

<1; z

i

> 0 =)

1

X

i=1

z

i

 (

1

z

i

)e

�ai

=1: (2)

.

(B

0

) The implication (2) holds for all a > 0 .

(C) Let  

�

be the largest nondecreasing convex function �  und suppose  

�

(c) > 0.

Then

Z

1

c

log 

�

(x)

x

2

dx =1: (3)

(C

0

) Similarly, lim

x!1

 

�

(x) =1, and for d in the range of log 

�

,

Z

1

d

1

(log 

�

)

�1

(x)

dx =1: (4)
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In particular the conditions (A) � (B) hold for  if and only if they hold for  

�

. If

 is convex and nondecreasing and some power  

p

with p > 0 satis�es one of the

conditions then the same is true for  .

Proof: Clearly (A

0

) =) (A):

(A) =) (B) : Let z

i

> 0 and b :=

P

1

i=1

z

i

<1: De�ne f : R �! [0;1) by

f(s) = exp(�

s� (z

1

+ : : :+ z

i�1

)

z

i

� (i� 1))

for s 2 [z

1

+ : : : + z

i�1

; z

1

+ : : : + z

i

]; i = 1; 2; : : : . Note that e

�i

� f(s) � e

�(i�1)

and

f

0

f

(x) = (log f)

0

(x) = �

1

z

i

in this interval. Moreover, set f(s) = 0 for s � b and

f(�s) := f(s) for s � 0: Then f is absolutely continuous but not strictly positive.

Therefore by assumption (A) the integral in (1) diverges. Hence

1

X

i=1

 (

1

z

i

)e

�(i�1)

z

i

�

1

X

i=1

 (

1

z

i

)

Z

z

1

+:::+z

i

z

1

+:::+z

i�1

f(x)dx

=

Z

b

0

 (j

f

0

f

(x)j) f(x)dx =1

which proves (B) with a = 1.

(B) () (B

0

) : Denote by (B

a

) the statement that (B) holds with the constant a.

Clearly, (B

b

) =) (B

c

) if c � b: We prove B

a

=) B

2a

: Suppose

P

1

i=1

z

i

<1; z

i

> 0

and let y

2j

= y

2j�1

= z

j

for j 2 N: Then

P

1

j=1

y

j

<1 and hence

2

1

X

i=1

z

i

e

�2ai

 (

1

z

i

) � e

�a

1

X

j=1

y

j

e

�aj

 (

1

y

j

) =1:

(B

0

) =) (C

0

) : Let h(t) = (log 

�

)

�1

(t). De�ne the number z

�

i

by z

�

i

=

1

h(i)

. From

(B) it follows easily that

 (x)

x

! 1 as x ! 1. Thus the same holds for  

�

. Since

 

�

is convex and increasing the function 1=h is continuous and decreasing. Therefore

for the proof of (4) it is su�cient to prove that the sum

P

1

i=1

z

�

i

diverges.

Suppose, on the contrary, that

P

1

i=1

z

�

i

< 1. Choose y

i

� 2z

�

i

such that y

i

 (

1

y

i

) �

c

i

+ 1 where

c

i

= inf

x�

1

2z

�

i

 (x)

x

:

This is possible by de�nition of this in�mum c

i

. The a�ne function l

i

: x 7! c

i

x�

c

i

2z

�

i

is �  since it is negative on [0;

1

2z

�

i

), and on [

1

2z

�

i

;1) even the larger function x 7! c

i

x

is bounded by  . Therefore, from the de�nition of  

�

, we get

 

�

(

1

z

�

i

) � l

i

(

1

z

�

i

) =

1

2

c

i

z

�

i

: (5)

We apply (B

0

) with a = 1 and use the summability of the z

�

i

and hence of the y

i

to

get

1

X

i=1

c

i

e

�i

�

1

X

i=1

y

i

 (

1

y

i

)e

�i

�

1

X

i=1

e

�i

=1:
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Now  

�

(

1

z

�

i

) = e

i

by construction of the z

�

i

, thus (5) gives

1

X

i=1

z

�

i

=

1

X

i=1

z

�

i

 

�

(

1

z

�

i

)e

�i

�

1

2

1

X

i=1

c

i

e

�i

=1

which is a contradiction.

(C) () (C

0

) : Both, (3) and (4), imply that  

�

is continuous, nondecreasing and

unbounded at in�nity. Therefore there is some c such that  

�

is even strictly increasing

on [c;1), and the assertion follows from lemma 1 below, applied to ' = log 

�

.

(C

0

) =) (A

0

). Presumably, this is the most useful implication. We formulate the

main part of the proof as the separate Theorem 2 since it involves only integrals over

�nite intervals and can be applied also to functions which do not satisfy the conditions

of the theorem. In order to deduce our implication from Theorem 2 assume (4) and

let 	(x) =  

�

(x)� 

�

(0). Then lim

x!1

log	(x)� log 

�

(x) = 0 and hence using the

equivalence of (3) and (4) we get

Z

1

0

1

(log	)

�1

(y)

dy =1:

Now if f is absolutely continuous and x 7!  (j

f

0

f

(x)j)f(x) is locally integrable then

also the function x 7! 	(j

f

0

f

(x)j)f(x) is locally integrable and hence (9) below gives

a lower bound for the values of f on any interval [s; t] such that f(s) > 0. The case

f(t) > 0 follows by re
ection. In particular f is strictly positive which is the assertion

of (A

0

).

Finally we prove the last statement. Let  be convex and nondecreasing and suppose

that  

p

satis�es one of the conditions. If p < 1 then  � max(1;  

p

) and using

criterion (B) it follows that  satis�es the same condition. If p > 1 then  

p

, by

Jensen's inequality, is also convex nondecreasing and hence  =  

�

and  

p

= ( 

p

)

�

.

Since log 

p

= p log , the criterion (C) carries over from  

p

to  .

In the proof we have used the following elementary fact.

Lemma 1: Let c > 0 and let ' : [c;1)! [d;1) be a homeomorphism. Then

Z

1

d

1

'

�1

(y)

dy =

Z

1

c

'(x)

x

2

dx�

d

c

; (6)

i.e. both integrals converge at the same time and if they do (6) holds.

Proof: The change of variables y = '(x) gives

Z

'(T )

d

1

'

�1

(y)

dy =

Z

T

c

1

x

d'(x)(x) =

'(x)

x

�

�

�

T

c

+

Z

T

c

'(x)

x

2

dx: (7)

Since

'(T )

T

> 0 for large T the left-hand side of (6) dominates the right-hand side.

For the converse inequality assume that the integral on the right-hand side of (6) is

�nite. The inde�nite integral on the left-hand side of (7) is monotone in T , so it has
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a �nite or in�nite limit. Therefore by (7) the limit lim

T!1

'(T )

T

exists and it must

be 0 because otherwise the integral on the right-hand side of (6) would be in�nite.

This implies (6).

The following result gives a quantitative version of the implication (C

0

) =) (A

0

)

in Theorem 1.

Theorem 2: Let 	 : R �! [0;1) be a convex even function with 	(0) = 0. Let

f : [s; t] �! [0;1) be absolutely continuous such that f(s) > 0. Then

1

f(s)

Z

t

s

	(

f

0

(x)

f(x)

)f(x)dx �

� min

s�x�t

log(f(x)=f(s))

Z

0

1

(log	)

�1

(x)

dx � (t� s): (8)

Remark: Let I =

R

t

s

	(

f

0

(x)

f(x)

)f(x) dx be �nite. De�ne F (y) :=

R

y

0

1

(log )

�1

(x)

dx

for y � 0. If the range of F contains the number

I

f(s)

+ t� s (which certainly is true

if F (y)!1 for y !1) then (8) can be rewritten as

f(t) � f(s) exp

�

� F

�1

(

I

f(s)

+ t� s)

�

: (9)

This gives a lower estimate of the 
uctuation of the function f in terms of the integral

I and the length of the interval [s; t].

Remark: In the special case  (x) = e

ax

there is an elegant more abstract proof

of property (A) of Theorem 1, see [4], prop. 2.18. That proof does not give a lower

bound for the values of f in terms of I but on the other hand it works also in higher

dimensions whereas our method is strictly one-dimensional.

Proof: Both sides of (8) remain unchanged if f is multiplied by some positive

constant. Therefore we may and shall, for notational convenience, assume f(s) = 1.

For a > 0; i 2 N

0

let x

(a)

i

:= inffy � s : f(y) = e

�ai

g;We also introduce the numbers

z

(a)

i

:= x

(a)

i

�x

(a)

i�1

, z

(a)

i

:=

a

(log )

�1

(ai)

for i 2 N and �nally N

a

:= supfn 2 N : x

(a)

n

�

tg: We apply Jensen's inequality in the second step of the following estimates
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Z

t

s

	(

f

0

(x)

f(x)

)f(x) dx �

N

a

X

i=1

e

�ai

Z

x

(a)

i

x

(a)

i�1

	(

f

0

(x)

f(x)

) dx

�

N

a

X

i=1

e

�ai

z

(a)

i

	

�

1

z

(a)

i

Z

x

(a)

i

x

(a)

i�1

�f

0

(x)

f(x)

dx

�

=

N

a

X

i=1

e

�ai

z

(a)

i

	

�

1

z

(a)

i

(� ln f(x

(a)

i

) + ln f(x

(a)

i�1

))

�

=

N

a

X

i=1

e

�ai

z

(a)

i

	

�

a

z

(a)

i

�

�

N

a

X

i=1

z

(a)

i

�z

(a)

i

z

(a)

i

	

�

a

z

(a)

i

�

e

�ai

:

Since 	 is convex and 	(0) = 0 the function y 7!

	(y)

y

is increasing on [0;1).

Moreover 	(

a

z

(a)

i

) = e

ai

and hence the last sum can be further estimated from below

by

N

a

X

i=1

z

(a)

i

�z

(a)

i

z

(a)

i

	(

a

z

(a)

i

)e

�ai

=

N

a

X

i=1

z

(a)

i

�z

(a)

i

z

(a)

i

�

N

a

X

i=1

z

(a)

i

�

N

a

X

i=1

z

(a)

i

�

N

a

X

i=1

a

(log	)

�1

(ai)

� (t� s):

Because of

N

a

X

i=1

a

(log	)

�1

(ai)

�!

a#0

Z

b

0

1

(log	)

�1

(y)

dy

where

b = lim

a#0

N

a

a = � lim

a#0

log f

�

x

(a)

N

a

�

= � min

s�x�t

log f(x);

the proof is complete.

Example 1 For every 0 < p < 1 there is a convex increasing function  : [0;1) �!

[0;1) which satis�es the conditions of Theorem 1, but  

p

does not.

This function then satis�es

Z

1

c

log 

p

(x)

x

2

dx =

Z

1

c

p

log (x)

x

2

dx = p

Z

1

c

log 

�

(x)

x

2

dx =1

but (C) does not hold for  

p

. This shows that in (C) (and in (C

0

)) the convex lower

envelope cannot be replaced by the function itself. Switching roles of  and  

p

, the
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example also shows that in the last statement of the theorem the convexity of  

cannot be replaced by the convexity of  

p

for p > 1. With some additional e�ort one

could modify the example in such a way that for no p < 1 the function  

p

satis�es

the conditions of Theorem 1.

Construction: We write q instead of

1

p

. We start by setting b

0

= 0, 


0

= 0,

�

0

= 1: We shall choose recursively points a

1

< b

1

< a

2

< b

2

< : : : and real numbers

�

k

; �

k

; 


k

; k 2 N and set

 (x) =

8

<

:

a

q

k

for x = a

k

�

k

e

qx

for a

k

< x < b

k

�

k

x+ 


k

for b

k

� x < a

k+1

(10)

So the function alternates between a�ne and exponential type. The constants

are chosen in such a way that at the points a

k

the graph of  is bent upwards, while

at the points b

k

the two one-sided derivatives agree.

Assume that all numbers a

i

; b

i

; �

i

; �

i

; 


i

with i < k are already chosen such that (10)

gives a continuous convex increasing function on some interval [0; b

k�1

+ "] which is

di�erentiable with the possible exception of the points a

i

for i < k. In the case k = 1

let a

1

= 1. For k > 1 we then know that a

k�1

� 1 and, comparing logarithmic deriva-

tives of  and of x

q

, respectively, we see that  (x) > x

q

on the interval (a

k�1

; b

k�1

],

in particular �

k�1

b

k�1

+


k�1

> b

q

k�1

. Since q > 1 this implies that there is a solution

> b

k�1

of the equation

�

k�1

x+ 


k�1

= x

q

(11)

which we choose as a

k

. Then  is de�ned on [b

k�1

; a

k

] by the third part of (10).

Choose �

k

such that �

k

e

qa

k

= a

q

k

; i.e. �

k

= a

q

k

e

�qa

k

: Let b

k

=

3

2

a

k

and de�ne  on

[a

k

; b

k

] according to the second part of (10). The numbers �

k

and 


k

are determined

by the equation of the (left) tangent of  at b

k

.

Verification: By construction,

 

0

(a

k

�) = �

k�1

=  

0

(b

k�1

�) = q (b

k�1

) < q (a

k

) =  

0

(a

k

+):

i.e. this extension of  continues to be convex and continuous. Moreover,

 (b

k

) = �

k

e

qb

k

= a

q

k

e

�qa

k

e

q

3

2

a

k

= a

q

k

e

q

2

a

k

: (12)

The sequence (a

k

) is certainly unbounded by the choice of the b

k

. By construction of

a

k

, at this point the slope of y = x

q

is bigger than �

k�1

. Thus,

qa

q�1

k

> �

k�1

=  

0

(b

k�1

) > q (a

k�1

) = qa

q

k�1

and hence

a

k

a

k�1

> (a

k�1

)

1

q�1

: This implies

a

k

a

k�1

�!1: (13)
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Because of (12) and (13)

Z

a

k+1

a

k

log (x)

x

2

dx � log (b

k

)

Z

a

k+1

b

k

1

x

2

dx

= (q log a

k

+

q

2

a

k

)

�

1

3

2

a

k

�

1

a

k+1

�

�

q

4

for eventually all k. Together with the convexity this shows that  satis�es condition

(C).

On the other hand, for z

k

=

1

a

k

, (13) implies

P

1

k=1

z

k

<1. But

z

k

 

p

(

1

z

k

) =

1

a

k

(a

q

k

)

1

q

= 1

and, therefore,

P

1

k=1

z

k

 

p

(

1

z

k

)e

�i

< 1: So  

p

does not have property (B). This

concludes the discussion of the example.

3 Logarithmic derivatives and quasiinvariance

LetM(E) be the linear space of �nite signed measures on a measurable space (E;B),

equipped with the total variation norm k � k . Let C be a linear space of bounded test

functions on E which is normde�ning forM(E), k�k = supf

R

' d� : ' 2 C; k'k

1

�

1g for all � 2 M(E). Typical examples of spaces C with this property are the space of

bounded continuous functions for a topology for which B is the class of Baire sets, i.e.

the �-�eld generated by C, or the space of smooth cylindrical functions on a Hilbert

space. Let I be a real interval and let (�

t

)

t2I

be a family of elements ofM(E). We

call this map �

C

-di�erentiable at t 2 I with logarithmic derivative �

t

2 L

1

(�

t

) if for

every ' 2 C the function s 7!

R

' d�

s

is di�erentiable at t with derivative

d

ds

js=t

Z

' d�

s

=

Z

'�

t

d�

t

: (14)

The measure �

t

�

t

is the derivative of the M(E)-valued curve (�

t

) with respect to

the topology �

C

= �(M(E); C) and is denoted by �

0

t

. An important special class of

examples are families (�

t

)

t2R

which are induced by a measurable 
ow: If T = (T

t

)

t2R

is a one-parameter group of bimeasurable bijections of E, and � 2 M(E) is a �xed

measure, one considers the family of measures �

t

= ��T

�1

t

. If (�

t

) satis�es the above

di�erentiability condition at one (and then at all) t we call � di�erentiable along T

with logarithmic derivative � = �

0

. In this case the logarithmic derivative for general

t is given by

�

t

(x) = �(T

�t

x): (15)

This extends the concept of the di�erentiability of a measure on a linear space in

a certain direction which was the main subject of [2] and the relevant parts of [6].

The more general aspects have been studied, starting with [3], in [5] and [7], for a

Documenta Mathematica 3 (1998) 261{272



Which Moments of a Logarithmic Derivative : : : 269

comparison with concepts of the Gross-Malliavin calculus see e.g. [8].

We need two results from [7]: (a) Suppose that �

t

exists for all t 2 I , and that

Z

I

k�

t

k

1;�

t

dt =

Z

I

k�

0

t

k dt <1: (16)

Then there are a probability measure � on B and B�B(I)-measurable functions g; g

0

on

E � I such that �

t

(dx) = g(t; x)�(dx); �

0

t

(dx) = g

0

(t; x)�(dx) and thus �

t

(x) =

g

0

(t;x)

g(t;x)

�-a.e. for Lebesgue almost all t 2 I and �nally

g(b; x)� g(a; x) =

Z

b

a

g

0

(s; x)ds for all x 2 E and a; b 2 I: (17)

(b) If, moreover, the pointwise integrability condition

Z

b

a

j�

s

(x)j ds <1 j�

a

j+ j�

b

j � a:e: (18)

holds then all measures �

t

; a � t � b are equivalent and we have the 'abstract

Cameron-Martin' formula

d�

b

d�

a

(x) = exp

Z

b

a

�

s

(x) ds: (19)

The condition (18) clearly is necessary for (19) to make sense. But how can one

verify it ? The interaction of the Radon-Nikodym derivatives �

t

for varying t may

be complicated. Therefore, it seems desirable to have su�cient conditions for the

equivalence of the �

t

in terms of the onedimensional laws of the �

t

with respect to

the measures �

t

. The following continuation of the main result of the �rst section

provides an answer of this type.

Theorem 3: A function  : [0;1) ! [0;1) satis�es the conditions (A) � (C

0

) of

Theorem 1 if and only if the following holds: For every �

C

-di�erentiable and k � k-

bounded family (�

t

)

t2I

; I � R of signed measures on a measurable space and a; b 2 I

with

Z

b

a

k (j�

t

j)k

1;�

t

dt <1 (20)

the measures �

t

; a � t � b are equivalent to each other. Moreover, for such functions

 the condition (20) implies the abstract Cameron-Martin formula formula (19).

Proof: 1. Suppose that  has the indicated property. We want to show that

condition (A

0

) of Theorem 1 is ful�lled. Let f be an absolutely continuous nonnegative

function on the real axis for which x 7!  (j

f

0

f

(x)j) f(x) is locally integrable and such

that f does not vanish everywhere. We have to show that f is strictly positive.

Otherwise there are two points a; b with f(a) > 0 and f(b) = 0. Without loss of

generality a < b. Let �

t

(dx) = f(x+ t)dx. In order to apply our condition, we have
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to make sure that these measures are �nite. For this, rede�ne f on [b;1) by f(x) = 0

and on [�1; a) by f(x) = f(a) exp(x� a) Then

Z

a

�1

 (j

f

0

f

(x)j)f(x) dx =

Z

a

�1

 (1)f(a) exp(x� a) dx <1

and, similarly,

R

1

b

 (j

f

0

f

(x)j)f(x) dx = 0 <1. The modi�ed f still satis�es (1) and

it is certainly Lebesgue integrable. Thus, we have the 
ow situation mentioned above

with T

t

x = x� t. The family �

t

is di�erentiable (even for the topology induced by the

total variation norm) with �

t

(x) =

f

0

f

(x+ t). Then the local integrability assumption

and the two tail estimates imply

R

 (j�

t

(x)j) �

t

(dx) =

R

 (j�

0

(x)j) �(dx) <1 for all

t. Therefore, the condition (20) is satis�ed. By our assumption on  this implies that

the measures �

t

are all equivalent, i.e. the function f cannot vanish on a half-line as

our f does. This contradiction shows that f must be strictly positive. Hence  has

property (A

0

).

2. Suppose, conversely, that  is a function of the type considered in Theorem 1. Let

�

t

be a �

C

-di�erentiable and k � k-bounded family (�

t

)

t2I

; I � R of signed measures

on a measurable space and let a; b 2 I with (20) be given. First we claim that (16)

holds. In fact from condition (C) in Theorem 1 we �nd positive constants u; v such

that v (y) � y for all y > u. Then

k�

t

k

1;�

t

=

Z

E

j�

t

(x)j d�

t

� v

Z

j�

t

j>u

 (j�

t

j) dj�

t

j+

Z

E

u dj�

t

j

� vk (j�

t

j)k

1;�

t

+ uk�

t

k:

Since the measures are k � k-bounded (20) implies (16). Therefore we can choose g; g

0

and � with the properties listed after (16). Then (20) can be rewritten as

Z

b

a

Z

E

 (j

g

0

(t; x)

g(t; x)

j)g(t; x) �(dx) dt <1:

By Fubini, there is a �-nullset N such that

R

b

a

 (j

g

0

t

g

t

(x)j)g

t

(x) dt < 1 for every

x 2 E n N . Then extending t 7! g(t; x) outside of the interval [a; b] by exponential

tails (or zero) as in the �rst part of this proof we can apply condition (A) in Theorem

1 and conclude that for each x 2 E nN either g(t; x) > 0 for all t 2 [a; b] or g(t; x) = 0

for all t 2 [a; b]. This implies that the measures �

t

; t 2 [a; b] are all equivalent.

3. Moreover the function g(�; x) is continuous by (17) and therefore it is bounded

away from 0 by some constant �(a; b; x) on the interval [a; b] for �

a

- (and �

b

-) almost

all x 2 E. Then (17) and the representation �

t

(x) =

g

0

(t;x)

g(t;x)

show that (18) and hence

also (19) hold.

In particular, we get the following version of Skorokhod's theorem for the function

given by  (y) = exp(

y

j log(y)j

) for y > 0.

Corollary 4 Let � be a probability measure on a measurable space E and let T =

(T

t

)

t2R

be a measurable 
ow on E. Suppose � is �

C

-di�erentiable along T with

logarithmic derivative �. If � satis�es the following integrability condition

Z

E

exp

�

j�(x)j

j log(j�(x)j)j

�

�(dx) <1
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then � is quasiinvariant under the 
ow T and the corresponding Radon-Nikodym

derivatives are given by (19). But, even for translation families on the real axis, the

quasiinvariance is not implied by the weaker condition

Z

E

exp

�

j�(x)j

log(j�(x)j)

2

�

�(dx) <1:

Proof: We consider the function  (y) = exp(

y

j log(y)j

) for y > 0. Then it is easily

veri�ed that  is convex and increasing for su�ciently large y and, thus, it satis�es

the criterion (C). Because of (15) we have

k (j�

t

j)k

1;�

t

=

Z

 (j�j) � T

�1

t

d�

t

=

Z

 (j�j) d�

for all t, and hence our integrability assumption implies (20).

On the other hand  (y) = exp(

y

log(y)

2

) for y > 0 de�nes a function which does

not satisfy the condition (C). The function f used in the proof of (A) =) (B) in

Theorem 1 then satis�es (1) for this function  but f has compact support. Therefore

the logarithmic derivative � =

f

0

f

of the measure � 2 M(R) whose density is f ,

satis�es the weakened integrability condition of our Corollary, but this measure is not

quasiinvariant under the 
ow of translations.
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Abstract. Let f�

p

g

p

be a compatible system of two dimansional p{adic Galois

representations attached to a cusp form of Neben type

�

D

�

(D > 0). We

shall give an exact criterion, in terms of the fundamental unit " of Q(

p

D),

determining primes p for which the image of �

p

mod p is dihedral. Then we

shall state a conjecture which gives an explicit description of the universal p{

ordinary deformation ring of such mod p dihedral representations.

0. Introduction.

For a given 2{dimensional compatible system f�

p

g

p

of p{adic representations of

Gal(Q=Q) associated to an elliptic Hecke eigenform, if the image of one member

�

p

at a prime p is full containing the maximal compact subgroup of SL(2), then the

image is full for almost all primes p (cf. [R1]). Thus it is interesting to know for which

primes the image shrinks to a proper subgroup of the maximal compact subgroup.

This turns out to be quite an Arithmetic question; for example, if the system is asso-

ciated to an elliptic Hecke eigenform of weight � and of level 1, the image is reducible

modulo p only for irregular primes dividing the numerator of the Bernoulli number B

�

([R]) if the prime p is large: p > �+ 1 (pjp). This work of Ribet opened a possibility

of a modular approach to the Iwasawa main conjecture, which was culminated by the

proof of the conjecture by Mazur and Wiles 8 years later.

In this short note, we would like to determine when the image modulo p is dihedral

for non-dihedral systems. If it is the case for pjp, � = (�

p

mod p) is isomorphic to

an induced representation Ind

Q

F

' of a Galois character ' of a quadratic extension

F over Q. We assume that F = Q(

p

D) is real (i.e. D > 0) to guarantee the

non-dihedralness of the modular compatible systems. In the early 70's, Shimura

discovered, under certain conditions, that the primes for which � is dihedral (for the

system associated to an elliptic cusp form of weight 2 and of \Neben" type � =

�

D

�

)

are given by prime factors of N

F=Q

(" � 1) for a positive fundamental unit " of F

([S] and [S1]). Using this fact, he was able to show that the abelian extension of

F associated to ' is generated by the coordinate of a certain torsion point of the

1
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Jacobian of a modular curve (solving Hilbert's twelfth problem in this special case).

The character ' as a Dirichlet character is just a 7! (a mod p) for algebraic integers

a 2 F , and hence " � 1 mod p. Later some other Japanese mathematicians studied

this phenomenon (cf. [O] and [K]), trying to eliminate some experimental nature of

the argument of Shimura, and the general expectation was that the criterion holds

for weight � �{Neben forms � in terms of prime factors of N("

��1

� 1) in place of

N("�1) (see below Theorem 1). Although we have written � for the Hecke eigenform

with the required property for p, it is not a theta series. However the dihedralness

modulo p of the p{adic Galois representation of � is equivalent to have a congruence

modulo p between � and a theta series of weight 1 of a norm form of the quadratic

�eld Q(

p

D).

Recently I found with Maeda ([HM] Section 3) that a Hecke eigenform f of level

N jD has a base-change to GL(2) over totally real �elds E if p > 2�� 1 and f has a

congruence f � � mod l for a prime ljD such that f is ordinary for l and the mod l

Galois representation of f is irreducible. The �eld E is any totally real �eld in which

all prime factors of pD are unrami�ed. Thus it becomes increasingly important for

us to know for what primes p the dihedral reduction � shows up. This is the reason

why we would like to record the exact criterion as stated below.

To make things precise, let us �x notation: Let F = Q(

p

D) � R be a real

quadratic �eld with discriminant D > 0 and Galois group � = Gal(F=Q). Let

� =

�

D

�

be the Legendre symbol; thus,

b

� = fid; �g for the Pontryagin dual

b

�

of �. Let  2

b

�, and consider the space of elliptic cusp forms S

�

(�

0

(C);  ) of

weight � and of level given by the conductor C = C( ) of  . Let A be a subring

of C . We write h

�

(C( );  ;A) for the A{subalgebra of the linear endomorphism

algebra of S

�

(�

0

(C);  ) generated over A by Hecke operators T (n) for all n. Let

� = �

�

: h

�

(C( );  ;Z)! C be an algebra homomorphism and A be a valuation ring

of Q(�) with residual characteristic p. Here Q(�) is the number �eld generated by

�(T (n)) for all n. Let O be the m

A

{adic completion for the maximal ideal m

A

of A.

We write � = �

�

: G = Gal(Q=Q) ! GL

2

(O) for the Galois representation attached

to �. We put � = (�

�

mod m

O

) : G ! GL

2

(F) for F = O=m

O

. Let " > 0 be a

fundamental unit of F . Then it is easy to see that pjN("

��1

�1) (for even positive �)

implies �(p) = 1 provided that p > 2 and N(") = �1. We would like to give a proof

of the following fact:

Theorem 1. Let p be a prime of Q(�) associated to A. Suppose p � 3. Then

(1) If �(T (p)) 2 A

�

and the restriction �

F

of � to H = Gal(Q=F ) is reducible

but � is absolutely irreducible, then  = �, �(p) = 1 and pjN("

��1

� 1) for a

fundamental unit " of F which is positive at some real place of F ;

(2) If  = �, �(p) = 1 and pjN("

��1

� 1) for even � and a prime p with � > 2

or p � 5, then there exist � = �

�

: h

�

(D; ;Z) ! C and p such that (i)

�(T (p)) 62 p, (ii) � is absolutely irreducible, but (iii) �j

H

is reducible.

Moreover if �(p) = 1, pjN("

��1

� 1) and  = �, then � as in (2) is p{ordinary. Here

we call a Galois representation � p{ordinary if its restriction to each decomposition

group at p is isomorphic to

�

� �

0 �

�

for an unrami�ed character �.

This should be known to specialists and is a consequence of a theory developed by

the mathematicians quoted above ([S], [S1], [O] and [K]). However in these papers,
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some redundant assumptions are made, and it seems to me that the theorem is never

stated in the literature in the above form. Although there is nothing essentially new in

the proof, we shall give a proof based on my earlier works ([H86a,b]) and the theorems

of Fontaine, Deligne and Mazur ([E] 2.5-6, 2.8) on classi�cation of mod p modular

Galois representations. Then we shall give a conjecture predicting the structure of the

local component of the universal p{ordinary Hecke algebra through which �

�

in the

theorem factors (Conjecture 2.2). This conjecture is a �{adic version of the theorem

and directly relates " with the universal p{ordinary Hecke algebra (and hence with

the universal p{ordinary deformation ring of � by [W]; see also [HM] Section 4).

1. Divisibility of N("

��1

� 1).

Let � be a quadratic character associated to a quadratic extension F=Q. Here �rst

we study general properties of a p{adic Galois representation satisfying � 
 �

�

=

�

(attached to an Hecke eigenform in S

�

(�

0

(C( ));  ) for  2 fid; �g), and after that,

we shall prove the �rst statement of Theorem 1. We suppose that �
�

�

=

� throughout

this section.

We assume p � 3. For a while, we do not assume that F is real. Let !

p

be

the Teichm�uller character of G (at p). If  = �, suppose �rst that � is reducible:

�

�

=

�

� �

0 "

�

; we have �" = �!

��1

p

and �� = ", because �� = � never happens if p

is odd. This shows that �

2

= !

��1

p

and hence � is odd if  = �, F is an imaginary

quadratic �eld, and � = !

(��1)=2

p

. If  = id and � is reducible, then � is even,

� = !

��1

�

�2

and hence F is again imaginary.

We now suppose that � is absolutely irreducible. Let f =

P

1

n=1

�(T (n))q

n

be the

Hecke eigenform with eigenvalues �. Then we look at the base change lift

b

f of f to

GL(2)

=F

(see [DN], [N] and [J]). Since

b

f is of level 1, �

F

is unrami�ed outside p (cf

[C] and [T]). Then we have a character ' : H ! F

�

such that �

�

=

Ind

Q

F

' (see Lemma

3.2 in [DHI]). Then by comparing the determinant, we get

' � '

�

= !

(��1)e

p

;

where e is the rami�cation index of p in F=Q, '

�

(g) = '(�g�

�1

) for � 2 G which

induces a non-trivial automorphism on F and !

p

is the Teichm�uller character of G

restricted to H. If F is real, this shows that �1 = det(�)(c) = !

(��1)e

p

(�1) for a

complex conjugation c. Thus e = 1 if F is real. Let c be the conductor of ', which

divides a high power of p. Since the conductor of !

p

is p, c \ c

�

= p. The absolute

irreducibility of � implies that ' 6= '

�

.

Suppose that p is rami�ed in F . Thus F has to be imaginary. Then automatically,

we have ' = '

�

on the inertia group I

p

at pjp because ' is a character modulo p

for a unique prime p of F over p. Thus � becomes reducible if the class number of F

is prime to jFj � 1, contradicting to the irreducibility assumption. This also implies

that '

2

= !

2(��1)

on I

p

. Thus ' = !

��1

on I

p

.

We hereafter assume that p - D. Let A be a valuation ring of Q(�) with residual

characteristic p. Suppose that �(T (p)) = a(p; f) 6� 0 mod m

A

. We �x an embedding

Documenta Mathematica 3 (1998) 273{284



276 Haruzo Hida

i

p

: Q ,! Q

p

associated to a prime P of Q , and assume that Pjm

A

. Then by [H86b]

Corollary 3.2 (see also [H88] when p = 3), we can �nd an algebra homomorphism

�

0

: h

�

0

(C( );  ;Z)! Q

p

of weight 2 � �

0

� p+ 1 so that �

�

�

=

�

�

0

, � � �

0

mod P

and � � �

0

mod p�1. Then by Deligne's theorem ([E] 2.5), p = pp

�

in F with p 6= p

�

,

'(x) = x

��1

mod p, and C = p. Write r for the integer ring of F . Regard ' as a

Dirichlet character of (r=p)

�

with values in F

�

. Thus supposing that F is real (and

hence that � is even), "

��1

+

mod p = '("

+

) = 1 for the totally positive fundamental

unit "

+

of F . Thus pj"

��1

+

� 1. If " 6= "

+

, we may assume "

+

= "

2

and ""

�

= �1

for the generator � of �. Since "

��1

+

� 1 = "

2(��1)

� 1 = ("

��1

� 1)("

��1

+ 1) =

(�"

��1

)N("

��1

� 1), pjN("

��1

� 1) () pjN("

��1

+

� 1). The determinant of Ind

Q

F

'

is given by '

Z

�, where regarding ' as a Dirichlet character modulo p, '

Z

is the Galois

character associated to the restriction of the Dirichlet character ' to Z. This shows

that  !

��1

= det(�) = det(Ind

Q

F

') = �!

��1

, and hence  = �. Thus we get

Proposition 1.1. Suppose p � 3 and that F = Q(

p

D) is a real quadratic �eld

of discriminant D > 0. Let � =

�

D

�

be the Legendre symbol. If �

�

=

� 
 � for

� : h

�

(C( );  ;Z)! A with  2

b

� and �(T (p)) 2 A

�

, then  = �, �(p) = 1 and

pjN("

��1

� 1) for a fundamental unit " of F which is positive at some real place of

F . Moreover � is p{ordinary and p - D.

We remark that, by [DHI] Lemma 3.2, the following conditions are equivalent under

the absolute irreducibility of �:

(1) �
 �

�

=

�;

(2) �

F

is reducible;

(3) �

�

=

Ind

Q

F

' for ' with '

�

6= '.

The �rst statement of Theorem 1 follows from this remark and the above proposition.

Since we have only dealt with the case where �(T (p)) 6� 0 mod m

A

, we here add

two remarks on what happens if �(T (p)) � 0 mod m

A

. Suppose that �(T (p)) � 0 mod

m

A

and 2 � � � p+ 1. Then by Fontaine's theorem ([E] 2.6), the restriction of � to

the decomposition group at p is irreducible, p has to be inert in F , and '(x) = x

��1

mod p for x 2 r

�

p

. If F is real, we take complex conjugation c 2 Gal(Q=F ). Then

we have det(�)(c) = (�1)

2��2

= �1. This shows that F has to be imaginary to have

�(T (p)) = a(p; f) � 0 mod m

A

and 2 � � � p+ 1.

As is well known (cf. [E]), we can �nd an algebra homomorphism

�

0

: h

�

0

(C( );  ;Z)! Q

p

of weight 2 � �

0

� p+1 such that �

�


!

a

�

=

�

�

0

for a suitable a. If the restriction of

� to the decomposition group at p is irreducible (that is, super-singular), twisting by

!

a

p

does not change super-singularity. If the restriction to the decomposition group

is reducible, (�

�

0

mod p) has to be p{ordinary by Fontaine's theorem and Deligne's

theorem combined.
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2. �{adic version.

Let p � 3 be a prime and F be a �nite �eld of characteristic p. We start from a

character

' : H ! F

�

with '(c)'(�c�

�1

) = �1:

Thus � = Ind

Q

F

' : G ! GL

2

(F) is absolutely irreducible. Note that � is p{ordinary if

and only if p = pp

�

for primes p 6= p

�

of r. In this case, we have that C(') = p. We

take O to be the ring of Witt vectors of the �nite �eld F which is generated over F

p

by the values of '. Let K be the �eld of fractions of O. We use the same symbol '

for the Teichm�uller lift of ' to O

�

. On the inertia at pjp, ' = !

��1

p

for some positive

even integer �, where !

p

is the Teichm�uller character modulo p. This implies that

pj"

��1

+

�1. Conversely, if pj"

��1

�1 for an even positive integer � and �(p) = 1, !

��1

p

gives rise to a class character modulo p1 for an in�nite place 1 of F and hence to a

character ' of H with the above property by class �eld theory. We �x an embedding

i

p

: Q ,! Q

p

and regard O as a subring of Q

p

. Thus we can think of ' having values

in Q � C . Then we have a theta series �(') =

P

n�r

'(n)q

N(n)

2 S

1

(�

0

(Dp); �!

��1

)

such that the associated `{adic representation �

�(')

is isomorphic to Ind

Q

F

' for all `

[He].

We write � for the Iwasawa algebra O[[�]] for � = 1+pZ

p

. Let h

ord

(Dp

1

; �;O) be

the universal p{ordinary Hecke algebra of tame character � = �!

�

p

with coe�cients

in O as de�ned in [H86a]. Although it is assumed that p > 3 in [H86a], the result

quoted above remains valid for p = 3 (see [H88] or [H93] Section 7.3). Let Z[!

a

p

] be

the subalgebra of C generated by the values of i

�1

p

!

a

p

, and put

h

�

(Dp; �!

a

p

;B) = h

�

(Dp; �!

a

p

;Z[!

a

p

])


Z[!

a

p

]

B for B = O or K.

The algebra h

ord

(Dp

1

; �!

�

p

;O) is a 
at �{algebra. Let h

ord

�

(Dp; �!

a

p

;O) be the

maximal algebra direct factor on which the image of T (p) is invertible. We then

put h

ord

�

(Dp; �!

a

p

;K) = h

ord

�

(Dp; �!

a

p

;O) 


O

K. The algebra homomorphism �

k

:

� ! O induced by the character: � 3 
 7! 


k

gives rise to a surjective O{algebra

homomorphism

�

k

: h

ord

(Dp

1

; �!

�

p

;O)


�;�

k

K ! h

ord

k

(Dp; �!

��k

p

;K)

sending T (n) to T (n) for all n and all k � 1, and �

k

is an isomorphism for all k � 2.

In particular, for k = �, we have

h

ord

(Dp

1

; �!

�

p

;O)


�;�

�

K

�

=

h

ord

�

(Dp; �;K)

�

=

h

ord

�

(D;�;K);

where the last isomorphism is only valid for � > 2. If p > 3 the above isomorphisms

are valid even for O in place of K. For k = 1, we have an algebra homomorphism

�

1

: h

1

(Dp; �!

��1

p

;O) ! O given by �(')jT (n) = �

1

(T (n))�('). Take a minimal

prime ideal P of h

ord

(Dp

1

; �!

�

p

;O) such that P � Ker(�

1

). Thus writing I for

h

ord

(Dp

1

; �!

�

p

;O)=P, we have a �{algebra homomorphism

�

I

: h

ord

(Dp

1

; �!

�

p

;O)! I
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lifting �

1

. For each prime divisor P 2 Spec(I) with P � Ker(�

k

), we have �

P

:

h

k

(Dp; �!

��k

p

;O) ! Q

p

induced by �

I

mod P . If k = � > 2, �

P

is induced by a

unique �

�

: h

�

(D;�;O) ! Q

p

. Anyway we have a p{adic family of ordinary forms

specializing to �(') at weight 1.

Let P be the prime associated to the embedding i

p

: Q ,! Q

p

. Since a(q; f) =

�(q)a(q; f) (q - D) for the weight � specialization f (associated to �

�

as above), f

has the property that

P �

n

a(q; f)� a(q; f)

�

�

q - D

o

;

where z 7! z indicates complex conjugation. Thus writing Q(�

�

) for the �eld gener-

ated by �

�

(T (n)) for all n and Q(�

�

)

+

for its sub�eld �xed by the complex conjuga-

tion, we see that [Q(�

�

) : Q(�

�

)

+

] = 2, and P should divide the relative di�erent of

Q(�

�

)=Q(�

�

)

+

.

Let h be the local ring of the Hecke algebra h

ord

(Dp

1

; �!

�

p

;O) through which �

I

factors. We have a bijection ([H86a] Section 1) for k � 2:

Hom

O�alg

(h


�;�

k

K;Q

p

)

�

=

�

f 2 S

k

(�

0

(Dp); �!

��k

p

)jf is a normalized eigenform with f � �(') mod P

	

:

In particular, if k = � > 2, h 


�;�

�

K is isomorphic to an algebra direct fac-

tor of h

�

(D;�;K) (cf. [H86a] Proposition 4.7), and hence �

�

has to belong to

Hom

O�alg

(h


�;�

k

K;Q

p

).

We claim that if k = � = 2 and p � 5, then for some hight 1 prime P containing

Ker(�

k

), �

P

is still induced by �

2

: h

2

(D;�;O) ! Q

p

. To prove the claim, we

introduce a notion of 
atness of �. Let L be a number �eld, and write O

l

for the

l{adic completion of the integer ring of L. A mod p representation � : Gal(Q=L) !

GL

n

(F) is called 
at over L if its restriction to the decomposition group of each Pjp

is isomorphic to a representation realized on the special �ber of a �nite 
at group

scheme (with a structure of F{vector space) de�ned over O

P

. Since !

p

is 
at over

F , � = Ind

Q

F

' is 
at over Q. Then by a theorem of Mazur, see [E] 2.8, we can �nd

�

2

as above. The theorem tells us that the q{expansion f =

P

n

�

P

(T (n))q

n

mod p

is the q{expansion of a mod p{modular form g on X

1

(D)

=F

p

. Since the statement

of [E] 2.8 only concerns mod p modular forms, the condition p � 5 is not explicitely

stated. Here we mean by a mod p modular form of weight k a global section of !


k

over X

1

(D)

=F

p

(as in [E] 2.1). But for the given mod p modular form f = g as above

to be lifted to a classical modular form f 2 H

0

(X

1

(D)

=Z

p

; !


2

), one needs to have a

characteristic 0 lift of the Hasse invariant A. Such a lift exists under the assumption

p � 5. This shows the assertion (2) of Theorem 1, and we �nish the proof of Theorem

1.

Here we record what we have actually shown in the above proof of Theorem 1:

Proposition 2.1. Suppose pjN("

��1

� 1) for an odd prime p with �(p) = 1 and an

even positive integer �. Then

(1) There exists a �nite order character ' : H ! Q

�

of conductor p such that (i)

' coincides with !

��1

p

on the inertia group at p for the Teichm�uller character

!

p

and (ii) '(c)'(�c�

�1

) = �1 for complex conjugation c;
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(2) Let � = �

�

: h

�

(Dp; �;Z)! Q be a specialization at weight � of the �

I

. Then

�

�

�

=

Ind

Q

F

'.

We now study the structure of the local ring h de�ned above. We write CNL

O

for the category of complete noetherian local O{algebras with residue �eld F. Let

F

(p)

=F be the maximal extension inside Q unrami�ed outside fp;1g for the in�nite

place 1 of Q. By a theorem of Wiles [W] Theorem 3.3, if p 6= 2� � 1, the ring h

along with Galois representation �

h

: G

(p)

= Gal(F

(p)

=F ) ! GL

2

(h) of h represents

the deformation functor F

ord

Q

: CNL

O

! SETS given by

F

ord

Q

(B) =

n

� : G

(p)

! GL

2

(B)

�

�

� � � mod m

B

and � is p{ordinary

o

= �;

where � = (Ind

Q

F

' mod m

O

) and \�" is the strict equivalence (cf. [M]). The associ-

ation: � 7! � 
 � gives a natural transformation of F

ord

Q

onto itself, inducing a ring

automorphism � : h ! h. To see this, we consider the involution W on S

�

(�

0

(p); �)

induced by

�

0 �1

D 0

�

. Since WT (n)W = �(n)T (n) for n prime to D, conjugation

by W coincides with � . Note that WT (n)W is the adjoint operator T

�

(n) of T (n)

under the Petersson inner product, and T

�

(n) is an element in h

�

(D;�;Z). Since

this is true for all k with k � � mod p � 1, we have an involution � on h such that

WTW = �(T ) on h 


�;�

k

O for all such k. We write h

+

the subalgebra of h �xed

by � . The automorphism � induces the complex conjugation on Q(�

�

), which is the

automorphism of Q(�

�

) �xing Q(�

�

)

+

.

We take p � 3 as in Theorem 1 such that pj"

��1

�1 and �(p) = 1. We now identify

Z

p

with r

p

via inclusion: Z ,! r, and assume P \ r = p. In this way, we have � =

1+ pZ

p

,! r

�

p

. We �x a generator u of � and identify �

�

=

O[[T ]] via u 7! 1+ T . Let

\log" be the p{adic logarithm function. Then we write h"i for (u

�1

(1+T ))

log(")= log(u)

,

which is the unique element in � such that �

k

(h"i) = "

k�1

!

p

(")

1�k

. In particular,

�

�

(") = "

��1

.

We write h

ord

(p

1

; �;O)

=F

for the universal ordinary Hecke algebra for GL(2)

=F

de�ned in [H88] for Hilbert modular forms (analogously to h

ord

(Dp

1

; �;O) for elliptic

modular forms), which is again a �{algebra. This algebra is reduced, because it

specializes to level 1 Hecke algebras (which is reduced) modulo Ker(�

k

) for all k > 2

with k � � mod p � 1. Let

b

h be the local ring of h

ord

(p

1

; !

�

p

;O)

=F

through which

b

�

�

factors. We have a canonical Galois representation �

b

h

: H ! GL

2

(Frac(

b

h)) such

that Tr(�

b

h

(Frob

l

)) is given by the projection of T (l) to

b

h for all primes l prime to

p. Here Frac(

b

h) is the total quotient ring of

b

h. Then as in [DHI] Section 3.4, we can

de�ne the base change map � :

b

h! h so that �(Tr(�

b

h

)) = Tr(�

h

)j

H

.

Conjecture 2.2. Suppose that p � 3. Let h

+

be the subalgebra of h �xed by � . Then

if O is su�ciently large, under the above assumption and the notation, we have

(1) h

�

=

h

+

[

p

h"i � 1],

(2) h(� � 1)h = h

p

h"i � 1,

(3) Im(�) = h

+

.
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Here h

+

[

p

�] = h

+

[X ]=(X

2

� �) for � 2 h

+

.

The reason why we need to assume O to be large is as follows: What we actually

expect is that the ideal h(��1)h is generated by an element � such that �

2

= x(h"i�1)

with x 2 h

�

. If h

+

is a Gorenstein ring, the relative di�erent h(� � 1)h has to be

principal (because, the Gorenstein-ness of h is known by Taylor-Wiles [W]). Since

Hecke algebras tend to be Gorenstein (actually even a local complete intersection),

expecting h

+

would be Gorenstein may not be so outrageous. The unit x may not be

a square in h. Since p is odd, replacing O by its quadratic extension if necessary, we

may assume that x is a square in h and get the conclusion of the conjecture over O.

Related to the above reason, let us add one more remark. We have possibly 4

choices of ": "; "

�1

;�";�"

�1

. This yields two choices of h"i: h"i and h"i

�1

. Note

that h"i

�1

� 1 = h"i

�1

(1� h"i). Since h"i

�1

is a square in �, if we add

p

�1 to O if

necessary, the statement of the conjecture does not depend on the choice of ".

Out of this conjecture, we can prove Conjecture 3.8 of [DHI], and some other

supporting evidences for this conjecture and the above are discussed in [DHI].

3. Examples.

We compute the odd primes p appearing in N("

��1

� 1) for even positive � in some

special cases. We take a real quadratic �eld F = Q(

p

d) for a square-free d. We

assume that ""

�

= �1, which is equivalent to jN("

��1

� 1)j = jTr

F=Q

("

��1

)j. Then

for each given odd prime p of F , " generates a subgroup h"i

p

of (r=p)

�

. Let e = jh"i

p

j.

Then pj"

e

� 1. If p does not split, then pj("

�

)

e

� 1. If e is odd, ("

�

)

e

(")

e

= �1. Thus

pj("

�

)

e

� 1 = ("

�

)

e

(1+ "

e

). This shows pj2 = 1� "

e

+1+ "

e

. This contradicts to the

fact that p is odd. Thus p must split in F . We consider the set S of all odd primes p

dividing "

e

�1 for some odd integer e. For each p 2 S, we write e(p) for the minimum

positive e such that pj"

e

� 1. We choose " so that j"j < 1 and j"

�

j > 1. Thus

jN

F=Q

("

e

� 1)j = jTr

F=Q

("

e

)j �! 1 as e!1:

Since e(p) is the order of " in (r=p)

�

, the set of e such that "

e

� 1 mod p is an ideal

of Z generated by e(p). Let S

e

= fpje(p) = eg. Then

S =

G

e:odd

S

e

and S

e

is a �nite set.

Proposition 3.1. The set S is an in�nite set of split primes. The set S

1

is empty if

and only if the integer d is the square-free part of 2

2n

+1 for a positive integer n (this

implies that d � 1 mod 8 or d = 5). Let q be an odd prime. If q is outside

S

tje

S

t

,

then S

eq

j
6= ; for all j � 1 unless F

2

["] = F

4

and q = 3 and 3 - e. Any element in S

e

is prime to e.

Proof. Let �

e

=

"

e

�1

"�1

. Then jN

F=Q

(�

e

)j ! 1 as e!1. Suppose that S is a �nite

set. We write S = fp

1

; : : : ; p

r

g in which S

1

= fp

t+1

; : : : ; p

r

g. We choose an even

number e

0

so that (i) e

0

is prime to e

1

=

Q

r

i=1

e(p

i

), (ii) e = e

0

+ e

1

is prime to all

elements in S

1

and (iii) jN

F=Q

(�

e

)j > 1. Since �

e

� e mod p for every p 2 S

1

, any

p 2 S

1

does not divide �

e

. Let Q be a factor of 2. If " � 1 mod Q, �

e

� e mod
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Q; thus, �

e

is prime to Q. If " � � mod Q for a cubic root � 2 F

4

, then we take

e so that 3 - e. Then �

e

is prime to Q. By (iii), there is a prime p dividing �

e

. As

we have already seen, p is a split prime. Since e(p) is a factor of e, it is prime to

e(p

i

) for 1 � i � r. We have already seen that any element in S

1

does not divide

�

e

. Thus p is not in S, which is a contradiction. We may assume j"j < 1 and " < 0.

Thus jN

F=Q

("

e

� 1)j = jTr

F=Q

("

e

)j = f("

e

) for f(x) = x �

1

x

. We see for x 2 [�1; 0)

that f(x) = 1 () x =

1�

p

5

2

and that f(x) = 2

n

() x = 2

n�1

�

p

2

2n�2

+ 1.

Thus d 6= 5 is the unique square-free factor of 2

2n�2

+ 1 if and only if S

1

= ;. Since

f(x) is increasing on [�1; 0), if "

e

<

1�

p

5

2

, then 0 < f("

e

) < 1, which is impossible

since f("

e

) is a positive integer. If d 6= 5, then

1�

p

5

2

< "

e

< 0 and f("

e

) > 1 for

any positive e. We now consider g

n

(x) =

f(x

n

)

f(x)

=

P

n�1

m=0

x

n�1�2m

. Since f(x) is

increasing, g

n

(x) = 1 () n = 1, and g

n

(x) > 1 if n > 1. Let q be an odd prime.

Then for each p 2 S

qn

, N

F=Q

p � 1 mod q. Thus p 2 S

qn

is prime to q. In particular,

any element of S

e

is prime to e. On the other hand, g

q

("

em

) � q mod p for all

p 2 S

t

with tje. Suppose that q is outside

S

tje

S

t

. If pjg

q

("

eq

n

) and p 2 S

eq

j
with

j > 0, then q � g

q

("

eq

n

) � 0 mod p, which contradicts to the fact that p 2 S

eq

j
is

prime to eq

j

. This shows that any prime factor of g

q

("

eq

n

) outside

S

tje

S

t

is outside

S

n

j=0

S

eq

j
. Therefore every odd factor of g

q

("

eq

n

) outside

S

tje

S

t

gives an element of

S

eq

n+1
. Thus to prove S

eq

n+1
6= ;, we need to show that g

q

("

eq

n

) is odd. Let Q be a

factor of 2. If " � 1 mod Q, g

n

("

e

) � n mod Q. If " � � mod Q for a cubic root of

unity in F

4

, g

n

("

3e

) � n mod Q and g

n

("

e

) 6� 0 mod Q if 3 - en. Thus if F

2

["] = F

2

,

then S

eq

j
6= ; for all j � 1 and all odd prime q outside

S

tje

S

t

. If F

2

["] = F

4

, then

for q outside

S

tje

S

t

, S

eq

j
6= ; for all j � 1 and all odd prime q provided that either

3je or q 6= 3.

The following result is supplied by Y. Maeda, to whom the author is grateful.

Proposition 3.2 (Y. Maeda). Let " > 1 be a quadratic unit in R satisfying "

2

�

2

n

" � 1 = 0 for a non-negative integer n. If n 6= 2, then " is a fundamental unit in

K = Q["]. Thus, we have

(1) If n 62 f0; 2g(() K 6= Q(

p

5)), for odd e > 2,

S

tje

S

t

6= ; for K;

(2) If K = Q[

p

5], then

S

tje

S

t

6= ; () e � 5 for odd e.

Proof. Let K = Q["] be a real quadratic �eld for a unit " as above. For an odd

integer `, we have Tr("

`

) = �N("

`

� 1), and hence

(�) Tr("

`

)

�

�

Tr("

k

) if `

�

�

k and `k is odd.

Let "

0

be a fundamental unit of K so that " = "

`

0

for " as in the proposition. Then

"

0

> 1. Since N(") = �1, ` is odd, and N("

0

) = �1. By (�), we �nd Tr("

0

) = 2

k

with

0 � k � n, and hence "

0

=

2

k

+

p

2

2k

+4

2

. We divide our argument into the following

three cases:

(i) k � 2, (ii) k = 1 and (iii) k = 0.

(i) We �rst suppose k � 2 and write ` = 2s + 1. We have "

0

= 2

�

+

p

D for
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� = k � 1 and D = 2

2�

+ 1. From the binomial theorem, we get

2

n

= Tr("

`

0

) = 2

k

s

X

r=0

�

`

2r

�

2

�(`�2r�1)

D

r

:

From this, we conclude

(��) 2

n�k

=

P

s

r=0

�

`

2r

�

2

�(`�2r�1)

D

r

.

Since D � 1 mod 2 (k � 2), we get from (��)

2

n�k

�

�

`

2s

�

D

s

� 1 mod 2:

This shows n = k, and the assertion follows.

(ii) Suppose k = 1 ( () � = 0). Then D = 2, and the formula (��) is still valid.

Therefore,

2

n�k

=

s

X

r=0

�

`

2r

�

2

r

� 1 mod 2;

and the conclusion again holds.

(iii) Suppose k = 0. Then "

0

=

1+

p

5

2

. Since we have Tr("

3

0

) = 2

2

= Tr(2 +

p

5),

we need to show

Tr("

`

0

) = 2

n

() ` = 1 or 3:

We are going to show that

` � 5) Tr("

`

0

) is not a 2{power.

By (�), we may assume that ` is either a prime or equal to 9. By computation, Tr("

9

0

)

is not a 2{power. So we may assume that ` � 5 is a prime. Then by Proposition 3.1,

S

`

6= ; because S

1

= ;. This shows the result.

There are in�nitely many d such that S

1

= ;. We list some of them:

d = 5; 17; 41; 257; 4097 = 17 � 241; 16385 = 5 � 29 � 113; 65537;

where 41 � 5

2

= 2

10

+ 1. We give a way of computing S

e

. Since

f("

e

) = j("

e

� 1)(�"

�e

� 1)j = jTr

F=Q

("

e

)j;

writing a

e

= Tr

F=Q

("

e

) and "

2

� a"� 1 = 0 for the equation of ", a

e

satis�es a

0

= 2,

a

1

= a and a

n

= aa

n�1

+ a

n�2

. Thus fa

n

g is a Fibonacci type sequence. Using the

above recurrence relation, it is easy to compute. We list here some:

Case d = 5: S

1

= S

3

= ;; S

5

= f11g; S

7

= f29g; S

9

= f19g; S

11

= f199g;

S

13

= f521g;S

15

= f31g; S

17

= f3571g; S

19

= f9349g;

S

21

= f211g; S

23

= f139; 461g;

Case d = 13: S

1

= f3g; S

3

= ;; S

5

= f131g; S

7

= f1429g; S

9

= f433g;

S

11

= f23; 7393g;

Case d = 17: S

1

= ;; S

3

= f67g; S

5

= f4421g; S

7

= f127; 2297g;

Case d = 29: S

1

= f5g; S

3

= f7g; S

5

= f151g; S

7

= f20357g;

Case d = 37: S

1

= f3g; S

3

= f7g; S

5

= f11; 1951g;

Case d = 41: S

1

= ;; S

3

= f4099g;

Case d = 61: S

1

= f3; 13g; S

3

= f127g;

Case d = 257: S

1

= ;; S

3

= f13; 79g:
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All the above primes show up in the relative discriminant D

+

= D(Z(�

�

)=Z(�

�

)

+

) by

Theorem 1, and we refer to the table in [DHI] Section 2.2 for examples of the numerical

value of D

+

. Here Z[�

�

] is the order of Q(�

�

) generated over Z by �

�

(T (n)) for all

n, and Z[�

�

]

+

= Q(�

�

)

+

\Z[�

�

].

In the above computation, we may change " by �". Thus we may assume that

a = Tr

F=Q

(") > 0. Then if d 6= 5, we see that a > 1 and a

n

= aa

n�1

+ a

n�2

. Since

a

0

= 2 and a

1

= a, a

n

> 0 for all n, and thus a

n

> aa

n�1

. Thus by induction on n,

we see that a

n

> a

n

for n > 1. On the other hand, choosing " > 1, we see that if n is

odd,

a

n

� a

n

= "

n

� "

�n

< "

n

<

�

a+

p

a

2

+ 4

2

�

n

< a

n

�

1 +

p

1 + (2=a)

2

2

�

n

:
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Abstract. The theory of base change is used to give some new examples

of the Global Langlands Conjecture. The Galois representations involved

have solvable image and are not monomial, although some multiple of them

in the Grothendieck group is monomial. Thus, it gives nothing new about

Artin's Conjecture itself. An application is given to a question which arises

in studying multiplicities of cuspidal representations of SL

n

. We explain how

the (conjectural) adjoint lifting can prove GLC for a family of representations

containing the tetrahedral 2-dimensional ones.

1991 Mathematics Subject Classi�cation: Primary 11R39; Secondary 11F70,

22E55.

1 Introduction

The Global Langlands Conjecture asserts that for any n-dimensional irreducible repre-

sentation � of the absolute Galois group (or more generally, the Weil group) of a num-

ber �eld F , there corresponds a cuspidal representation � of GL

n

(A

F

) with matching

Langlands parameters almost everywhere. Speci�cally, if �

v

= Ind

G

B

(j�j

s

1

; : : : ; j�j

s

n

)

then the condition is that

�(Fr

v

) �

0

@

q

�s

1

v

: : :

q

�s

n

v

1

A

:

Such a cuspidal representation � is unique by virtue of strong multiplicity one. This

conjecture implies that the (partial) L-functions of � and � are the same, and hence

Artin's Conjecture for � is true. The case of n = 1 is essentially global class �eld

theory. In ([L]) Langlands observed that the theory of base change, initiated by

Saito and Shintani, can lead to the GLC for some irreducible 2-dimensional Galois

representations with solvable image. This was extended to all such representations in

[Tu]. Later, Arthur and Clozel ([AC]) proved cyclic base change for GL

n

. Thus, the

GLC is preserved under induction from a cyclic extension. In particular, it holds for

representations of the type

Ind

W

F

W

E

�; F �

sc

E, � a Hecke character of E; (�)
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where F �

sc

E means that the extension is obtained by a series of cyclic extensions.

It is then a consequence of results of Jacquet and Shalika ([JS]) to deduce GLC for

irreducible representations which are linear combinations over Z in the Grothendieck

group of representations of the above type. Unfortunately, by a result of Dade ([Da]),

such representations are themselves of type (�). The purpose of this note is to in-

dicate other cases for which the GLC can be proved, using base change. In all our

cases the representation is a linear combination over Q of representations of type

(�). Again, by modifying the result of Dade, some multiple of such a representation

is monomial, so that Artin's Conjecture is automatically satis�ed for it. However,

it is not necessarily monomial itself. The prototype of the new examples is an irre-

ducible n-dimensional representation �, factoring through a group G, whose image in

PGL

n

(C ) has order n

2

(which is the least possible). Equivalently, n� = Ind

G

Z

� in the

Grothendieck group where Z is the center of G and � is the central character of �.

We call such representations minimal. If G is solvable then we know that there exists

an automorphic representation � of GL

n

2

(F ) induced from cuspidals corresponding

to Ind

G

Z

�. If we can show that � is \isotypic", i.e. it is induced from �
� � �
� for �

on GL

n

(F ), then � $ � and GLC is valid for �. This is not immediate; if � = �m

i

�

i

is the \decomposition" of � then a standard argument of L-functions gives us that

P

m

i

2

= n

2

. However, this is not enough to conclude that there is only one sum-

mand. On the other hand, there are lucky situations where it is not di�cult to prove

the \purity" of �, even though � may not be itself monomial. The main point is that

base change and automorphic induction can sometime be used to provide analogues

in the automorphic side of classical results from representation theory of �nite groups,

such as Frobenius reciprocity and Cli�ord theory. Even if we limit ourselves to the

solvable case this does not always work, because we only have the constructions for

normal subgroups. The following is a typical case of our main result.

Theorem 1. Let � be a minimal representation factoring through G. Suppose that

either

1. G=Z has a composition series whose quotients have pairwise coprime orders

(Theorem 4), or,

2. m� = Ind

G

N

� in R(G) where � is minimal, N is normal in G, m

2

= jG=N j,

and both N and G=N are nilpotent (Theorem 5).

Then � is automorphic.

As an application, we address a question which was posed in [La]. The problem

is pertaining to calculating multiplicities of representations of SL(n) in the cuspi-

dal spectrum. There is a heuristic analogue of the multiplicity formula of Labesse-

Langlands for L-packets coming from representations of the Weil group. One would

like to compare the two formulas. Our result here is that the comparison is valid

for L-packets coming from irreducible representations of W

F

induced from a Hecke

character on E where F � E is nilpotent.

In the last section, we focus on the simplest representations for which Artin's

Conjecture is not known. These are higher dimensional analogues of the tetrahedral

2-dimensional representations. In more detail, for any prime power q we consider

q-dimensional irreducible representations � whose image in PGL

q

(C ) is isomorphic
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to F

q

� F

q

o B where B � SL

2

(F

q

) is solvable and q 6 jjBj. The argument in [L]

that proves GLC in the case q = 2 carries over to the general case, provided that we

know that the adjoint lifting from automorphic representations on GL

q

to GL

q

2

�1

exists. While this is far from being proved, even for q = 3, the example is given as an

illustration of a \simple" case to stare at, while working on Artin's Conjecture.

1.1 Notations and preliminaries

Throughout this paper A = A

F

(resp. I

F

) will denote the ring of adeles (resp. group

of ideles) over a number �eld F , W

F

is the Weil group of F . For a cyclic extension

F � E we let !

E=F

be a character of I

F

with kernel F

�

Nm

E

F

I

E

. An extension F � E

is called subcyclic (written F �

sc

E) if there exists a sequence of cyclic extensions

F = F

0

� F

1

� � � � � F

r

= E. For any extension F � E we let � = �

E=F

be the

homogeneous space (or the group in the normal case) Gal(

�

F=F )=Gal(

�

F=E).

For any group G, let Irr

n

(G) be the set of equivalence classes of n-dimensional

irreducible representations of G. Let also Irr(G) =

S

n

Irr

n

(G). We write R(G) for

the Grothendieck group of the category of �nite dimensional representations of G.

Let c : R(G) � R(G) ! Z be the canonical pairing. The determinant character of

� 2 Irr(G) will be denoted by �

�

. We will often encounter the follow situation.

Suppose that H is a normal subgroup of G of �nite index and � 2 Irr(H). We

let (G=H)(�) = fg 2 G=H : �

g

' �g. Suppose that G=H(�) = G=H . Choose

a transversal fg

x

g

x2G=H

and let A

x

: V

�

! V

�

be intertwining operators between

(�; V

�

) and (�

g

x

; V

�

). The cocycle given by

�

�

(x; y) = A

x

A

y

A

�1

xy

�(g

x

g

y

g

�1

xy

)

�1

2 C

�

(1)

de�nes an element in the Schur multipliers of G=H , which depends only on �. It is

the obstruction to extending � to G. We have End

G

[Ind

G

H

�] ' C [G=H;�

�

] where the

latter is the twisted group algebra of G=H . In particular, Ind

G

H

� is isotypic if and

only if C [G=H;�

�

] is simple. For the central character we have

�

�

�

= �

m

�

(2)

where m = deg �.

We will deal with automorphic representations � of GL

n

which are induced from

cuspidals, i.e. there exists a parabolic P of type (n

1

; : : : ; n

r

) and a cuspidal represen-

tation 
�

i

of M

P

= GL

n

1

(F ) � � � � � GL

n

r

(F ) such that � = ��

i

= Ind

G(A)

P (A)


 �

i

.

By the results of Jacquet-Shalika ([JS]) the �

i

's are uniquely determined and we call

them the components of �. We will denote by Cusp

n

(F ) the set of cuspidal represen-

tations of GL

n

(F ). Let also Cusp(F ) =

S

Cusp

n

(F ). Let R

cusp

(F ) be the semigroup

of automorphic representations induced from cuspidal representations of GL

n

(F ). If

� = ��

i

, � = ��

j

are the decompositions of �; � 2 R

cusp

(F ), we let

c(�; �) = #f(i; j) : �

i

' �

j

g:

Then c(�; �) is the order of the pole at s = 1 of the partial Jacquet-Shalika L-

function L

S

(�
 �

_

; s) where �

_

is the contragredient of � ([JS]). We call �; � disjoint

if c(�; �) = 0. Similarly to the notations above, if � 2 R

cusp

(E) and F � E is normal

we let �(�) = f
 2 �

E=F

: �




' �g. Also, the central character of an automorphic
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representation � will be denoted by �

�

. If � 2 Cusp

n

(F ) and � 2 Irr

n

(W

F

) have the

same Langlands parameters almost everywhere we write � $ �. Then of course �

�

=

�

�

, where we identify characters ofW

F

and I

F

. Let us call a Weil group representation

automorphic if there exists an automorphic representation, necessarily unique, with

matching Langlands parameters almost everywhere. We say that the corresponding

automorphic representation is of Galois type. Finally we call an extension F � E

p-subnormal if it can be embedded in a normal extension of F of p-power order.

2 Base Change

In this section we recollect some facts about base change and automorphic induction.

Let F � E be an extension of degree m and GL

n

(E) = RES

E=F

GL

n

. Recall that

the L-group of GL

n

(E) is isomorphic to GL

n

(C )

�

E=F

o Gal(

�

F=F ) where Gal(

�

F=F )

acts through its action on �. There are two \dual" homomorphisms

bc :

L

GL

n

(F ) �!

L

GL

n

(E)

ai :

L

GL

n

(E) �!

L

GL

nm

(F )

of L-groups in the theory of base change, corresponding to restriction and induction

of representations of the Weil groups. They are de�ned by

bc(g; �) = ((g; : : : ; g); �)

ai((g

1

; : : : ; g

m

); �) = (diag(g

1

; : : : ; g

m

)R

�

; �)

where R

�

is the permutation matrix on the n � n blocks corresponding to �. Lang-

lands functoriality predicts the existence of liftings BC

E

F

and AI

F

E

of automorphic

representations compatible with these homomorphisms.

Theorem 2 ([AC]). Let F �

sc

E. Then BC

E

F

and AI

F

E

exist and de�ne additive

morphisms

BC

E

F

: R

cusp

(F ) �! R

cusp

(E)

AI

F

E

: R

cusp

(E) �! R

cusp

(F ):

Furthermore, if F � E is cyclic and �

1

; �

2

2 Cusp(F ), then BC(�

1

) ' BC(�

2

)

if and only if �

2

' �

1


 !

i

E=F

for some i. Similarly, if �

1

; �

2

2 Cusp(E), then

AI(�

1

) ' AI(�

2

) if and only if �

2

' �




1

for some 
 2 �

E=F

.

These maps enjoy the following properties which are analogous to those of re-

striction and induction. Let F �

sc

E;K, � 2 R

cusp

(E), and � 2 R

cusp

(F ). Then:

AI

F

E

� = AI

F

L

AI

L

E

� for F �

sc

L �

sc

E and similarly for BC : (3)

(BC

E

F

�)

g

= BC

E

g

F

g

�

g

for g 2 Gal(

�

Q=Q) and similarly for AI : (4)

BC

E

F

(AI

F

K

(�)) = �


2W

K

nW

F

=W

E

AI

E

E�K




(BC

E




�1

�K

K

�)




: (5)

These properties are mentioned, at least implicitly, in [AC], and follow easily from an

unrami�ed computation. Furthermore, the L-function identity

L

S

(AI

F

E

� 
 �

_

; s) = L

S

(� 
 BC

E

F

�

_

; s)

Documenta Mathematica 3 (1998) 285{296



Global Langlands Conjecture 289

gives the following form of Frobenius reciprocity:

c(AI

F

E

�; �) = c(�;BC

E

F

�):

Finally, the same argument as in the group case proves that if � 2 Cusp(E) then

AI

F

E

(�) is cuspidal if and only if BC

E�E




E




(�




) and BC

E�E




E

(�) are disjoint for any


 2 �

�

E=F

� �

�

E=E

, where

�

E is the normal closure of F � E.

Let F � E be Galois, � 2 Irr(W

E

) and F � K � E be de�ned by �(�).

Recall that by Cli�ord's Theory, the induction gives a bijection between the subsets

of Irr(W

K

) and Irr(W

F

) of those representations whose restriction to W

E

contains �

in their decomposition. The same will be true in the automorphic setup, if we assume

that F � E is solvable and F � K is sub-normal.

We also need the following fact from group theory. Let H < G be a normal

subgroup with G=H nilpotent. Let � be a character of H . Then any irreducible

constituent of Ind

G

H

� is induced from a character on some subgroup H < K < G.

3 The main results

The heart of the matter is the following simple Lemma.

Lemma 1. Let H be a normal subgroup of G with [G : H ] = p

k

, p prime, and let

� 2 Irr

m

(H) where p 6 jm. Suppose that �

g

' � for any g 2 G. Then

1. There exists a subgroup H < K < G with [K : H ]

2

� [G : H ] such that �

extends to K.

2. The following conditions are equivalent

(a) Ind

G

H

� is isotypic.

(b) Ind

G

H

�

�

is isotypic.

(c) If H < K < G and � extends to K then [K : H ]

2

� [G : H ].

(d) If H < K < G and �

�

extends to a character of K then [K : H ]

2

� [G : H ].

3. Under these conditions, if � is an extension of � to K with [K : H ]

2

= [G : H ]

then Ind

G

K

� and Ind

G

K

�

�

are irreducible and

Ind

G

H

� = [K : H ] Ind

G

K

�; Ind

G

H

�

�

= [K : H ] Ind

G

K

�

�

:

Proof. Let �

�

be as in (1). The relation (2) together with the fact that p 6 jm implies

that 2a () 2b and 2c () 2d. Decompose Ind

G

H

�

�

as �

r

i=1

m

i

�

i

with �

i

2 Irr(G).

Then

P

m

2

i

= [G : H ] and

P

m

i

dim(�

i

) = [G : H ]. We also know (see end of x2)

that for all i, �

i

= Ind

G

K

i

�

i

for some 1-dim character �

i

on K

i

> H extending �

�

.

For some i, dim(�

i

) � m

i

� [G : H ]

1=2

, and hence [K

i

: H ]

2

� [G : H ]. Moreover, if

r > 1 then we get a strict inequality. This proves the �rst part and that 2d implies

2b. Suppose that r = 1. Then

m

1

= dim(�

1

) = [K

1

: H ] = [G : H ]

1=2

:

If � were an extension of �

�

to K with [K : H ] > [G : H ]

1=2

then Ind

G

K

� would be a

subrepresentation of Ind

G

H

�

�

of dimension < [G : H ]

1=2

which is absurd. Finally, to
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prove the last statement, note that by the considerations above Ind

G

H

� = [K : H ]�

with � irreducible. It remains to observe that Ind

G

K

� is a subrepresentation of Ind

G

H

�

of dimension m[K : H ].

The analogue of the following Lemma to the group case (valid for any Galois

extension) is proved easily using Schur's lemma.

Lemma 2. Let F � E be a solvable extension, and let �

1

; �

2

2 Cusp(F ). Assume

that BC

E

F

�

1

is cuspidal and BC

E

F

�

2

' BC

E

F

�

1

. Then �

2

' �

1


! for some character

! of W

F

=W

E

.

Proof. We use induction on [E : F ], the cyclic case being covered by Theorem 2. Let

F � K be a cyclic extension in E. Using

BC

E

K

BC

K

F

�

1

' BC

E

K

BC

K

F

�

2

and the induction hypothesis we get BC

K

F

�

1

' BC

K

F

�

2


 ! for some character ! of

W

K

=W

E

. Conjugating by 
 2 �

K=F

we also have BC

K

F

�

1

' BC

K

F

�

2


!




, from which

BC

K

F

�

1


 !




!

�1

' BC

K

F

�

1

:

If !




6= ! then BC

E

F

�

1

= BC

E

K

BC

K

F

�

1

is not cuspidal, contradicting our assumption.

Thus ! is �

K=F

-invariant. Hence, we can extend ! to a character � of W

F

=W

E

. We

have BC

K

F

�

1

' BC

K

F

(�

2


 �) and we can appeal to the cyclic case.

Let us now give a simple descent criterion for base change, whose analogue in

the group case is well-known.

Proposition 1. Let F � E be a solvable extension and let � 2 Cusp

n

(E) with

([E : F ]; n) = 1. Suppose that �




' � for any 
 2 �

E=F

and that there exists a

character � of W

F

which extends �

�

. Then there exists a unique � 2 Cusp

n

(F ) such

that BC

E

F

(�) ' � and �

�

= �.

Proof. The uniqueness part follows immediately from the Lemma above. To prove the

existence we proceed by induction. Let F � K be a cyclic extension contained in E.

Using the induction hypothesis forK � E we extend � toK as �

0

with �

�

0

= ��Nm

K

F

.

Now, for any 
 2 �

K=F

BC

F

K

�

0




' �




' � ' BC

F

K

�

0

:

By uniqueness, �

0




' �

0

and we can use the descent criterion for cyclic extensions

(Theorem 2). After a possible twist by a character, we get the required central

character.

Theorem 3. Let E=F be a p-extension of number �elds and suppose that GLC holds

for � 2 Irr

m

(W

E

) with p 6 jm. Assume that Ind

W

F

W

E

� = n � � with � 2 Irr(W

F

). Then

� is automorphic.

Proof. By Cli�ord, Ind

W

L

W

E

� = n � �

0

and Ind

W

F

W

L

�

0

= � , where L is the sub�eld

corresponding to �

E=F

(�). Let � $ �. Suppose that we know that

AI

L

E

(�) = n�

0

(6)
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with �

0

2 Cusp(L). We can then conclude, by comparing the parameters, that �

0

$ �

0

and AI

F

L

�

0

$ � . Let us prove (6). We can assume that L = F . By Lemma 1 we

know that � = Ind

W

F

W

K

� where F � K � E and � 2 Irr

m

(W

K

) extends �. By the

Proposition above, there exists � 2 Cusp

m

(K) such that BC

E

K

� = � and �

�

= �

�

.

We claim that � = AI

F

K

� is cuspidal. If not, then the condition for cuspidality (x2),

and the fact that BC

E

K

� is cuspidal imply that we have BC

K�K




K




�




' BC

K�K




K

� for

some 
 2 �

E=F

� �

E=K

. In particular,

�




�

�

�

W

K

\W




K

= �

�

�

�

W

K

\W




K

: (7)

However, Ind

W

F

W

K

�

�

is irreducible. This contradicts (7), because �

�

= �

�

.

Finally,

c(�;AI

F

E

�) = c(BC

E

F

(AI

F

K

�); �) =

X


2�

E=F

=�

E=K

c(BC

E

K

(�)




; �) = [K : F ] = n

so that AI

F

E

� = n� as required.

Theorem 4. Let F � E be a normal extension of number �elds with the property that

there exists a sequence of distinct primes p

i

; i = 1; 2; : : : r and a sequence of extensions

F = F

0

� F

1

� � � � � F

r

= E where F

i�1

� F

i

is a p

i

-extension. Let � 2 Irr

m

(W

E

)

with p

i

6 jm for any i, be such that Ind

W

F

W

E

� = n� for some n and � 2 Irr(W

F

). Then

� is automorphic.

Proof. Using induction and the previous Theorem we have to show that the conditions

of the Theorem hold for F = F

1

. Suppose on the contrary that �

1

= Ind

W

F

1

W

E

� is not

isotypic. First, we claim that the irreducible constituents of �

1

lie in the same orbit

under �

F

1

=F

. Indeed, if �

1

is an irreducible component of �

1

, then by our condition

Ind

W

F

W

F

1

�

1

is isotypic and the type does not depend on �

1

. In particular, for any

irreducible component �

0

of �

1

we have c(Ind

W

F

W

F

1

�

0

; Ind

W

F

W

F

1

�

1

) > 0. This implies

that �

0

= �




1

for some 
 2 �

F

1

=F

. Next, note that for 
 2 �

F

1

=F

, c(�




1

;�

1

) = 0 if 


does not lie in the image

�

� of �

E=F

(�) under �

E=F

! �

F

1

=F

, and �




1

' �

1

otherwise.

Thus �

1

= k(��




1

) for some k where the sum is over the orbit of �

1

under

�

�. Since

p

1

6 j dim�

1

, this orbit is a singleton and we get �

1

= k�

1

as required.

For the application we have in mind, we would also like to have the dual statement,

which is proved in a similar way.

Theorem 4'. Let F � E be as before. Suppose that � $ � and AI

F

E

� = n� with �

cuspidal. Then Ind

W

F

W

E

� = n� with � irreducible and �$ � .

Proof. The reduction to the case where F � E is a p-extension is as in Theorem 4,

using only the formal properties of base change described in x2. Then again, by using

`Cli�ord Theory' in the automorphic side, we are reduced to the case where �(�) =

�(�) = �. Assume on the contrary that Ind

W

F

W

E

� is not isotypic. According to Lemma

1, we can extend � to a representation � 2 Irr

m

(W

K

) where [K : F ]

2

< [E : F ]. By

Proposition 1 we have a cuspidal representation � 2 Cusp

m

(K) with BC

E

K

� ' �.

But then,

c(�;AI

F

K

�) =

1

n

c(AI

F

E

�;AI

F

K

�) =

1

n

c(�;BC

E

F

AI

F

K

�) �

1

n

c(�;BC

E

K

�) > 0:
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This contradicts the fact dimAI

F

K

� = [K : F ]m < dim �.

Lemma 3. Let F � E be a nilpotent extension and let � 2 Irr(W

E

). Then Ind

W

F

W

E

�

is isotypic if and only if for any p, Ind

W

E

p

W

E

� is isotypic, where E

p

is the �eld de�ned

by the p-Sylow subgroup �

p

of � = �

E=F

. The analogous statement for cuspidal

representations also holds.

Proof. If Ind

W

E

p

W

E

� = n

p

�

p

with �

p

irreducible then n

2

p

= j�

p

(�)j. Thus Ind

W

F

W

E

� =

Ind

W

F

W

E

p

Ind

W

E

p

W

E

� is divisible by n

p

in R(W

F

). Hence, it is divisible by n where

n

2

= j�(�)j. Thus, Ind

W

F

W

E

� is isotypic. The converse was proved in the proof of

Theorem 4. The cuspidal side is similar, with R

cusp

(F ) playing the role of R(W

F

).

Theorem 5. Let again � 2 Irr

m

(W

E

) satisfy GLC and suppose that there exists

F � K � E such that Ind

W

K

W

E

� = k� and Ind

W

F

W

K

� = l� for � 2 Irr(W

K

), � 2 Irr(W

F

).

Assume that F � E, F � K are normal and both �

E=K

and �

K=F

are nilpotent. Also,

assume that (m; [E : F ]) = 1. Then � is automorphic.

Proof. By Theorem 4, we know that � is automorphic. Let � be the corresponding

cuspidal representation, and � = AI

F

K

�. We have to prove that � is isotypic. By

the previous Lemma it is enough to consider the case where F � K is a p-extension.

Let K � E

�p

� E be the sub�eld corresponding to the �p-Hall subgroup of �

E=K

. Let

p

1

; : : : ; p

r

be the other prime divisors of [E : K]. The sequence F � E

�p

� E

fp;p

1

g

�

� � � � E satis�es the conditions of Theorem 4.

Again, we also have the dual statement.

Theorem 5'. Let F � K � E and m be as before, and let � 2 Irr

m

(W

E

). Suppose

that � $ � and that both AI

F

E

� and AI

K

E

� are isotypic. Then Ind

W

F

W

E

� is isotypic. If

� is the cuspidal type of AI

F

E

� and � is the irreducible constituent of Ind

W

F

W

E

�, then

�$ � .

Example. Recall that for any Abelian group A, the Schur multipliers H

2

(A;Q=Z)

can be canonically identi�ed with the alternating bilinear forms on A with values in

Z = Q=Z. As in [La], let (�; �) be a non-degenerate form, and H be the corresponding

Heisenberg group. That is, H sits in an exact sequence

0 �! Z �! H �! A �! 0

and the commutator pairing induces (�; �) on A. Let � be the Stone{von-Neumann

representation with central character  (z) = e

2�iz

. Let � : B ! Aut(A; (�; �)) be

an action of the Abelian group B on A by symplectic automorphisms. Assume that

(jAj; jBj) = 1. Then, we can lift � to an action on H , and � extends to an irreducible

representation of H oB. Suppose now that [�; �] is a non-degenerate alternating form

on B. Let 
 2 H

2

(B;Z) be the corresponding cocycle, and G be the extension of H

by B de�ned by 
. Then Ind

G

H

� = m� with � irreducible and m

2

= jBj. Let �

0

be the

restriction of � to a �nite subgroup G

0

of G with G = ZG

0

. According to Theorem

4 any Galois representation which factors through �

0

satis�es GLC. However, �

0

is

not monomial, unless there exist maximal isotropic subgroups A

1

,B

1

of A and B

respectively so that A

1

is invariant under B

1

.
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4 An Application

As an application, we refer to a problem considered in [La]. Recall that the global

multiplicity M(L) of an L-packet L of SL

n

was de�ned to be the sum of multiplici-

ties of L-packets which coincide with L almost everywhere. For its computation we

considered two equivalence relations on cuspidal representations of GL

n

:

1. ~��

s

~� if there exists a Hecke character ! of I

F

=F

�

such that ~� ' ~� 
 !,

2. ~��

w

~� if for almost every place v there exists a character !

v

of F

�

v

such that

~�

v

' ~�

v


 !

v

.

Let L(~�) be the L-packet de�ned by a cuspidal representation ~� of GL

n

. By the

multiplicity formula of Labesse and Langlands ([LL])

M(L(~�)) = jf~�

0

: ~�

0

�

w

~�g=�

s

j:

There are also analogous equivalence relations for projective representations of a group

G. Let �

i

: G! PGL

n

(C ), i = 1; 2. De�ne

1. �

1

�

s

�

2

if there exists x 2 PGL

n

(C ) such that �

1

(g) = x

�1

�

2

(g)x for all g 2 G,

2. �

1

�

w

�

2

if for any g 2 G there exists x 2 PGL

n

(C ) such that �

1

(g) =

x

�1

�

2

(g)x.

We can also de�ne

M(�) = jf�

0

: �

0

�

w

�g=�

s

j

for any � : G ! PGL

n

(C ) (the latter is always �nite, and in fact bounded in terms

of n only). We denote by �� the projective representation obtained from an ordinary

representation � by the projection GL

n

(C ) ! PGL

n

(C ). The problem is to show

that for automorphic representations � ofW

F

with ~� $ � we haveM(L(~�)) =M(��).

This was proved in the case where � is induced from a character of an extension which

is either Abelian or a sub-p-extension for some p. We can now show

Theorem 6. Let � = Ind

W

F

W

K

� where � is a Hecke character of K and F � K is

nilpotent. Let ~� $ �. Then M(L(~�)) =M(��).

Proof. The statement in the Theorem is equivalent to the following two statements:

1. If ~�

0

�

w

~� then ~�

0

is of Galois type.

2. If �

0

�

w

�� then �

0

is automorphic.

Let us prove the second statement (the dual statement is proved similarly). As in the

proof of Theorem 2 in [La] we have the following properties for �

0

:

1. �

0

�

�

W

K

= d(�

g2�

K=F

(�)n�

K=F

�

g

) with � 2 Irr

d

(W

K

).

2. Ind

W

F

W

K

� ' d�

0

.

3. The kernel of �� is W

E

where E is an Abelian extension of order d

2

over K,

normal over F .
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4. �

�

�

W

E

= d� for a Hecke character � of E and Ind

W

K

W

E

� = d�.

We can now use Theorem 5 to conclude the proof.

Unfortunately, the general case where F � E is solvable lies beyond the limitations

of the method described in this paper.

5 A generalized tetrahedral representation

We conclude by analyzing the simplest case of a Galois representation no multiple of

which is monomial. Let F

q

be the �nite �eld with q elements and V be a 2-dimensional

vector space over F

q

with a non-degenerate F

q

-bilinear alternating form. Let H be

the corresponding Heisenberg group. Let Aut

c

(H) be the automorphisms of H which

act trivially on the center. The exact sequence

0 �! Inn(H) �! Aut

c

(H) �! Sp(V ) �! 0 (8)

splits if 2 6 jq. In any case, it splits over any subgroup B of Sp(V ) ' SL

2

(F

q

) with

q 6 jjBj. The classi�cation of these subgroups B is well known (e.g. [Di]) and runs

parallel to the case of SL

2

(C ). Let B 6= 1 be a solvable group of this kind. Then,

the image of B in PSL

2

(F

q

) is either cyclic, dihedral, A

4

or S

4

. The Stone{von-

Neumann representation of H extends to a q-dimensional irreducible representation

of G = H o B. In fact, if q is odd, it extends to H o SL

2

(F

q

) and the restriction

to SL

2

(F

q

) is the Weil representation. Suppose that � 2 Irr

q

(W

F

) factors through

G. (By abuse of notation we will also regard � 2 Irr

q

(G).) The image of �� is

isomorphic to V oB. Let F � E � K be the extensions corresponding to the inverse

image of V and the kernel of �� respectively. We know that GLC holds for �

�

�

W

E

; let

�

E

$ �

�

�

E

. Clearly �




E

' �

E

for any 
 2 �

E=F

' B. By Proposition 1 there exists a

unique � 2 Cusp

q

(F ) so that BC

E

F

� ' �

E

and �

�

= �

�

. What are the obstacles to

proving that � $ �? If v is a place in F which splits completely in E, then clearly

g(�

v

) � �(Fr

v

). However, if v has relative degree d then we only know that

g(�

v

)

d

� �(Fr

v

)

d

: (9)

At this point we must assume some functoriality hypothesis, which looks inaccessible

by today's methods.

Assumption 1. There exists a lifting of automorphic representations corresponding

to the adjoint representation Ad : GL

q

�! GL

q

2

�1

.

Granting the assumption, GLC for � would follow from the following

Proposition 2. Let � be the adjoint lift of �. Then

1. �$ Ad(�)

2. Ad(�(Fr

v

)) � Ad(g(�

v

))

3. ��(Fr

v

) � g(�

v

)

4. �(Fr

v

) � g(�

v

) and thus � $ �.
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Proof. 1. Note that

Ad(�)j

W

E

' �

1 6=�2

\

W

E

=W

K

�:

Since B acts freely on V � 0, there is a unique representation of W

F

, namely Ad(�),

whose restriction to W

E

is Ad(�)j

W

E

. Moreover, Ad(�) = �

O

Ind

W

F

W

E

� where O is a

set of representatives of the B-orbits of non-trivial characters of W

E

=W

K

. Similarly,

�

0

= �

O

AI

F

E

� is the unique element of R

cusp

(F ) satisfying BC

E

F

�

0

= �

1 6=�2

\

W

E

=W

K

�.

Clearly �

0

$ Ad(�). On the other hand, by functoriality, BC

E

F

� $ Ad(�)

�

�

W

E

'

P

1 6=�2

\

W

E

=W

K

� and thus � ' �

0

.

2. This follows immediately from 1.

3. We can assume that v does not split completely in E. Then, since B acts freely

on V � 0, ��(Fr

v

) � ��(g) for some g 2 B. If q is odd, the Weil representation �

decomposes as the sum of the two irreducible representations (uniquely determined

up to conjugation by GL

2

(F

q

)) of SL

2

(F

q

) of dimensions

q�1

2

. From the character

table one sees that

�

�

�

T

' R

reg

(T ) + (�1)

�(T )

�

where T is a torus of SL

2

(F

q

) (split or non-split), R

reg

is the regular representation,

�(T ) is 0 if T is split, and 1 otherwise, and �nally � is the unique character of T of

order 2. Since �

�

�

B

= �

�

�

B

we conclude that

��(Fr

v

) �

0

B

B

@

1

�

: : :

�

q�1

1

C

C

A

(10)

where � is a root of unity of order jgj. If q is even, (10) still holds (for a more general

setup, see [Is]). It is now easy to see that ��(Fr

v

) is the unique element in PGL

q

(C ),

up to conjugacy, which maps under the adjoint representation to the conjugacy class

of the diagonal element consisting of all roots of unity of order jgj, each appearing

(q

2

� 1)=jgj times. Thus, 2 implies 3.

4. This follows from 3, (9), and the fact that �

�

= �

�

.

Remark. 1. The case q = 2 is the classical dihedral case, proved by Langlands in

[L], using the adjoint lifting for GL(2) ([GJ]). The only di�erence in the argument

above is that we use base change for GL

n

with n > 2 in step 1. Langlands avoids this

(which was not known then) by using an L-function argument. This argument uses

the equality

L

S

(�
�

0

_

; s) = L

S

(�

0


�

0

_

; s) (11)

to conclude that � ' �

0

since �;�

0

are cuspidal in that case. However, if q > 2,

�;�

0

are not cuspidal, and the relation (11), which can be proved in the same way,

is not su�cient to conclude that � ' �

0

.

2. In the case q = 3 and jBj = 2, we get a three-dimensional monomial representation.

Thus, GLC follows from [JPS].

3. No other cases seem to be known.
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Abstract. The Hodge theoretic appendix of our paper contains results

(A.2.10, A.2.11) about the explicit shape of the groups of one-extensions in

the category of Hodge structures. Regrettably, they are incorrect in general.

Here, we give the right formulae. Since they coincide with the old ones for

Hodge structures of strictly negative weights (e.g., Tate twists A(n), n � 1),

this correction has no e�ect on the main text of our paper.

In fact, the results from [B1] and [Jn3] quoted in the proof of A.2.10 refer to

extensions in the category MHS

0

A

of mixed A-Hodge structures, while the statement

of A.2.10 was about extensions in the category MHS

A

of graded-polarizable Hodge

structures. Using the notation of Appendix A, we have:

Theorem 1. For any H 2 MHS

A

, there is a canonical isomorphism

W

�1

H

C

=W

�1

H

C

\ (W

0

H

A

+W

0

F

0

H

C

)

�

�! Ext

1

MHS

A

(A(0); H)

given by sending the class of h 2 W

�1

H

C

to the extension described by the matrix

�

1 0

�h id

H

�

:

This means that we equip C �H

C

with the diagonal weight and Hodge �ltrations, and

the A{rational structure extending the A{rational structure H

A

of H

C

by the vector

1� h 2 C �H

C

:
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Proof. We may assume that H does not have strictly positive weights: look at the

Ext

�

MHS

A

(A(0); ) sequence associated to the short exact sequence

0 �! W

0

H �! H �! H=W

0

H �! 0 :

Our claim will be a consequence of a comparison of the Ext

�

MHS

0

A

(A(0); ) and the

Ext

�

MHS

A

(A(0); ) sequences associated to the short exact sequence

0 �!W

�1

H �! H �! Gr

W

0

H �! 0 :

We use the formula from [B1], x 1 or [Jn3], 9.2, 9.3 for Ext

�

MHS

0

A

(A(0); ), together

with the following observations: 1) The Ext groups coincide if H has only strictly

negative weights (since any extension in MHS

0

A

of A(0) by H will then automatically

be graded-polarizable). 2) Ext

1

MHS

0

A

(A(0); H) is trivial if H is pure of weight 0 (any

extension in MHS

A

of pure objects of the same weight splits). 3) The canonical map

from Ext

1

MHS

A

to Ext

1

MHS

0

A

is injective.

It follows that Ext

1

MHS

A

(A(0); H) equals the image of

Ext

1

MHS

A

(A(0);W

�1

H) =W

�1

H

C

=(W

�1

H

A

+W

�1

F

0

H

C

)

in

Ext

1

MHS

0

A

(A(0); H) =W

0

H

C

=(W

0

H

A

+W

0

F

0

H

C

) :

By replacing [B1], x 1 and [Jn3], 9.2, 9.3 by Theorem 1 in the original proofs of

A.2.10 and A.2.11, one sees that the correct statements read as follows:

Theorem A.2.10. For any H 2 MHS

+

A

, there is a canonical isomorphism

�

W

�1

H

C

=W

�1

H

C

\ (W

0

H

A

+W

0

F

0

H

C

)

�

+

�

�! Ext

1

MHS

+

A

(A(0); H)

= H

1

H

p

(Spec(R)=R; H) ;

where the superscript + on the left hand side denotes the �xed part of the de Rham{

conjugation

W

�1

H

C

=W

�1

H

C

\ (W

0

H

A

+W

0

F

0

H

C

)

c

1

�!W

�1

H

C

=W

�1

H

C

\ (W

0

H

A

+W

0

F

0

H

C

)

= W

�1

�

�

H

C

=W

�1

�

�

H

C

\ (W

0

�

�

H

A

+W

0

F

0

�

�

H

C

)

F

1

�! W

�1

H

C

=W

�1

H

C

\ (W

0

H

A

+W

0

F

0

H

C

) :

The isomorphism is given by sending the class of h 2 W

�1

H

C

to the extension de-

scribed by the matrix

�

1 0

�h id

H

�

:

Documenta Mathematica 3 (1998) 297{299



Correction 299

This means that we equip C �H

C

with the diagonal weight and Hodge �ltrations, and

the A{rational structure extending the A{rational structure H

A

of H

C

by the vector

1� h 2 C �H

C

;

thereby obtaining an extension E of A(0) by H in the category MHS

A

.

The conjugate extension �

�

E 2 Ext

1

MHS

A

(A(0); �

�

H) is given, with the same no-

tation, by the matrix

�

1 0

�F

1

(h) id

�

�

H

�

;

and the extension of F

1

to an isomorphism

F

1

: E

�

�! �

�

E

sends 1� h to 1� F

1

(h). Thus

(F

1

)

C

= id�(F

1

)

C

: C �H

C

�! C � �

�

H

C

:

Corollary A.2.11. Let X=R be �nite and reduced, and M 2 MHM

A

(X=R). Then

there is a canonical isomorphism

0

@

M

x2X(C)

W

�1

M

x;C

=W

�1

M

x;C

\ (W

0

M

x;A

+W

0

F

0

M

x;C

)

1

A

+

�

�!

A:2:10

Ext

1

MHS

+

A

0

@

A(0);

M

x2X(C)

M

x

1

A

= H

1

H

p

(X=R;M) :
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Abstract. We express classical and p-adic local height pairings on an

abelian variety with split semistable reduction in terms of the corresponding

pairings on the abelian part of the Raynaud extension (which has good

reduction). Here we use an approach to height pairings via splittings of

biextensions which is due to Mazur and Tate. We conclude with a formula

comparing Schneider's p-adic height pairing to the p-adic height pairing in

the semistable ordinary reduction case de�ned by Mazur and Tate.
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1 Introduction

In this paper we express classical and p-adic local height pairings on an abelian variety

A

K

with split semistable reduction in terms of the corresponding pairings on the

abelian part B

K

of the Raynaud extension. Since B

K

is an abelian variety with good

reduction, this result provides a rather explicit step from the class of local height

pairings on all abelian varieties with good reduction to the class of local height pairings

on arbitrary abelian varieties. As an application of this principle we show a formula

comparing two local p-adic height pairings on A

K

, namely the canonical Mazur-Tate

pairing in the ordinary reduction case and Schneider's norm-adapted pairing.

Besides these two p-adic height pairings, we study N�eron's classical real-valued

pairing. We use an approach to height pairings developped in [Ma-Ta]. Let K be

a non-archimedean local ground �eld. For any homomorphism � : K

�

! Y to

some abelian group Y , we can de�ne a local height pairing on A

K

with values in

Y whenever we can continue � to a \bihomomorphic" map, a so-called �-splitting

� : P

A

K

�A

0

K

(K)! Y on the K-rational points of the Poincar�e biextension associated

to A

K

and its dual abelian variety A

0

K

. For our three types of height pairings the

corresponding �-splittings can be uniquely characterized by certain properties. (We

recall these facts in section 2.)
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We assume that A

K

has semistable reduction with split torus part, which can

always be achieved after a �nite base change. In section 3, we recall that A

K

and

A

0

K

are rigid analytic quotients of semiabelian varieties E

K

respectively E

0

K

after

certain lattices M

K

and M

0

K

. Here the abelian quotients B

K

respectively B

0

K

of E

K

respectively E

0

K

have good reduction and are dual to each other. Let P

B

K

�B

0

K

be the

Poincar�e biextension expressing the duality. We show that the biextension P

an

A

K

�A

0

K

is a quotient of the pullback of the biextension P

an

B

K

�B

0

K

to E

an

K

�E

0

an

K

.

Then, in section 4, we de�ne (under a certain condition) for a given �-splitting �

on P

B

K

�B

0

K

(K) a �-splitting � on P

A

K

�A

0

K

(K), and we describe the relation between

the corresponding height pairings on B

K

respectively on A

K

.

In section 5 we show that if we start with the �-splitting � corresponding to

N�eron's local height pairing, the height pairing on A

K

de�ned by our �-splitting �

is also N�eron's local height pairing. From this we can deduce a formula relating the

N�eron pairings on A

K

and B

K

. A similar formula was already proved in [Hi].

Then we investigate Schneider's p-adic height pairing in section 6. First we show

that if B

K

has good ordinary reduction, our existence condition for � is equivalent to

the existence condition for Schneider's height pairing on A

K

, namely that the group of

universal norms with respect to a certain Z

p

-extension associated to � has �nite index

in A

K

(K). Afterwards, we prove that if we use the �-splitting � de�ning Schneider's

p-adic height pairing on B

K

to construct � , then the height pairing on A

K

de�ned by

� is also Schneider's p-adic pairing.

In the last section we compare the canonical Mazur-Tate �-splittings in the or-

dinary case on B

K

and on A

K

. Then we calculate the di�erence between Schneider's

p-adic height pairing and the p-adic Mazur-Tate pairing on A

K

, using the fact that

they coincide on abelian varieties with good ordinary reduction. Thereby we correct

an error in the comparison formula for Tate curves given in [MTT], p.34.

This paper generalizes [We], where we showed formulas for N�eron's and Schnei-

der's height pairings on abelian varieties with split multiplicative reduction.

We adopt the following terminological conventions:

For a group scheme G over a base T we denote the unit section by e

G=T

. When

we refer to extensions or biextensions of T -group schemes, we work in the fppf -site

over T . But note that we will often consider extensions and biextensions by G

m

, so

that many sequences will also be exact in the big Zariski site. For a biextension Q of

T -group schemes X and X

0

by G over T we refer to the element e

Q=X

(e

X=T

) 2 Q(T )

as the unit section of Q. By [SGA7, I], VII, 2.2, this is a symmetrical notion, i.e.

e

Q=X

(e

X=T

) = e

Q=X

0

(e

X

0

=T

).

We will often work with rigid analytic varieties over a complete non-archimedean

�eld K, endowed with their rigid analytic Grothendieck topology. (See [BGR], 9.3,

Def. 4.) There is a rigid analytic GAGA functor, associating to a K-scheme X locally

of �nite type a rigid analytic variety X

an

, see [BGR], 9.3, Ex. 2. The analogies of

Serre's complex analytic GAGA theorems hold, see [K�o]. Extensions or biextensions

of rigid analytic group varieties are always to be understood in the "big Zariski site",

i.e. the category of rigid analytic varieties endowed with their Grothendieck topology.

Throughout this paper, K will be a non-archimedean �eld, locally compact with

respect to a non-trivial absolute value, R will be its ring of integers, and k the residue

class �eld. By v

K

: K

�

! Z we denote the valuation map, mapping a prime element

to 1.
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2 Height pairings

We �x an abelian variety A

K

over K and a dual abelian variety (A

0

K

; P

A

K

�A

0

K

),

where P

A

K

�A

0

K

is the Poincar�e biextension expressing the duality. (See [SGA7, I],

VII, 2.9). We write P = P

A

K

�A

0

K

, when confusion seems unlikely. Note that P (K)

is a biextension of A(K) � A

0

(K) by K

�

in the category of sets. Let � : K

�

! Y

be a homomorphism to some abelian group Y . We call a map � : P (K) ! Y a

�-splitting if it is compatible with the biextension structure on P (K), i.e. if the

following conditions hold:

i) �(�x) = �(�) + �(x) for all � 2 K

�

and x 2 P (K).

ii) For all a 2 A

K

(K) (respectively a

0

2 A

0

K

(K)) the restriction of � to

P (K) �

(A

K

(K)�A

0

K

(K))

fag � A

0

K

(K) (respectively P (K) �

(A

K

(K)�A

0

K

(K))

A

K

(K) �

fa

0

g) is a group homomorphism. (See [Ma-Ta], 1.4.)

Let Div

0

A

K

denote the group of divisors on A

K

which are algebraically equivalent

to zero, and let Z

0

(A

K

=K) denote the group of zero cycles on A

K

with degree zero

and K-rational support. By (Div

0

A

K

� Z

0

(A

K

=K))

0

we denote the set of all pairs

(D; z) with disjoint supports.

Whenever we have a homomorphism � : K

�

! Y and a �-splitting � : P (K) !

Y , we can de�ne a bilinear Mazur-Tate (height) pairing with values in Y :

( ; )

MT;�

: (Div

0

A

K

� Z

0

(A

K

=K))

0

�! Y

(D; z) 7�! �(s

D

(z));

where s

D

is a rational section of P j

A

K

�fdg

! A

K

with divisor D, and where d is the

point in A

0

K

(K) corresponding to D. The rational section s

D

is de�ned only up to a

constant in K

�

which vanishes when we continue s

D

linearly to Z

0

(A

K

=K).

Let us denote by A respectively A

0

the N�eron models of A

K

respectively A

0

K

over

R, and by A

0

respectively A

0

0

their identity components.

In this paper, we will deal with three situations in which good �-splittings can

be singled out:

I) The Mazur-Tate splitting in the unrami�ed case

Assume that � is unrami�ed, i.e. that � vanishes on R

�

, and that Y is uniquely

divisible by m

A

, the exponent of the group A

k

(k)=A

0

k

(k). There exists a biextension

P

A

0

�A

0

of A

0

and A

0

by G

m;R

with generic �bre P , see [SGA7, I, exp. VIII], 7.1

b). The canonical �-splitting �

�

is de�ned as the unique �-splitting vanishing on

P

A

0

�A

0

(R) � P (K) ([Ma-Ta], 1.5.2). If � = log j j

K

: K

�

! R, then the Mazur-Tate

height pairing corresponding to the canonical �-splitting is just N�eron's local height

pairing, see [Ma-Ta], 2.3.1.

II) Schneider's p-adic height pairing

Here we take Y = Q

p

. Let K be a �nite extension of Q

l

, and let � : K

�

! Q

p

be

a non-trivial continuous homomorphism. Then � is continuous for the pro�nite topol-

ogy on K

�

and extends therefore uniquely to a homomorphism �

^

on the pro�nite

completion K

�

^

of K

�

. By local class �eld theory, K

�^

is topologically isomorphic

to Gal(K

ab

=K). Then �

^

determines a Z

p

-extension K

1

=K with intermediate �elds

K

�

which are the uniquely determined cyclic extensions of degree p

�

of K such that

�(N

K

�

=K

K

�

�

) = p

�

�(K

�

) � Q

p

(see [Ma-Ta], 1.11.1). For any commutative group

scheme G over K we denote by NG(K) � G(K) the group of universal norms with

respect to K

1

=K. Furthermore, let P (K

�

;K) be the set of points in P (K

�

) which
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project to A

K

(K

�

) � A

0

K

(K). We de�ne NP (K) � P (K) as the intersection of all

N

K

�

=K

P (K

�

;K), where we use the group structure of P over A

0

K

to de�ne norms.

If � is not unrami�ed, assume that NA

K

(K) has �nite index in A

K

(K). Then

there exists a unique �-splitting �

�

: P (K)! Q

p

vanishing onNP (K), see [Sch1], and

[Ma-Ta], 1.11.5. If � is unrami�ed (which e.g. is the case if the residue characteristic

l is not equal to p), let �

�

the canonical �-splitting in case I).

We call ( ; )

MT;�

�

Schneider's local p-adic height pairing with respect to �. It

was originally de�ned in [Sch1].

The following result characterizes the existence condition for Schneider's height

in the good reduction case.

Theorem 2.1 Assume that A

K

has good reduction.

i)(Mazur) If A

K

has good ordinary reduction, then for any non-trivial continuous

homomorphism � the universal norm group NA

K

(K) has �nite index in A

K

(K), i.e.

Schneider's local p-adic height pairing exists.

ii)(Schneider) Conversely, if � is not unrami�ed, and if NA

K

(K) has �nite index

in A

K

(K), then A

K

has good ordinary reduction.

Proof: See [Sch2], Theorem 2, and [Ma], 4.39. 2

In section 6, we will investigate the existence condition for Schneider's local height

in the case of semistable ordinary reduction.

III) The canonical Mazur-Tate splitting in the ordinary case

Let � : K

�

! Y be a homomorphism. Assume that A has ordinary reduction,

i.e. that the formal completion of A

k

at the origin is isomorphic to a product of copies

of G

f

m

over the algebraic closure of k. This is equivalent to the fact that A

0

k

is an

extension of an ordinary abelian variety B

k

by a torus T

k

, see [Ma-Ta], 1.1. Note that

in particular A has semistable reduction.

Now let T

k

respectively T

0

k

be the maximal tori in A

k

respectively A

0

k

, and de-

note by n

A

respectively n

A

0

the exponents of A

0

k

(k)=T

k

(k) respectively A

0

0

k

(k)=T

0

k

(k).

Assume that Y is uniquely divisible by m

A

m

A

0

n

A

n

A

0

. Moreover, denote by A

t

and

A

0

t

the formal completions of A and A

0

along T

k

and T

0

k

, and let P

t

A

0

�A

0

be the

formal completion of P

A

0

�A

0

along the inverse image of T

k

� T

0

k

in P

A

0

�A

0

. Then

P

t

A

0

�A

0

is a formal biextension of A

t

and A

0

t

by G

^

mR

(the formal completion of

G

m;R

along its special �bre). By [Ma-Ta], 5.11.1, P

t

A

0

�A

0

admits a unique splitting

�

0

: P

t

A

0

�A

0

! G

^

mR

. Hence there exists a unique �-splitting ~� : P (K)! Y such that

for all x 2 P

t

A

0

�A

0

(R) we have ~�(x) = � � �

0

(x). This de�nes a local p-adic height

pairing ( ; )

MT;~�

.

If additionally � is unrami�ed, then ~� coincides with the canonical splitting in

case I).

On the other hand, if we take Y = Q

p

and � is non-trivial and continuous but

not unrami�ed, case III) gives us a p-adic height pairing ( ; )

MT;~�

: (Div

0

A

K

�

Z

0

(A

K

=K))

0

! Q

p

, if A has ordinary reduction. If A has good ordinary reduction,

then ( ; )

MT;~�

coincides with Schneider's p-adic height pairing from case II), see

[Ma-Ta], 1.11.6. But in general both pairings may di�er. We will compare these two

p-adic height pairings in section 7.

Let us conclude this section with a general remark. If we start with a local �eld

K and a homomorphism � : K

�

! Y , we can extend � to any �nite �eld extension

L of K such that Y is uniquely divisible by [L : K] by the formula �

L

(x) = [L :
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K]

�1

�(N

L=K

(x)). Note that in all three cases discussed above the restriction of the

canonical �

L

-splitting to P (K) coincides with the canonical �-splitting. Hence we can

investigate the corresponding local height pairings after �nite base changes.

Finally, if we start with an abelian variety A

F

over a global �eld F , we can de�ne

global height pairings by summing over all local ones, see [Ma-Ta], section 3.

3 Rigid analytic uniformization

We still �x A

K

, A

0

K

and P

A

K

�A

0

K

. We say that an abelian variety over K has split

semistable reduction, if the special �bre of the identity component of its N�eron model

over R is an extension of an abelian variety by a split torus.

From now on we assume that A

K

(and hence A

0

K

) has split semistable reduction.

Note that by Grothendieck's semistable reduction theorem, we are always in this

situation after a �nite base change. Even for an abelian variety A

F

over a global

�eld F we can �nd a �nite extension E of F such that the N�eron model of A

F


 E

has split semistable reduction at all �nite places. Since our local height pairings are

compatible with �nite base changes, we can always place ourselves in the situation of

the assumption if we want to deal with the local height pairings on A

F

at the �nite

places of F .

Let us now recall some facts about the rigid analytic uniformization of A

K

and

A

0

K

. We can associate the following data to A

K

, A

0

K

and P

A

K

�A

0

K

:

i) Since A

K

has split semistable reduction, there is an extension, the so-called

Raynaud extension,

0 �! T

K

�! E

K

p

�! B

K

�! 0;

such that T

K

is a split torus of dimension t over K, and B

K

is an abelian variety over

K with good reduction. Let M

0

be the character group of T

K

. Then M

0

is a free

Z-module of rank t. We denote the corresponding constant K-group scheme by M

0

K

.

Fix once and for all a dual abelian variety (B

0

K

; P

B

K

�B

0

K

) of B

K

, where P

B

K

�B

0

K

is the Poincar�e biextension expressing the duality. We will always identify B

0

K

with

Ext

1

(B

K

; G

m;K

) via b

0

7! P

B

K

�B

0

K

j

B

K

�fb

0

g

for functorial points b

0

of B

0

K

. Then E

K

corresponds to a homomorphism �

0

:M

0

! B

0

K

(see e.g. [SGA7, I], VIII, 3.7.)

Besides, there is a rigid analytic homomorphism � : E

an

K

! A

an

K

inducing a short

exact sequence

0 �!M

an

K

i

�! E

an

K

�

�! A

an

K

�! 0;

whereM

K

is the constant group scheme corresponding to a free Z-moduleM of rank

t. (See [Bo-L�u1], section 1, and [Ray].)

ii) We can construct a \dual" uniformization of A

0

K

: The embedding i : M

K

!

E

K

induces a homomorphism � :M

K

i

! E

K

p

! B

K

, which gives us an extension E

0

K

(again by [SGA7, I], VIII, 3.7)

0 �! T

0

K

�! E

0

K

p

0

�! B

0

K

�! 0;

where T

0

K

is the split torus of dimension t over K with character group M . Be-

sides, i induces a trivialization of the pullback P

B

K

�B

0

K

j

M

K

�M

0

K

of P

B

K

�B

0

K

via the

homorphism � � �

0

: M

K

�M

0

K

! B

K

� B

0

K

in the following way: Fix m

0

2 M

0

.
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Then, tautologically, �

0

(m

0

) 2 B

0

K

(K) = Ext

1

K

(B

K

; G

m

) corresponds to the extension

P

B

K

�f�

0

(m

0

)g

, and by the de�nition of �

0

, this is the extension we get by pushout:

0 ����! T

K

����! E

K

����! B

K

����! 0

m

0

?

?

y

h

m

0

?

?

y

?

?

y

0 ����! G

m;K

����! P

B

K

�f�

0

(m

0

)g

����! B

K

����! 0

We de�ne a bilinear map <;>: E

K

� M

0

K

! P

B

K

�B

0

K

by < e;m

0

>:= h

m

0

(e).

Then the restriction of <;> to M

K

�M

0

K

i�id

! E

K

�M

0

K

induces a trivialization

of P

B

K

�B

0

K

j

M

K

�M

0

K

. On the other hand, this trivialization de�nes an embedding

i

0

: M

0

K

! E

0

K

such that p

0

� i

0

= �

0

, see [Bo-L�u1], 3.2. As above, by de�nition of �

we have a pushout diagram

0 ����! T

0

K

����! E

0

K

����! B

0

K

����! 0

m

?

?

y

h

m

?

?

y

?

?

y

0 ����! G

m;K

����! P

f�(m)g�B

0

K

����! B

0

K

����! 0:

We get a bilinear map <;>: M

K

� E

0

K

! P

B

K

�B

0

K

de�ned by <m; e

0

>:= h

m

(e

0

),

which coincides with the previous pairing on M

K

�M

0

K

id�i

0

! M

K

�E

0

K

.

iii) The extension E

0

K

is a rigid analytic uniformization of A

0

K

: There is a rigid

analytic homomorphism �

0

: E

0

an

K

! A

0

an

K

such that the sequence

0 �!M

0

an

K

i

0

�! E

0

an

K

�

0

�! A

0

an

K

�! 0

is exact, and such that we have the following description of P

A

K

�A

0

K

:

The G

an

m;K

-torsor P

an

A

K

�A

0

K

is the quotient of (p

an

� p

0

an

)

�

P

an

B

K

�B

0

K

after the

M �M

0

-linearization given by

u

(m;m

0

)

: P

an

B

K

�B

0

K

�

B

an

K

�B

0

an

K

E

an

K

�E

0

an

K

�! P

an

B

K

�B

0

K

�

B

an

K

�B

0

an

K

E

an

K

� E

0

an

K

;

mapping a (functorial) point (!; e; e

0

), such that ! in P

an

B

K

�B

0

K

projects to p(e)�p

0

(e

0

)

in B

an

K

�B

0

an

K

, to

(([<e;m

0

> � <m;m

0

>]� [<m; e

0

> � !]);me;m

0

e

0

):

Here � is the group law on P

an

B

K

�B

0

K

as a B

K

-group, and � is the group law on

P

an

B

K

�B

0

K

as a B

0

K

-group. (See [Bo-L�u1], Theorem 6.8.)

Hence, in particular, we have a quotient morphism of analytic G

an

m;K

-torsors:

� : P

an

B

K

�B

0

K

�

B

an

K

�B

0

an

K

E

an

K

�E

0

an

K

! P

an

A

K

�A

0

K

:

Note that both sides also carry biextension structures. After multiplying � by an ele-

ment of G

m;K

(K), we may assume that � maps the unit section in P

an

B

K

�B

0

K

�

B

an

K

�B

0

an

K

E

an

K

�E

0

an

K

(K) to the unit section in P

an

A

K

�A

0

K

(K).
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Proposition 3.1 � is a morphism of biextensions.

Proof: For better readability, we put P = P

A

K

�A

0

K

and Q = (p� p

0

)

�

P

B

K

�B

0

K

.

We investigate the map

� : Q

an

�

E

0

an

K

Q

an

�! P

an

de�ned by �(x; y) = �(xy)�(x)

�1

�(y)

�1

, where we multiply and take inverses with

respect to the group structures over E

0

an

K

respectively A

0

an

K

. Since � is a torsor ho-

momorphism, the composition of � with the projection P

an

! A

an

K

�A

0

an

K

factorizes

through the unit section of the A

0

an

K

-group A

an

K

�A

0

an

K

, hence there is a A

0

an

K

-morphism

�

0

: Q

an

�

E

0

an

K

Q

an

! G

an

m;K

�A

0

an

K

which yields � when composed with the natural

embedding G

an

m;K

�A

0

an

K

! P

an

. Besides, � (and hence �

0

) is equivariant with respect

to the operation by G

an

m;K

� G

an

m;K

we get from the torsor structure of Q

an

. Hence �

0

is derived from a map

� : E

an

K

�E

an

K

�E

0

an

K

! G

an

m;K

by composition with the natural projection Q

an

�

E

0

an

K

Q

an

! E

an

K

�E

an

K

�E

0

an

K

. Now

let !

1

and !

2

be (functorial) points in P

an

B

K

�B

0

K

with the same projection to B

0

an

K

,

and let e

1

, e

2

be points in E

an

K

and e

0

a point in E

0

an

K

such that x

1

= (!

1

; e

1

; e

0

) and

x

2

= (!

2

; e

2

; e

0

) are in Q

an

. Besides, �x m

1

, m

2

in M and m

0

in M

0

. Then

u

(m

1

;m

0

)

(x

1

) � u

(m

2

;m

0

)

(x

2

) = u

(m

1

m

2

;m

0

)

(!

1

� !

2

; e

1

e

2

; e

0

);

where on the left hand side we use the symbol � also for the group law on Q

an

as

an E

0

an

K

-group. This implies �(u

(m

1

;m

0

)

(x

1

); u

(m

2

;m

0

)

(x

2

)) = �(x

1

; x

2

). From that we

can deduce that � is invariant under the action ofM �M �M

0

on E

an

K

�E

an

K

�E

0

an

K

,

which implies that there is a morphism �

1

: A

an

K

� A

an

K

� A

0

an

K

! G

an

m;K

such that

� = �

1

� (� � � � �

0

).

But since A

K

and A

0

K

are projective, �

1

must be constant. Since � respects

the unit sections, it follows that �

1

is equal to 1 2 G

an

m;K

(K), hence � = 1 and

� factorizes through e

P

an

=A

0

an

K

. This means that � respects the group structures

over E

0

an

K

respectively A

0

an

K

. A parallel argument now shows that � is also a group

homomorphism with respect to the group structures over E

an

K

respectively A

an

K

. 2

4 Definition of a local height pairing via the Raynaud extensions

For the rest of this paper, we �x an abelian variety A

K

with split semistable reduction

and its dual abelian variety (A

0

K

; P

A

K

�A

0

K

). Let � : K

�

! Y be a homomorphism to

some commutative ring Y , and let � : P

B

K

�B

0

K

(K)! Y be a �-splitting on P

B

K

�B

0

K

.

We will show how to construct in certain cases from � a �-splitting � on P

A

K

�A

0

K

(K).

We �x once and for all bases m

1

; : : : ;m

t

for M and m

0

1

; : : : ;m

0

t

for M

0

.

Definition 4.1 We call � M-invertible, if the (t� t)-matrix (�(<m

i

;m

0

j

>)

i;j

) with

entries in Y is invertible over Y .

(This de�nition di�ers slightly from De�nition 4.4 in [We].) For M -invertible � we

will now de�ne a �-splitting �

�

on (P

B

K

�B

0

K

�

B

K

�B

0

K

E

K

�E

0

K

) (K), which descends

to a �-splitting � on P (K).
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Proposition 4.2 Assume that � is M-invertible, and let � be the inverse matrix of

(�(<m

i

;m

0

j

>)

i;j

).

De�ne the �-splitting �

�

: (P

B

K

�B

0

K

�

B

K

�B

0

K

E

K

�E

0

K

)(K)! Y by

(!; e; e

0

) 7�! �(!)� (� <e;m

0

1

>; : : : ; � <e;m

0

t

>) �

t

(� <m

1

; e

0

>; : : : ; � <m

t

; e

0

>)

for ! 2 P

B

K

�B

0

K

(K) and (e; e

0

) 2 (E

K

�E

0

K

)(K) with the same projection to (B

K

�

B

0

K

)(K).

Then there is a uniquely determined �-splitting � : P (K)! Y such that �

�

= ���.

Proof: First of all, note that �

�

is indeed a �-splitting. Besides, we claim that

for all m 2M , m

0

2M

0

, e 2 E

K

(K) and e

0

2 E

0

K

(K) we have

i) �

�

(<m; e

0

>;m; e

0

) = 0 and

ii) �

�

(<e;m

0

>; e;m

0

) = 0.

We will only show i), since the argument for ii) is completely parallel. Note that

it su�ces to prove i) for our basis m

1

; : : : ;m

t

, since the left hand side is additive in

m. By de�nition of �, we �nd that for all i = 1; : : : ; t the vector (� <m

i

;m

0

1

>; : : : ;

� <m

i

;m

0

t

>)� is the i-th unit vector, hence

�

�

(<m

i

; e

0

>;m

i

; e

0

)

= � <m

i

; e

0

> �(� <m

i

;m

0

1

>; : : : ; � <m

i

;m

0

t

>) �

t

(� <m

1

; e

0

>; : : : ; � <m

t

; e

0

>)

= � <m

i

; e

0

> �� <m

i

; e

0

>= 0;

as desired. Now we can calculate

�

�

(u

(m;m

0

)

(!; e; e

0

))

= �

�

(<e;m

0

>; e;m

0

) + �

�

(<m;m

0

>;m;m

0

) + �

�

(<m; e

0

>;m; e

0

) + �

�

(!; e; e

0

)

= �

�

(!; e; e

0

):

Hence there is a uniquely determined map � : P

A

K

�A

0

K

(K) ! Y such that

�

�

= � � �, and since � is a homomorphism of biextensions by 3.1, � is also a �-

splitting. 2

Hence we can de�ne a local height pairing on A

K

( ; )

MT;�

: (Div

0

A

K

� Z

0

(A

K

=K))

0

! Y

for any M -invertible �-splitting � on P

B

K

�B

0

K

(K).

In the next three sections, we will investigate the connection to the canonical

height pairings in our three cases.

But �rst we will describe our local height pairing ( ; )

MT;�

a bit more explicitely.

Obviously, the description of P

an

A

K

�A

0

K

as a quotient via � implies that � induces

an isomorphism P

an

B

K

�B

0

K

�

B

an

K

�B

0

an

K

E

an

K

� E

0

an

K

' (� � �

0

)

�

P

an

A

K

�A

0

K

. Restricting

this isomorphism we �nd for any a

0

2 A

0

K

(K) and any preimage e

0

2 E

0

K

(K) of a

0

an

isomorphism � : �

�

P

an

A

K

�fa

0

g

! p

an�

P

an

B

K

�fp

0

(e

0

)g

which makes the following diagram

commutative:

�

�

P

an

A

K

�fa

0

g

�

����! p

an�

P

an

B

K

�fp

0

(e

0

)g

?

?

y

?

?

y

�(�;�;e

0

)

P

an

A

K

�fa

0

g

=

����! P

an

A

K

�fa

0

g

:
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Now consider a divisor D 2 Div

0

(A

K

) with divisor class a

0

2 A

0

K

(K). We choose a

preimage e

0

2 E

0

K

(K) of a

0

and we denote by b

0

the point p

0

(e

0

) 2 B

0

K

(K). Let D

�

be a divisor in Div

0

(B

K

) whose class corresponds to b

0

. Then there is a meromorphic

function h on E

an

K

such that �

�

D

an

= p

an�

D

�an

+ div(h).

Let s

D

and s

D

�

be rational sections corresponding to D respectively D

�

(both

are uniquely de�ned up to a constant). s

D

induces a meromorphic section s

an

D

of

P

an

A

K

�fa

0

g

, which we can pull back to a meromorphic section �

�

s

an

D

of �

�

P

an

A

K

�fa

0

g

with divisor �

�

D

an

. Via the isomorphism �, this induces a meromorphic section

�(�

�

s

an

D

) of p

an�

P

an

B

K

�fb

0

g

with the same divisor. Besides, the rational section s

D

�

gives a meromorphic section p

an�

s

an

D

�

of p

an�

P

an

B

K

�fb

0

g

with divisor p

an�

D

�an

.

Hence the meromorphic sections �(�

�

s

an

D

) and h �p

an�

s

an

D

�

of p

an�

P

B

K

�fb

0

g

di�er

by a function g 2 �(E

an

K

;O

�

). We put h

�

= hg. Then we have �

�

D

an

= p

an�

D

�an

+

div(h

�

) and �(�

�

s

an

D

) = h

�

� (p

an�

s

an

D

�

).

Now let a 2 A

K

(K) be a point not lying in the support of D. For any preimage

e 2 E

K

(K) of a we can calculate

�(s

D

(a)) = �(s

D

(�e))

= �(�(�;�; e

0

) � � � �

�

s

an

D

(e))

= �(�(h

�

(e) � s

D

�

(pe); e; e

0

))

= �

�

(h

�

(e) � s

D

�

(pe); e; e

0

)

= �(h

�

(e)) + �(s

D

�

(pe))

� (� <e;m

0

1

>; : : : ; � <e;m

0

t

>) �

t

(� <m

1

; e

0

>; : : : ; � <m

t

; e

0

>):

This proves the following

Theorem 4.3 For (D;

P

i

n

i

a

i

) 2 (Div

0

A

K

� Z

0

(A

K

=K))

0

let a

0

2 A

0

K

(K) be the

point corresponding to D, and choose a preimage e

0

2 E

0

K

(K) of a

0

. Then there

exists a divisor D

�

2 Div

0

(B

K

) and a meromorphic function h

�

on E

an

K

such that

�

�

D

an

= p

an�

D

�an

+div(h

�

) and such that for all rational sections s

D

and s

D

�

corre-

sponding to D respectively D

�

the meromorphic sections �(�

�

s

an

D

) and h

�

� (p

an�

s

an

D

�

)

of p

an�

P

an

B

K

�fp

0

(e

0

)g

di�er by a constant.

For any choice of preimages e

i

2 E

K

(K) of the a

i

we have the following formula

for the canonical Mazur-Tate pairing associated to � :

(D;

X

n

i

a

i

)

MT;�

= (D

�

;

X

n

i

p(e

i

))

MT;�

+

X

n

i

�(h

�

(e

i

))

�(� <

X

n

i

e

i

;m

0

1

>; : : : ; � <

X

n

i

e

i

;m

0

t

>) �

t

(� <m

1

; e

0

>; : : : ; � <m

t

; e

0

>):

5 N

�

eron's local height pairing

In this section we show that our �-splitting � coincides with the canonical Mazur-

Tate splitting in the unrami�ed case if � is the canonical Mazur-Tate splitting on

B

K

. Hence we can use � to \calculate" N�eron's local height pairing on A

K

in terms

of N�eron's local height pairing on B

K

.

We need some notation �rst. Put S = SpecR. We denote by A respectively

A

0

the N�eron models of A

K

respectively A

0

K

, and by B and B

0

the N�eron models

of B

K

and B

0

K

. Note that the split torus T

K

and the semiabelian variety E

K

have
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N�eron models T and E over R by [BLR], 10.1, Proposition 7, and that the identity

component T

0

of T is isomorphic to G

t

m;R

by [BLR], 10.1, Example 5. Similarly, let

T

0

and E

0

be the N�eron models of T

0

K

and E

0

K

.

By [SGA7, I], VIII, 7.1, we can (up to canonical isomorphism) uniquely extend

P

B

K

�B

0

K

to a biextension P

B�B

0

of B and B

0

by G

m;R

, and P

A

K

�A

0

K

to a biextension

P

A

0

�A

0

of A

0

and A

0

by G

m;R

. Now the sequences of identity components

0 �! T

0

�! E

0

�! B �! 0

and

0 �! T

00

�! E

00

�! B

0

�! 0

are exact ([BLR], 10.1, proof of Proposition 7). Denote by D(T

0

) and D(T

00

) the

Cartier duals of T

0

and T

00

. Then these sequences induce homomorphims � : M

S

'

D(T

00

)! B and �

0

:M

0

S

' D(T

0

)! B

0

, which extend our previous maps � :M

K

!

B

K

respectively �

0

: M

0

K

! B

0

K

. Here M

S

and M

0

S

of course denote the constant

S-group schemes corresponding to M and M

0

.

Hence we have pushout homomorphisms h

m

0

: E

0

! P

B�f�

0

(m

0

)g

and h

m

: E

00

!

P

f�(m)g�B

0
for m in M and m

0

in M

0

. The pairings <;>

S

: E

0

�M

0

S

! P

B�B

0

and

<;>

S

: M

S

� E

00

! P

B�B

0

de�ned by <e;m

0

>

S

= h

m

0

(e) and <m; e

0

>

S

= h

m

(e

0

)

extend the pairings from section 3, ii).

We will also use some results from formal and rigid geometry. Recall that there

is a canonical functor associating to a formal S-scheme X , 
at and locally of topologi-

cally �nite type over S, its rigid analytic generic �bre X

rig

, see [Bo-L�u2]. It is de�ned

locally by associating to a formal a�ne scheme SpfA the a�noid variety Sp(A


R

K).

Note that X(R) = Mor

formal=R

(SpfR;X) = Mor

rigid=K

(SpK;X

rig

) = X

rig

(K) by a

standard argument: It su�ces to check this for formal a�ne X = SpfA. Then one

uses the fact that the supremum semi-norm is contractive ([BGR], Prop. 1, p. 238)

to show that every K-homomorphism A


R

K ! K restricts to an R-homomorphism

A! R.

Moreover, we use the theory of formal N�eron models of rigid analytic groups as

developped in [Bo-Sch]. A formal N�eron model of a smooth rigid analytic K-variety

Y is a smooth formal R-scheme Z such that its generic �bre Z

rig

is an open rigid

subspace of Y and such that for any smooth formalR-scheme Z

0

all rigidK-morphisms

Z

0

rig

! Y extend uniquely to formal R-morphisms Z

0

! Z. For all S-schemes X , we

denote by X

^

the completion along the special �bre. If X is separated and of �nite

type over S, there is a canonical open immersion X

^rig

! X

an

K

. We will often use the

fact that for a commutative smooth K-group scheme X

K

of �nite type, the formal

completion X

^

of its ordinary N�eron model X is a formal N�eron model of X

an

K

, see

[Bo-Sch], Theorem 6.2.

Lemma 5.1 Let Y be a commutative ring, and let v : K

�

! Y be the homomorphism

x 7! v

K

(x)1

Y

given by the valuation map v

K

: K

�

! Z. We denote by �

v

the

canonical v-splitting in the unrami�ed case on P

B

K

�B

0

K

(K). Then �

v

is M-invertible

i� Y is uniquely divisible by m

A

, the exponent of A

k

(k)=A

0

k

(k).

Proof: First of all, note that �

v

exists since B

K

has good reduction (which implies

m

B

= 1). Our claim could be proven along the same lines as Lemma 4.9 in [We], but

we prefer to give a di�erent argument here.
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Now M

K

is a split lattice in E

K

by [Bo-L�u1], Thm. 1.2, which means that the

map M ! R

t

given by m 7! (�

v

K

<m;m

0

1

>; : : : ; �

v

K

<m;m

0

t

>) is a bijection onto

a lattice in R

t

. This implies that the pairing M �M

0

! Z, mapping (m;m

0

) to

�

v

K

(<m;m

0

>), induces an injection j : M ! Hom(M

0

;Z). (Note that this pairing

coincides with the monodromy pairing. This is claimed in [SGA7, I], IX, 14.2.5 and

proven in [Co].) From the rigid analytic uniformization of A

K

one can deduce that the

component group �

A

= A

k

=A

0

k

is constant, and that there exists an exact sequence

0!M

j

! Hom(M

0

;Z)! �

A

(k)! 0:

(See e.g. [Bo-Xa], 5.2.) Hence the number of elements in �

A

(k) is equal to j det

(�

v

K

(<m

i

;m

0

j

>))j. Moreover, we have H

1

(k

�et

; A

0

k

) = 0 by [La]. Hence we �nd that

the natural inclusion A

k

(k)=A

0

k

(k)! �

A

(k) is actually an isomorphism.

This implies that det(�

v

(<m

i

;m

0

j

>)) is a unit in Y i� m

A

is a unit in Y . Hence

our claim follows. 2

Now we can compare our splitting � to the canonical Mazur-Tate splitting:

Theorem 5.2 Let � : K

�

! Y be an unrami�ed homomorphism to the commutative

ring Y , and let � be the canonical �-splitting on P

B

K

�B

0

K

(K) in the unrami�ed case.

i) If � is M-invertible, then Y is uniquely divisible by m

A

. Conversely, if Y is

uniquely divisible by m

A

, and �(r) is a unit in Y for one (and hence for any) prime

element r in R, then � is M-invertible.

ii) Assume that � isM-invertible. Then our �-splitting � from 4.2 is the canonical

�-splitting in the unrami�ed case.

Proof: i) Since � is unrami�ed, we �nd �(x) = v

K

(x)�(r), where r is a prime

element in K

�

. Let �

v

denote as above the canonical v-splitting of P

B

K

�B

0

K

(K).

Then for all z 2 P

B

K

�B

0

K

(K) we have �(z) = �

v

(z)�(r). Hence det(�(<m

i

;m

0

j

>)

i;j

)

= �(r)

t

det(�

v

(<m

i

;m

0

j

>)

i;j

), which, together with 5.1, implies our claim.

ii) In order to show that � coincides with the canonical Mazur-Tate-splitting,

we have to show that � vanishes on P

A

0

�A

0

(R) � P

A

K

�A

0

K

(K). We �x a point a

0

2

A

0

K

(K) = A

0

(R) and a preimage e

0

of a

0

in E

0

K

(K) = E

0

(R). Let b

0

2 B

0

K

(K) = B

0

(R)

be the projection of e

0

. Since P

A

K

�fa

0

g

is semiabelian, it has a N�eron model Q over S,

which is an extension of A by G

S

, the N�eron model of G

m;K

. Its formal completion

Q

^

is a formal N�eron model of P

an

A

K

�fa

0

g

.

Let us write # for the map �(�;�; e

0

) : P

an

B

K

�fb

0

g

�

B

an

K

E

an

K

! P

an

A

K

�fa

0

g

. By

the universal property of formal N�eron models, the homomorphism of rigid analytic

K-groups

(P

^

B�fb

0

g

�

B

^

E

0^

)

rig

,! P

an

B

K

�fb

0

g

�

B

an

K

E

an

K

#

�! P

an

A

K

�fa

0

g

is induced from a unique formal morphism

P

^

B�fb

0

g

�

B

^

E

0^

f

�! Q

^

;

which means that it coincides with

(P

^

B�fb

0

g

�

B

^

E

0^

)

rig

f

rig

�! (Q

^

)

rig

,! P

an

A

K

�fa

0

g

:
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Moreover, f is a homomorphism of formal S-group schemes. Now P

^

B�fb

0

g

�

B

^

E

0^

is connected (use e.g. [EGA IV] 4.5.7), hence its image via f is contained in Q

0^

, the

identity component of Q

^

. Hence we get the following commutative diagram:

(P

^

B�fb

0

g

�

B

^

E

0^

)

rig

����! P

an

B

K

�fb

0

g

�

B

an

K

E

an

K

?

?

y

?

?

y

#

(Q

0^

)

rig

����! P

an

A

K

�fa

0

g

which induces on K-rational points the commutative diagram

(P

B�fb

0

g

�

B

E

0

)(R)

�

����! (P

an

B

K

�fb

0

g

�

B

an

K

E

an

K

)(K)

?

?

y

?

?

y

#

Q

0

(R)

�

����! P

an

A

K

�fa

0

g

(K)

According to [SGA7, I], VIII, 7.1, taking the generic �bre induces a fully faithful

functor from the category of extensions of A

0

by G

m;R

to the category of extensions

of A

K

by G

m;K

. Hence there is an isomorphismQ

0

�

�! P

A

0

�fa

0

g

inducing the identity

on the generic �bre. This implies that � maps (P

B�fb

0

g

�

B

E

0

)(R) to P

A

0

�fa

0

g

(R).

Now take a point x in P

A

0

�fa

0

g

(R) projecting to a 2 A

0

(R). The homomorphism

E

0^

! A

0^

induced by � : E

an

K

! A

an

K

is an isomorphism (see [Bo-Xa], Thm. 2.3),

hence we �nd a point y 2 (P

B�fb

0

g

�

B

E

0

)(R) projecting to a 2 A

0

(R). Since #(y) lies

in P

A

0

�fa

0

g

(R), it follows that x = �#(y) = #(�y) = �(�y; e

0

) for some � 2 G

m;R

(R).

So �(x) = �

�

(z) for some z 2 (P

B�B

0

�

B�B

0

(E

0

� E

0

))(R). Since � vanishes on

P

B�B

0

(R), and since <e;m

0

>=<e;m

0

>

R

2 P

B�B

0

(R) for all e 2 E

0

(R) and m

0

2M

0

,

it follows from the de�nition of �

�

, that �(x) = �

�

(z) = 0. Hence � coincides with

the canonical Mazur-Tate splitting in the unrami�ed case. 2

From this theorem we immediately get the following

Corollary 5.3 If � = log j j

K

: K

�

! R, and � : P

B

K

�B

0

K

(K)! R is the canonical

�-splitting, then � is M-invertible. De�ne � as in 4.2. Then ( ; )

MT;�

coincides

with N�eron's local height pairing on A

K

.

According to this corollary, Theorem 4.3 expresses N�eron's local height pairing

on A

K

with the one on B

K

. There is a similar result by Hindry who even relates

the N�eron functions for arbitrary divisors on A

K

to certain N�eron functions on B

K

.

Let us denote by ( ; )

N;A

K

the local N�eron pairing on A

K

. For D 2 Div

0

(A

K

)

completely antisymmetric, i.e. of the shape D = (�1)

�

D

0

�D

0

for some divisor D

0

on

A

K

, Hindry's result is the following: There exists a completely antisymmetric divisor

D

�

2 Div

0

(B

K

) and a meromorphic function h with h(e

�1

) = h(e)

�1

on E

an

K

such

that �

�

D

an

= p

an�

D

�an

+ div(h) and such that for

P

i

n

i

a

i

2 Z

0

(A

K

=K) disjoint

from the support of D and all preimages e

i

of a

i

in E

K

(K) the following formula

holds

(D;

X

i

n

i

a

i

)

N;A

K

=

X

i

n

i

log jh(e

i

)j

K

+ (D

�

;

X

i

n

i

p(e

i

))

N;B

K

+

X

i

n

i

J(e

i

);
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where J : E

K

(K) ! R is a linear function determined by its values on M which are

given by

J(m) = log

�

�

�

�

h(e)

h(me)

�

�

�

�

K

+ (D

�

; p(e)� p(me))

N;B

K

for arbitrary e. (See [Hi], Lemme 3.4 and Th�eor�eme D, but note that our height

pairing di�ers from his by a sign, since we started with � = log j j

K

.)

Our result in 4.3 can be used to deduce an expression for Hindry's linear term

J(e) for general e 2 E

K

(K).

6 Schneider's local p-adic height pairing

Let K be a �nite extension of Q

l

, and let � : K

�

! Q

p

be a non-trivial continuous

homomorphism with corresponding Z

p

-extensionK

1

=K. Since we already dealt with

the unrami�ed case in section 5, we will in this section assume that � is not unrami�ed.

Recall that this implies that l = p. Since R

�

� K

�

is mapped to a non-trivial compact

subgroup of Q

p

, there is an integer s so that �(K

�

) = p

s

Z

p

. The goal of this section

is to prove the following two theorems:

Theorem 6.1 Assume that � is not unrami�ed, and that B

K

has ordinary reduction.

Let �

�

be the canonical Schneider �-splitting on P

B

K

�B

0

K

(K). Then the universal

norm group NA

K

(K) with respect to K

1

=K has �nite index in A

K

(K) i� �

�

is

M-invertible, i.e. i� the matrix (�

�

<m

i

;m

0

j

>

i;j

) is invertible over Q

p

.

With other words, this theorem says that in the semistable ordinary reduction case

Schneider's local p-adic height exists i� our �-splitting � from 4.2 exists.

Theorem 6.2 Assume that B

K

has ordinary reduction, and let � be the canonical

Schneider �-splitting on P

B

K

�B

0

K

(K). If � is M-invertible, our �-splitting � from 4.2

is equal to Schneider's �-splitting �

�

on P

A

K

�A

0

K

(K).

Hence ( ; )

MT;�

coincides with Schneider's p-adic height pairing on A

K

.

Let us prove two lemmas �rst. We will use the notation from the beginning of section

5.

Lemma 6.3 The map

� : E

0

! P

B�f�

0

(m

0

1

)g

�

B

: : :�

B

P

B�f�

0

(m

0

t

)g

=: �

B

P

B�f�

0

(m

0

j

)g

x 7! (<x;m

0

1

>

S

; : : : ; <x;m

0

t

>

S

)

is an isomorphism.

Proof: Look at the following commutative diagram in the category of abelian sheaves

on the big 
at site over S:

0 ����! T

0

����! E

0

����! B ����! 0

(m

0

1

;:::;m

0

t

)

?

?

y

�

?

?

y










j

0 ����! G

t

m;S

����! �

B

P

B�f�

0

(m

0

j

)g

����! B ����! 0:
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Both horizontal sequences are exact. This is clear for the upper one. For the lower

one, it follows from the exactness of the sequences

0 �! G

m;S

�! P

B�f�

0

(m

0

j

)g

�! B �! 0

for all j. Hence, since (m

0

1

; : : :m

0

t

) : T

0

! G

t

m;S

is an isomorphism, � is also an

isomorphism. 2

Lemma 6.4 Assume that B

K

has ordinary reduction. Then taking universal norms

with respect to K

1

=K in the short exact sequence 0 ! T

K

! E

K

! B

K

! 0 yields

a short exact sequence

0 �! NT

K

(K) �! NE

K

(K) �! NB

K

(K) �! 0:

Proof: Recall Theorem 2.1,i) and imitate the proof of Lemma 3 in section 2 of

[Sch1], substituting G

m;K

by T

K

. 2

Now we are ready to prove Theorem 6.1:

Proof of Theorem 6.1: We write N

�

for the norm map N

K

�

=K

where K

�

=K

is the intermediate layer of degree p

�

in the Z

p

-extension K

1

belonging to �.

(1) � induces an isomorphism

E

K

(K)= \

�

(MN

�

E

K

(K

�

))

�

�! A

K

(K)=NA

K

(K):

(2) Since B

K

has good ordinary reduction, the quotient B

K

(K)=NB

K

(K) is

�nite by 2.1. Let d be the number of elements of this group. Since B

0

K

is isogeneous

to B

K

, the quotient B

0

K

(K)=NB

0

K

(K) is also �nite, and we denote its cardinality by

d

0

.

By construction, Schneider's canonical �-splitting � maps a point x 2

P

B

K

�B

0

K

(K) to �(x) = d

�1

�(�), where � is an element in K

�

such that x

d

2

�NP (K). Hence the image of � is contained in d

�1

�(K

�

) = d

�1

p

s

Z

p

. Besides,

if we assume that x 2 N

�

P

B

K

�fb

0

g

(K

�

) for some b

0

2 B

0

K

(K) and some index �, we

�nd that �(x) = d

�1

�(�) for some � 2 K

�

\N

�

P

B

K

�fb

0

g

(K

�

). The proof of Lemma

3 in section 2 of [Sch1], applied to X = P

B

K

�fb

0

g

, shows that �

d

0

is contained in

N

�

(K

�

�

). Hence �(x) lies in d

�1

d

0�1

�(N

�

K

�

�

) = d

�1

d

0�1

p

�+s

Z

p

.

Since � induces homomorphisms P

B

K

�f�

0

(m

0

j

)g

(K)! d

�1

p

s

Z

p

for each j, we can

de�ne a homomorphism

! : E

K

(K)

�

K

! �

B

K

P

B

K

�f�

0

(m

0

j

)g

(K)!

t

Y

j=1

P

B

K

�f�

0

(m

0

j

)g

(K)

Q

�

! (d

�1

p

s

Z

p

)

t

;

where �

K

is the generic �bre of the isomorphism � from Lemma 6.3. Let us �rst show

that the cokernel of ! is annihilated by d. Namely, consider (�

1

; : : : ; �

t

) 2 p

s

Z

t

p

with

�

j

= �(x

j

) for x

j

2 K

�

. Then (x

1

; : : : ; x

t

) is an element of G

m

(K)

t

which embeds

naturally into �

B

P

B�f�

0

(m

0

j

)g

(K). Hence there exists some z 2 E

K

(K) such that

�

K

(z) = (x

1

; : : : x

t

). Then !(z) = (�(x

1

); : : : ; �(x

t

)) = (�

1

; : : : ; �

t

). This proves our

claim.

Let us now show that !(\

�

(MN

�

E

K

(K

�

))) is contained in the p-adic clo-

sure !(M) of !(M). Take an element z in \

�

(MN

�

E

K

(K

�

)). Then !(z)
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lies in !(M) + !(N

�

E

K

(K

�

)) for all �. Now !(N

�

E

K

(K

�

)) is contained in

Q

j

�(N

�

P

B�f�

0

(m

0

j

)g

(K

�

)), which is contained in

Q

j

(d

�1

d

0�1

p

�+s

Z

p

), as we showed

above. This implies that !(z) lies indeed in !(M). Hence ! induces a homomorphism

! : E

K

(K)= \

�

(MN

�

E

K

(K

�

)) �! (d

�1

p

s

Z

p

)

t

=!(M):

Since the cokernel of ! is annihilated by d, the same holds for the cokernel of !. Let

us now study the kernels of ! and !. For all z 2 E

K

(K), z

d

projects to an element

b in NB

K

(K) � B

K

(K). According to Lemma 6.4, b has a preimage z

0

in NE

K

(K).

Hence z

d

= z

0

� for some � 2 T

K

(K). Since � vanishes on NP (K), we �nd !(z

0

) = 0.

Hence if we assume that !(z) = 0, it follows that !(�) = (�(m

0

1

�); : : : ; �(m

0

t

�)) = 0.

Therefore all m

0

j

� lie in the kernel of �, which is equal to NG

m

(K), so that � 2

NT

K

(K). Hence z

d

is contained in NE

K

(K), which implies that Ker!=NE

K

(K) is

annihilated by d.

Let now z be an element in E

K

(K) such that !(z) lies in !(M). Hence for all � we

�nd some m

�

2M such that !(z)� !(m

�

) 2 p

�

((p

s

Z

p

)

t

) = (�(N

�

K

�

�

))

t

: So we �nd

(�

1

; : : : ; �

t

) 2 (N

�

K

�

�

)

t

such that !(z)� !(m

�

) = (�(�

1

); : : : ; �(�

t

)), which is equal

to !(t

�

) for the element t

�

2 N

�

T

K

(K

�

) satisfying m

0

j

(t

�

) = �

j

for all j. Therefore

zm

�1

�

t

�1

�

is contained in the kernel of !, which implies that z

d

lies in MN

�

E

K

(K

�

)

for all �. Hence we �nd that the kernel of ! is annihilated by d.

(3) We deduce from (1) and (2) that if B

K

has ordinary reduction, then A

K

(K)=

NA

K

(K) is �nite if and only if d

�1

�(K

�

)

t

=!(M) is �nite. (Note that the torsion parts

of both groups are �nite. For the �rst group, this follows from Mattuck's Theorem,

and the second group is a �nitely generated Z

p

-module.) So it remains to show that

d

�1

�(K

�

)

t

=!(M) is �nite i� M is �-invertible.

Note that !(M) is generated by (� <m

i

;m

0

1

>; : : : ; � <m

i

;m

0

t

>) for i = 1; : : : ; t.

If d

�1

�(K

�

)

t

=!(M) is �nite, then !(M) contains a Q

p

-basis of Q

t

p

. Hence the same

holds for !(M), which implies that M is �-invertible. Conversely, assume that M

is �-invertible. Then !(M), and hence !(M) contains a Q

p

-basis of Q

t

p

. Thus

d

�1

�(K

�

)

t

=!(M) is a �nitely generated torsion Z

p

-module, hence �nite. 2

Actually, the proof of 6.1 shows a more general result. By Mattuck's Theorem

(or the existence of a logarithm), A

K

(K)=NA

K

(K) contains a subgroup U of �nite

index, which is isomorphic to a free Z

p

-module. We de�ne rk

Z

p

A

K

(K)=NA

K

(K) to

be the rank of this module. The properties of our map ! show that if B

K

has ordinary

reduction, then

rk

Z

p

A

K

(K)=NA

K

(K) = rk

Z

p

(d

�1

p

s

Z

p

)

t

=!(M) = t� rk((� <m

i

;m

0

j

>)

i;j

):

Question 6.5 Is there a formula for the Z

p

-rank of A

K

(K)=NA

K

(K) in terms of

data given by the rigid analytic uniformization if B

K

has arbitrary (good) reduction?

Certainly, in such a formula the Z

p

-rank of B

K

(K)=NB

K

(K) should appear. Note

that Schneider's result [Sch2], Theorem 2 gives a formula for rk

Z

p

B

K

(K)=NB

K

(K),

which does not depend on the choice of a rami�ed Z

p

-extension.

Proof of Theorem 6.2: Since Schneider's �-splitting on P

A

K

�A

0

K

(K) is

uniquely determined by the fact that it vanishes on NP

A

K

�A

0

K

(K), it su�ces to

show that our �-splitting � vanishes on this universal norm group. Let a

0

be a point

in A

0

K

(K), and let x be an element of NP

A

K

�fa

0

g

(K). Fix a preimage e

0

of a

0

in
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E

0

K

(K), and put b

0

= p

0

(e

0

). Note that for any intermediate extension K

�

=K the

map

P

B

K

�fb

0

g

(K

�

)�

B

K

(K

�

)�fb

0

g

(E

K

(K

�

)� fe

0

g)

�

�! P

A

K

�fa

0

g

(K

�

)

is surjective. We abbreviate again N

�

= N

K

�

=K

. For any �, there exists some x

�

2

P

A

K

�fa

0

g

(K

�

) such that x = N

�

x

�

. Let (!

�

; e

�

; e

0

) 2 P

B

K

�fb

0

g

(K

�

) �

B

K

(K

�

)�fb

0

g

(E

K

(K

�

)�fe

0

g) be a preimage of x

�

. ThenN

�

(!

�

; e

�

; e

0

) 2 P

B

K

�fb

0

g

(K)�

B

K

(K)�fb

0

g

(E

K

(K)� fe

0

g) projects to x under �. Hence

�(x) = �

�

(N

�

(!

�

; e

�

; e

0

)) =

�(N

�

!

�

)� (� <N

�

e

�

;m

0

1

>; : : : ; � <N

�

e

�

;m

0

t

>)�

t

(� <m

1

; e

0

>; : : : ; � <m

t

; e

0

>):

We denote again by d respectively d

0

the number of elements of B

K

(K)=NB

K

(K)

respectively B

0

K

(K)=NB

0

K

(K). Now recall from the proof of 6.1 that � maps

N

�

P

B

K

�f

~

bg

(K

�

) to d

�1

d

0�1

p

�+s

Z

p

for all

~

b 2 B

0

K

(K). If we denote by u � 0 an

integer such that the vector �

t

(� <m

1

; e

0

>; : : : ; � <m

t

; e

0

>) (which does not depend

on �) is contained in (p

u

Z

p

)

t

, we �nd that �(x) is contained in d

�1

d

0�1

p

�+s+u

Z

p

for

all �. Hence �(x) = 0. 2

7 The canonical Mazur-Tate height in the ordinary reduction case

Let us put S

n

= SpecR=M

n+1

, whereM is the maximal ideal in R, and let us indicate

base changes over S = SpecR with S

n

by subscripts n. We continue to assume that

A

K

has split semistable reduction and that B

K

has ordinary reduction, and we use

the notation of section 5. In particular, we write Z

^

for the completion of a S-scheme

along the special �bre.

The rigid analytic uniformization map � : E

an

K

! A

an

K

induces a homomorphism

of formal N�eron models E

^

! A

^

, which is an isomorphism on the identity compo-

nents by [Bo-Xa], 2.3. This induces compatible isomorphisms E

0

n

�

�! A

0

n

for all n.

In particular, the abelian part of A

0

k

is isomorphic to B

k

. Hence A

K

has semistable

ordinary reduction and n

A

= n

B

. The same reasoning applies to A

0

K

.

Let � : K

�

! Y be a homomorphism to an abelian group Y which is uniquely

divisible by m

A

m

A

0

n

A

n

A

0

. Then the canonical Mazur-Tate splittings in the ordinary

case ~�

A

: P

A

K

�A

0

K

(K)! Y respectively ~�

B

: P

B

K

�B

0

K

(K)! Y exist.

Let � : P

A

0

�A

00

! A

0

� A

00

and � : P

B�B

0

! B�B

0

be the natural projections.

We will ususally write X

Z

for the formal completion of a scheme X along a closed

subscheme Z, with some exceptions: We denote by A

0t

, A

00t

respectively P

t

A

0

�A

00

the completions along T

k

, T

0

k

respectively �

�1

(T

k

� T

0

k

), and by B

e

, B

0e

, respectively

P

e

B�B

0

the completion along the unit sections of the special �bre respectively along

the preimage of the unit section of B

k

� B

0

k

under �. Similar conventions hold for

(B

n

)

e

, (B

0

n

)

e

and (P

B�B

0

)

e

n

.

The isomorphisms E

0

n

�

�! A

0

n

provide all A

0

n

with the structure of an extension

of B

n

by T

0

n

in a compatible way. T

0

n

is (up to canonical isomorphism) the uniquely

determined torus lifting T

0

k

and T

0

n

,! A

0

n

is the unique lift of T

0

k

,! A

0

k

. Let

p

n

: A

0

n

! B

n

be the projection map. We can deduce from [SGA7, I], IX, 7.5 that

there exists a compatible system of isomorphisms

(p

n

� p

0

n

)

�

(P

B�B

0

)

n

�

�! (P

A

0

�A

00

)

n

:
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We have a natural commutative diagram of formal biextensions

(P

B�B

0

)

e

n

�

B

e

n

�

S

n

B

0

e

n

(A

0T

0

n

�

S

n

A

00T

0

0

n

) ����! (P

A

0

�A

00

)

�

�1

n

(T

0

n

�T

0

0

n

)

n

?

?

y

?

?

y

(P

B�B

0

)

n

�

B

n

�

S

n

B

0

n

(A

0

n

�

S

n

A

00

n

) ����! (P

A

0

�A

00

)

n

Passing to the limit, we �nd a commutative diagram of formal biextensions

(P

B�B

0

)

e

�

B

e

�

S

^

B

0e

(A

0t

�

S

^

A

0

0t

) ����! (P

A

0

�A

00

)

t

?

?

y

?

?

y

(P

B�B

0

)

^

�

B

^

�

S

^

B

0^

(A

0^

�

S

^

A

0

0^

)

�

����!

�

(P

A

0

�A

00

)

^

Hence the (uniquely determined) splitting (P

B�B

0

)

e

! G

^

m;R

induces the uniquely

determined splitting of the biextension (P

A

0

�A

00

)

t

. This implies that the relation

between ~�

A

and ~�

B

is the following:

Lemma 7.1 For x 2 P

A

K

�A

0

K

(K) we denote by x

(m

A

;m

A

0

)

the point we get by applying

to x the m

A

-th power map with respect to the group structure over A

0

K

and the m

A

0

-

th power map with respect to the group structure over A

K

. Let � 2 K

�

and y 2

P

A

0

�A

0

0

(R) be such that x

(m

A

;m

A

0

)

= �y. Let ! be the projection to P

B�B

0

(R) of

�

�1

(y). Then

~�

A

(x) =

1

m

A

m

A

0

(�(�) + ~�

B

(!)):

Proof: Both sides are �-splittings which are equal to ���

0

on (P

A

0

�A

00

)

t

(R), where

�

0

: P

t

A

0

�A

00

! G

^

m;R

is the unique splitting. 2

Note that � induces a homomorphism of biextensions

�

rig

: (P

B�B

0

)

^rig

�

B

^rig

�B

0^rig
(E

0^rig

�E

00^rig

)! (P

A

0

�A

00

)

^rig

,! P

an

A

K

�A

0

K

:

Hence �

rig

di�ers from the restriction of � to (P

B�B

0

)

^rig

�

B

^rig

�B

0^rig
(E

0^rig

�

E

0

0^rig

) ,! P

an

B

K

�B

0

K

�

B

an

K

�B

0

an

K

E

an

K

� E

0

an

K

by a bilinear map E

0^rig

� E

0

0^rig

!

G

an

m;K

, which must be equal to one. We �nd that �

rig

is equal to the restriction of

�. Hence for y 2 P

A

0

�A

0

0

(R) the point �

�1

(y) is just the unique preimage of y under

� which lies in P

B�B

0

(R) �

B(R)�B

0

(R)

(E

0

(R) � E

00

(R)) (after identifying E

0

(R)

respectively E

00

(R) with A

0

(R) respectively A

00

(R)).

If ~�

B

is M -invertible, and we use it to construct our �-splitting � , then we can

calculate the di�erence between ~�

A

and � using 7.1. We apply this to compare Schnei-

der's p-adic height pairing to the one de�ned by Mazur and Tate in the semistable

ordinary reduction case.

Theorem 7.2 Let � : K

�

! Q

p

be a non-trivial, continuous homomorphism, and

assume that B

K

has ordinary reduction and that NA

K

(K) has �nite index in A

K

(K).

Let �

�;A

respectively �

�;B

denote the canonical Schneider �-splittings on A

K

respec-

tively B

K

. For x 2 P

A

K

�A

0

K

(K) projecting to (a; a

0

) 2 A

K

(K)�A

0

K

(K) let e and e

0
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be the uniquely determined preimages of a

m

A

respectively a

0m

A

0

in E

0

(R) respectively

E

00

(R). Then

~�

A

(x) = �

�;A

(x)+

1

m

A

m

A

0

(�

�;B

<e;m

0

1

>; : : : ; �

�;B

<e;m

0

t

>) �

t

(�

�;B

<m

1

; e

0

>; : : : ; �

�;B

<m

t

; e

0

>):

Proof: Recall that ~�

B

is equal to �

�;B

since B

K

has good ordinary reduction, and

that �

�;A

is equal to � by 6.2. Then our claim follows from 7.1 and the de�nition of

� . 2

Note that in [MTT], p.34, a comparison formula between these two p-adic height

pairings is stated for Tate curves. Let us apply 7.2 to a Tate curve A

K

over K with

Tate parameter q 2 K

�

, i.e. E

K

= G

m;K

and M =< q >� K

�

. We identify E

0

K

with G

m;K

via the character q. Then Theorem 7.2 boils down to

Corollary 7.3 Assume that �(q) 6= 0. For x 2 P

A

K

�A

0

K

(K) projecting to (a; a

0

)

in A

K

(K) � A

0

K

(K) let (e; e

0

) be the uniquely de�ned preimage of (a

m

A

; a

0m

A

0

) in

R

�

�R

�

� E

K

(K)�E

0

K

(K). Then

~�

A

(x) = �

�;A

(x) +

1

m

A

m

A

0

�

�(e)�(e

0

)

�(q)

�

:

Hence our formula di�ers from the one in [MTT] by the factors ord

v

(q

v

) appearing

in the denominators of their correction term. The author consulted the authors of

[MTT] about this discrepancy who agreed that the result in [MTT] needs a correction.

Note that a similar formula (without factors ord

v

(q

v

)) describes the relation

between Schneider's height and Nekovar's canonical height on Tate curves, see [Ne],

7.14. It seems very probable that Nekovar's height coincides with the canonical Mazur-

Tate height for abelian varieties with semistable ordinary reduction, cf. [Ne], 8.2.
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Abstract. In this paper we introduce a formula to compute Chern classes of

�bered products of algebraic surfaces. For f : X ! C P

2

a generic projection

of an algebraic surface, we de�ne X

k

for k � n (n = deg f) to be the closure

of k products of X over f minus the big diagonal. For k = n (or n � 1), X

k

is

called the full Galois cover of f w.r.t. full symmetric group. We give a formula

for c

2

1

and c

2

of X

k

: For k = n the formulas were already known. We apply the

formula in two examples where we manage to obtain a surface with a high slope

of c

2

1

=c

2

: We pose conjectures concerning the spin structure of �bered products

of Veronese surfaces and their fundamental groups.

Keywords and Phrases: Surfaces, Chern classes, Galois covers, �bered product,

generic projection, algebraic surface.

1991 Mathematics Subject Classi�cation: 20F36, 14J10

0. Introduction.

When regarding an algebraic surface X as a topological 4-manifold, it has the Chern

classes c

2

1

; c

2

as topological invariants. These Chern classes satisfy:

c

2

1

; c

2

� 0

5c

2

1

� c

2

� 36

Signature = � =

1

3

(c

2

1

� 2c

2

)

The famous Bogomolov-Miyaoka-Yau inequality from 1978 (see [Re], [Mi], [Y])

states that the Chern classes of an algebraic surface also satisfy the inequality

c

2

1

� 3c

2

:

It is known that this inequality is the best possible since Hirzebruch showed in 1958

that the equality is achieved by complex compact quotients of the unit ball (see [H]).
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We want to understand the structure of the moduli space of all surfaces with given

c

2

1

; c

2

; and, in particular, to populate it with interesting structures of surfaces. As a

�rst step it is necessary to develop techniques to compute Chern classes of di�erent

surfaces.

In this paper we compute Chern classes of Galois covers of generic projections of

surfaces. This was already computed in [MoTe2] for the case of the full Galois cover,

where the product is taken n times (n is the degree of the projection). In this paper

we deal with products taken k times, k < n; and we manage to give an example of

a surface where the slope (c

2

1

=c

2

) is very high (up to 2.73). In subsequent research,

using the results of this paper and of our ongoing research on this subject, we plan

to further study these constructions, to compute these fundamental groups and to

decide when the examples are spin, of positive index, etc. We conjecture that for X

b

the Veronese surface of order b greater than 4; X

k

is spin if k is even or b = 2; 3(4):

We further conjecture that for the Hirzebruch surfaces in general the fundamental

groups of X

k

are �nite.

In [RoTe], we used similar computations to produce a series of examples of surfaces

with the same Chern classes and di�erent fundamental groups which are spin mani-

folds where one fundamental group is trivial and the other one has a �nite order which

is increasing to in�nity. The computations in this paper will lead to more examples

of pairs in the � > 0 area.

We consider in this paper �bered products and Galois covers of generic projections

of algebraic surfaces. If f : X ! C P

2

is generic of degn; we de�ne the k-th Galois

cover for k � n to be X � � � � �X ��

f f

where � is the big diagonal and the �bered

product is taken k times. There exists a natural projection g

k

: X

k

! C P

2

; deg g

k

=

n(n� 1) : : : (n� k + 1):

The surface X

k

for k = n, is called the full Galois cover (i.e., the Galois cover w.r.t.

full symmetric group), and is also denotedX

Gal

or

~

X. Clearly, deg(X

Gal

! C P

2

) = n!:

It can be shown that X

n

' X

n�1

. The full Galois covers were �rst treated by Miyaoka

in [Mi], who noticed that their signature should be positive. In our papers [MoTe1],

[MoTe2], [MoTe3], [MoRoTe], [RoTe], [Te], [FRoTe], we discussed the full Galois

covers for X = f

ja`

1

+b`

2

j

(C P

1

� C P

1

); Veronese embeddings and Hirzebruch surfaces.

In the papers cited above we computed their fundamental groups (which are �nite),

the Chern numbers and the divisibility of the canonical divisor (to prove that when

considered as 4-manifolds they are spin manifolds). X

Gal

are minimal smooth surfaces

of general type. Other examples of interest on surfaces in the � > 0 area can be found

in [Ch] and [PPX].
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x1. The Main Theorem.

We start with a precise de�nition.

Definition. A Galois cover of a generic projection w.r.t. the symmetric group S

k

(for k < degree of the generic projection). Let X ,! C P

N

be an embedded

algebraic surface. Let f : X ! C P

2

be a generic projection, n = deg f: For 1 � k � n;

let

X � � � ��

f f

X = f(x

1

; : : : x

k

)

�

�

x

i

2 X; f(x

i

) = f(x

j

) 8i8jg;

� = f(x

1

; : : : ; x

k

) 2 X � � � ��

f f

X

�

�

x

i

= x

j

for some i 6= jg

X

k

= X � � � � �

f f

| {z }

k

X ��:

X

k

is the closure of X � � � ��

f f

X ��. X

k

is the Galois cover w.r.t. the symmetric

group on k elements. We denote X

0

= C P

2

:

For every k � 1 we have the canonical projections g

k

: X

k

! C P

2

and a natural

projection (on the �rst k factors) f

k

: X

k

! X

k�1

; which satisfy

f

1

= g

1

= f

g

k�1

f

k

= g

k

; (k � 2):

Clearly,

deg g

k

= n � (n� 1) : : : (n� k + 1)

deg f

k

= n� k + 1;

X

n�1

' X

n

(f

n

is an isomorphism).

.

For k = n (or n� 1), we call X

k

the Galois cover w.r.t. the full symmetric group

or the full Galois cover and denote it also by X

Gal

.

Remark. X

k

is the interesting component in the �bered product X � � � � �X

f f

| {z }

k

Notations.

For the rest of the paper we shall use the following notations:

n = deg f:

X

k

; the Galois cover of f : X ! C P

2

as above, k � n:

S = the branch curve of f in C P

2

(S is a cuspidal curve)

m = degS

� = degS

�

(S

�

the dual to S)

= number of branch points in S w.r.t. a generic projection of C

2

to C

1

:

d = number of nodes in S

� = number of cusps in S
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Theorem 1. The Chern classes of X

k

are as follows:

(a) c

2

1

(X

1

) = 9n+

�

m

2

� 6

�

m� �� d:

For 2 � k � n� 1

c

2

1

(X

k

) = 9(n� k + 1) : : : n

+

1

2

[(n� k + 1) : : : (n� 2)](2n� k � 1)k

�

m

2

� 6

�

m

� [(n� k � 1) : : : (n� 3)]k�

�

1

2

[(n� k � 1) : : : (n� 4)](2n� k � 5)kd

(b)

c

2

(X

1

) = 3n� 2m+ �

c

2

(X

2

) = 3n(n� 1)� 2(2n� 3)m+ (2n� 3)�+ �+ 2d

c

2

(X

3

) = 3n(n� 1)(n� 2)� 3(2n� 4)(n� 2)m+

3

2

(2n� 4)(n� 2)�

+ 2(3n� 9)d+ (3n� 8)�

For 4 � k � n� 1

c

2

(X

k

) = 3(n� k + 1) : : : n

� (n� k + 1) : : : (n� 2)(2n� k � 1)km

+

1

2

(n� k + 1) : : : (n� 2)(2n� k � 1)k�

+ (n� k + 1) : : : (n� 3)(k � 1)k

�

n

2

�

k + 1

3

�

�

+ [(n� k + 1) : : : (n� 4)]

k(k + 1)

4

f(k + 6)(k � 1) + 4n(n� k � 1)gd

+ [(n� k + 1) : : : (n� 4)]f4nk � 2n

2

kgd

Remarks.

(a) We consider an empty multiplication as 1.

(b) The case k = n � 1(X

k

= X

Gal

); of this Theorem was treated in [MoTe2],

Proposition 0.2 (proof there is given by F. Catanese). (See also [MoRoTe]). One can

easily see that for k = n the formulas here coincide with the formulas from [MoTe2].

For c

2

1

it is enough to use remark (a) about empty multiplication. We get:

c

2

1

(X

Gal

) = c

2

1

(X

n�1

) =

n!

4

(m� 6)

2

:

Note that d and � do not appear in this formula. For c

2

we get here (using (a

1

))

c

2

(X

Gal

) = c

2

(X

n�1

) = n!

�

3�m+

1

4

d+

�

2

+

�

6

�
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which coincide with [MoTe2], using the formula for the degree of the dual curve:

� = m

2

�m� 2d� 3�:

Proof of the Theorem.

Let g

k

: X

k

! C P

2

; f

k

: X

k

! X

k�1

be the natural projections. Clearly, g

1

=

f

1

= f; g

k

= g

k�1

f

k

, for k � 2 deg f

k

= n � k + 1; deg g

k

=

n!

(n� k)!

: Let E

k

and

K

X

k

be the hyperplane and canonical divisors of X

k

; respectively (E

k

= g

�

(`) for a

line ` in C P

2

).

Let S

k

be the branch curve of f

k

(in X

k�1

); m

k

its degree and �

0

k

the number of

branch points that do not come from S

k�1

(S

1

= S): Let S

0

k

be the rami�cation locus

of f

k

(in X

k

): Let T

0

k

be the rami�cation locus of g

k

(in X

k

):

We recall that the branch points in S (or S

k

) come from two points coming together

in the �bre, the cusps from (isolated) occurrences of three points coming together and

nodes from 4 points coming together into 2 distinct points. Generically, cusps and

nodes are unbranched. We use this observation in the sequel.

To compute c

2

1

(X

k

) we shall use:

c

2

1

(X

k

) = K

2

X

k

K

X

k

= �3E

k

+ T

0

k

and the following identities.

T

0

k

=

(

S

0

k

+ f

�

k

(T

0

k�1

) k � 2

S

0

1

k = 1

T

0

k

= �

1

2

S

k+1

+

1

2

g

�

k

(S)

To compute c

2

(X

k

) we shall assume that all cusps and nodes of S are vertices

of a triangulation. Using the standard strati�cation computations, this implies the

following recursive formula:

c

2

(X

k

) = deg f

k

� c

2

(X

k�1

)� 2m

k

+ �

0

k

:

Thus we need to get a formula for E

k

� T

0

k

; S

k+1

� T

0

k

; m

k

and �

0

k

: We shall use the

following 3 claims:

Claim 1.

(i) Let m

k

= degS

k

: For k � 2; m

k

= (n� k) : : : (n� 2)m; m

1

= m:

(ii) Let d

k

= # nodes in S

k

: For k � 2, d

k

= (n� k � 2) : : : (n� 4)d; d

1

= d.

(iii) Let �

k

= # cusps in S

k

: For k � 2; �

k

= (n� k � 1) : : : (n� 3)�; �

1

= �:

(iv) Let �

0

k

be the number of branch points of S

k

that do not come from S

k�1

;

�

0

k

= �

k

� (n�k+1)�

k�1

(k � 2) and �

0

1

= �: Then for k = 2, �

0

2

= (n�2)�+�+2d

and for k � 3 �

0

k

= (n � k) : : : (n � 2)�+ (n � k) : : : (n � 3)(k � 1)� + [(n � k) : : :

(n� 4)](k � 1)(2n� k � 4)d: (For k = 3 the coe�cient of d is 2(2n� 7):)
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Claim 2.

E

k:

T

0

k

=

�

m k = 1

1

2

m[(n� k + 1) : : : (n� 2)]f(2n� 1)k � k

2

g k � 2

Claim 3.

S

k+1:

T

0

k

=

�

2�+ 2d k = 1

2(n�k�1) : : : (n�3)k�+ (n�k�1) : : : (n�4)(2n�k�5)kd k � 2

Proof of Claim 1.

Items (i), (ii) and (iii) are easy to verify from the de�nition of �bered product. For

(iv) we notice that f�

0

k

g satisfy the following recursive equations:

�

0

k

= (n� k)�

0

k�1

+ �

k�1

+ 2d

k�1

k � 2

�

0

1

= �:

The formula for �

0

2

; �

0

3

follows immediately from the recursive formula. For k � 4

we substitute the formulas for �

k�1

and d

k�1

from (ii) and (iii) to get �

0

k

= (n �

k)�

0

k�1

+ (n � k) : : : (n � 3)� + 2(n � k � 1) : : : (n � 4)d and we shall proceed by

induction. By the induction hypothesis �

0

k�1

= (n � k + 1) : : : (n � 2)� + (n � k +

1) : : : (n� 3)(k � 2)�+ [(n� k + 1) : : : (n� 4)](k � 2)(2n� k � 3)d:

We substituted the last expression in the previous one to get

�

0

k

= (n� k)(n� k + 1) : : : (n� 2)�+ (n� k)(n� k + 1) : : : (n� 3)(k � 2)�

+ (n� k)(n� k + 1) : : : (n� 4)(k � 2)(2n� k � 3)d

+ (n� k) : : : (n� 3)�+ 2(n� k � 1) : : : (n� 4)d

= (n� k) : : : (n� 2)�+ (n� k) : : : (n� 3)(k � 1)�

+ (n� k) : : : (n� 4)f(k � 2)(2n� k � 3) + 2(n� k � 1)gd

which coincide with the claim since (k � 2)(2n � k � 3) + 2(n � k � 1) =

(k � 1)(2n� k � 4): � for Claim 1

Proof of Claim 2.

For k � 2

E

k:

T

0

k

=

1

2

E

k:

(g

�

k

(S)� S

k+1

)

=

1

2

E

k

g

�

k

(S)�

1

2

E

k:

S

k+1

=

1

2

g

�

k

(`)g

�

k

(S)�

1

2

E

k:

S

k+1

=

1

2

g

�

k

(`:S)�

1

2

E

k:

S

k+1

=

1

2

(deg g

k:

)m�

1

2

m

k+1

Documenta Mathematica 3 (1998) 321{342



Chern Classes of Fibered Products of Surfaces 327

=

1

2

m(n� k + 1) : : : n�

1

2

(n� k � 1)(n� k) : : : (n� 2)m

=

1

2

m[(n� k + 1) : : : (n� 2)]f(n� 1)n� (n� k � 1)(n� k)g

=

1

2

m[(n� k + 1) : : : (n� 2)]f2nk � k � k

2

g: � for Claim 2

Proof of Claim 3.

Since T

0

1

= S

0

1

; the formula trivializes for k = 1: S

2

� T

0

1

= S

2

� S

0

1

= 2� + 2d =

2�

1

+ 2d

1

: For k � 2

S

k+1

� T

0

k

= S

k+1

(f

k

(T

0

k�1

)

0

+ S

0

k

)

= S

k+1

� f

�

k

(T

0

k�1

) + (S

k+1

� S

0

k

)

= (deg f

k

�

�

S

k+1

) � (S

k

� T

0

k�1

) + 2�

k

+ 2d

k

= (deg f

k

� 2)(S

k

� T

0

k�1

) + 2�

k

+ 2d

k

= (n� k � 1)(S

k

� T

0

k�1

) + 2�

k

+ 2d

k

:

Denote a

k

= S

k+1

� T

0

k

.

We shall prove the claim by induction using the recursive formula

a

k

= (n� k � 1)a

k�1

+ 2�

k

+ 2d

k

. For k = 2 :

a

2

= (n� 3)a

1

+ 2�

2

+ 2d

2

= (n� 3)(2�+ 2d) + 2(n� 3)�+ 2(n� 4)d

= 4(n� 3)�+ 2d(n� 3 + n� 4)

= 4(n� 3)�+ 2d(2n� 7):

Thus the statement is true for k = 2:

Let k � 3: Assume the formula is true for k � 1: We shall prove it for k:

a

k

= (n�k�1)a

k�1

+ 2�

k

+ 2d

k

= (n�k�1)f2(n�k) : : : (n�3)(k�1)�+ (k�1)(n�k) : : : (n�4)(2n�k�4)dg

+ 2(n�k�1) : : : (n�3)�+ 2(n�k�2) : : : (n�4)d

= 2(n�k�1) : : : (n�3)k�+ (n�k�1) : : : (n�4)f(2n�k�4)(k�1) + 2(n�k�2)g

= 2(n�k�1) : : : (n�3)k�+ (n�k�1) : : : (n�4)f2nk�k

2

�5kgd:

From the two formulae, we can see that the product (n� k � 1):::(n� 4) should be

1 for k � 2: � for Claim 3

We go back to the proof of the theorem. To prove (a) we write

c

2

1

(X

k

) = K

2

X

k

= (�3E

k

+ T

0

k

)

2

= 9E

2

k

� 6E

k

:T

0

k

+ (T

0

k

)

2

= 9E

2

k

� 6E

k:

T

0

k

+ T

0

k

�

�

1

2

S

k+1

+

1

2

g

�

k

(S)

�

= 9E

2

k

� 6E

k

� T

0

k

�

1

2

T

0

k

� S

k+1

+

1

2

T

0

k

� g

�

k

(S):
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Now: E

2

k

= deg g

k

= (n�k+1) : : : n

�

=

n!

(n� k)!

�

: Since S is of degm T

0

k

:g

�

k

(S) =

mE

k

:T

0

k

: We substitute the results from Claim 2 and Claim 3 to get (a).

We prove (b) by induction on k: For k = 1 we take the recursive formula c

2

(X

k

) =

(n� k + 1)c

2

(X

k�1

) � 2m

k

+ �

0

k

and substitute k = 1 to get c

2

(X

1

) = 3n� 2m+ �

which coincides with formula (b) for k = 1: We do the same for k = 2; 3: To prove

k � 1 implies k we use Claim 1(iv) and (ii) to write

c

2

(X

k

) = (n� k + 1)c

2

(X

k�1

)� 2(n� k) : : : (n� 2)m+ (n� k) : : : (n� 2)�

+ (k � 1)(n� k) : : : (n� 3)�

+ (n� k) : : : (n� 4)(k � 1)(2n� k � 4)d

When substituting the inductive statement for c

2

(X

k�1

) and shifting around terms,

we get (b).

� for the Theorem

x2. A Different Presentation of the Chern Classes.

Proposition 2. Let E and K denote the hyperplane and canonical divisors of X,

respectively. Then the Chern classes of X

k

are functions of c

2

1

(X), c

2

(X), deg(X),

E; K; and k.

Proof. (Proof for X

n

appeared in [RoTe]) Let S be the branch curve of the generic

projection f : X ! C P

2

(S � C P

2

). By Theorem 1, the Chern classes of X

k

depend

on k; deg(S); deg(X) and �; d; �; the number of branch points, nodes and cusps of S;

respectively.

We shall �rst show that �; d; � depends on c

2

(X); degX; deg(S); e(E) and g(R)

where g denotes the genus of an algebraic curve, e denotes the topological Euler

characteristic of a space, and R (� X) is the rami�cation locus of f which is, in fact,

the non-singular model of S.

Recall that � also is equal to deg(S

�

); where S

�

is the dual curve to S: For short

we write n = deg(X); m = deg(S):

We show this by presenting three linearly independent formulae:

� = m(m� 1)� 2d� 3�

g(R) =

(m� 1)(m� 2)

2

� d� �

c

2

(X) + n = 2e(E) + �

The �rst two are well-known formulae for the degree of the dual curve and the genus

of a non singular model of a curve. For the third, we may �nd a Lefschetz pencil

of hyperplane sections of X whose union is X . The number of singular curves in

the pencil is equal to �. The topological Euler characteristic of the �bration equals

e(X) = e(C P

1

) � e(E) +��n (n appears from blowing up n points in the hyperplane

sections). The formula follows from e(C P

1

) = 2 and e(X) = c

2

(X):

We shall conclude by showing that deg(S), e(E) and g(R) depend on c

2

1

(X); degX

and E:K:
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This follows from the Riemann-Hurwitz formula, R = K + 3E; the adjunction

formula 2� 2g(C) = �C:(C +K); and the fact that E

2

= degX and K

2

= c

2

1

(X): In

fact, we have:

g(R) = 1 +

1

2

R(R+K) = 1 +

1

2

(K + 3E)(2K + 3E)

e(E) = 2� 2g(E) = �E(E +K)

deg(S) = deg(R) = E:R = E(K + 3E): �

From the above proof we can, in fact, get the precise formulae of c

2

1

(X

k

) and

c

2

(X

k

) in terms of c

2

1

(X); c

2

(X); deg(X), E:K; and k: For certain (computer-

ized) computations, it is easier to work with these formulae rather than those of

Theorem 1.

Corollary 2.1. In the notations of the above proposition:

c

2

1

(X

n

) =

n!

4

[(E:K)

2

+ 6n(E:K) + 9n

2

� 12(E:K)� 36n+ 36]

c

2

(X

n

) =

n!

24

[72� 10c

2

1

(X)� 54(E:K)� 114n+ 27n

2

+ 14c

2

(X) + 3(E:K)

2

+ 18n(E:K)]

Similar formulas can be obtained for X

k

for k < n:

x3. Examples.

To use Theorem 1, we need computations of n; m, �; � and d: We compute them for

two examples.

Examples 3.1. For X = V

b

, a Veronese embedding of order b, we have

n = b

2

m = 3b(b� 1)

� = 3(b� 1)

2

' = 3(b� 1)(4b� 5)

d =

3

2

(b� 1)(3b

3

� 3b

2

� 14b+ 16)

(see [MoTe3]).

Proof. For n;m; � and �; see [MoTe3] and [MoTe4]. Since � = m(m� 1)� 2d� 3�;

we get the following formula for d : 2d = m

2

�m� �� 3' and thus

2d = 3b(b� 1)(3b(b� 1)� 1)� 3(b� 1)

2

� 9(b� 1)(4b� 5)

= 3(b� 1)f(3b

2

� 3b� 1)b� (b� 1)� 3(4b� 5)g

= 3(b� 1)f3b

3

� 3b

2

� 14b+ 16g:

When one substitutes b = 3 and k = 4, one gets

c

2

1

c

2

= 2:73: By experimental

substitutions it seems that for large b, the signature �(X

k

) (= c

2

1

� 2c

2

), changes

from negative to positive at about

3

4

n:
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Example 3.2. For X = X

t(a;b)

= f

ja`+bC

+

j

(Hirzebruch surface of order t); where `

is a �ber, (C

+

)

2

= t; and a � 1, we have

n = 2ab+ tb

2

m = 6ab� 2a� 2b+ t(3b

2

� b)

� = 6ab� 4a� 4b+ 4 + t(3b

2

� 2b)

' = 24ab� 18a� 18b+ 12 + t(12b

2

� 9b)

Proof. [MoRoTe], Lemma 7.1.3.

Example 3.3. (in the � < 0 area)

For X a K3 surface:

K = 0

c

2

1

(X) = K

2

= 0

c

2

(X) = 24

n = 4

m = 12

� = 36

� = 24

d = 12

c

2

1

(X

2

) = 48

c

2

(X

2

) = 144

c

2

1

(X

3

) = c

2

1

(X

Gal

) = 216

c

2

(X

3

) = c

2

(X

Gal

) = 240:

Proof. It is well known that for a K3 surfaces K = 0; c

2

1

= 0; c

2

= 24; S

0

= 3E;

n = E

2

= 4: Using this we can get m and �:

m = S

0

:E = 3E:E = 3E

2

= 12

� = c

2

(X)� 2e(E) + n (see proof of Proposition 2)

= c

2

(X)� 2(2� 2g(E)) + n

= c

2

(X) + 2E:(E +K) + n = 36

Now from

m(m� 1) = �+ 3�+ 2d

and

m(m� 3) = 2g(S

0

)� 2 + 2�+ 2d = (K + S

0

); S

0

+ 2�+ 2d

= 3E:3E + 2�+ 2d = 9E

2

+ 2�+ 2d;

we get 2m = �� 9E

2

+ � = 24 and � = 2m+ 9E

2

� � = 24:

Moreover, we get d =

1

2

(m(m� 1)� � � 3�) = 12: We substitute these quantities

in the formula from Theorem 1 to get the values of the Chern classes.

Remark. For t = 0; X

t(a;b)

are actually embeddings of C P

1

� C P

1

. In [FRoTe], we

computed the fundamental group of X

n

= X

Gal

for X = X

t(a;b)

which is Z

n�2

c

for
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c = g:c:d:(a; b): Thus for (a; b) = 1 these surfaces are simply connected. All these

surfaces are smooth minimal surfaces of general type. For a � 6, b � 5; the signature

of these surfaces is positive. For �ve pairs of (a; b), these surfaces have signature 0

(see [MoRoTe]). Four of these surfaces are simply connected and the �fth one for

which a = b = 5; �

1

(X

Gal

) = Z

48

5

.

In our ongoing research, we shall apply Theorem 1 and Proposition 2 in order to

obtain more examples of non di�eomorphic surfaces or surfaces in di�erent deforma-

tion families with the same c

2

1

and c

2

, as well as to compute the slope

c

2

1

c

2

and to search

for higher slopes.

We are also interested in the fundamental groups (in particular, in the �nite ones)

and the divisibility of the canonical class (in particular, the case where the canonical

class is divided by 2, i.e., the spin case), which we will investigate in a subsequent

paper. The results in this paper are a basis for producing interesting examples of

surfaces with positive index, (c

2

1

� c

2

), �nite fundamental groups and spin (K even)

structure. In particular, we plan to prove the following two conjectures.

Conjecture. For X = V

b

, Veronese of order b; b > 4; we have X

k

is a spin

manifold , k even or b = 2; 3(4):

Conjecture. For X = F

t(a;b)

(the Hirzebruch surface), �

1

(X

k

) is �nite.
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Abstract.

A model for long range di�usion reaction on population dynamics has been

considered, and conditions for the existence and uniqueness of solutions to

the model in L

p;q

norms has been obtained.
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1 Introduction

The dynamics of population has been described using mathematical models which

have been very successful in giving good e�ect in the study of animal and human

populations. Fisher [4] introduced a model for the spatial distribution of an advanta-

geous gene as non-linear di�usion equations. Later, Hoppensteadt [6] p.50, derived an

equation of age-dependent population growth which involves �rst order partial deriva-

tives with respect to age and time, where Fife [3] considered reaction and di�usion

systems which are distributed in 3-dimensional space or on a surface rather than on

the line. In addition, Abual-rub studied di�usion in two dimensional spaces for which

di�usion is more realistic and applicable in life. Most of these di�usion models deal

with usual di�usion or short range di�usion. Such models have played a major role

in the study of population dynamics. However, long range di�usion could also have a

big in
uence on the dynamics of some populations with the form it takes depending

on the nature of the populations themselves. Abual-rub talked about long range dif-

fusion with population pressure in Plankton-Herbivore populations. He considered a

model of the following form:

P

t

� c�

(2)

P = aP + eP

2

� bPH +

u

�+ 1

�

�

P

�+1

�

(1)
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P (x; 0) = g(x); x 2 R

2

; (2)

and

H

t

� `�

(2)

H = kPH � dH

2

+

u

�+ 1

�

�

H

�+1

�

(3)

H(x; 0) = h(x); x 2 R

2

; (4)

where P (x; t) andH(x; t) represent the Plankton and Herbivore densities, respectively.

Here � represents the Laplacian operator and

�

(2)

=

2

X

i;j=1

@

4

@x

2

i

@x

2

j

: (5)

The existence and uniqueness of solutions to (1)-(4) have been proved by Abual-

rub in the L

p;q

spaces. Okubo [8] p. 194, discussed the e�ect of density-dependent

dispersal on population dynamics by considering the Gurtin and MacCamy [5] model

which combines the 
ux with the population reaction term, F (S), he considered

di�usion-reaction problems in one dimension of the form:

@S

@t

= K

@

2

S

m+1

@x

2

+ F (s); (6)

where

K = k (m+ 1) > 0: (7)

Murray [7] p.245, which is one of the good books in mathematical biology, con-

sidered a long range di�usion model of population by taking the 
ux J to be:

J = �D

1

rS +rD

2

(�S) (8)

where D

1

and D

2

are the constants which measure short range and long range e�ects,

respectively. He obtained a long range di�usion approximation of the form:

@S

@t

= r �D

1

rS �r � r(D

2

�S): (9)

For this model, Murray mentioned that the e�ect of short range di�usion is,

usually, larger than that of long range di�usion, i.e. D

1

> D

2

. In this paper we will

see what happens if the e�ect of long range di�usion is larger. This assumption might

not be realistic in general, but we think that it might be true in some rare cases of

population dynamics such as for certain epidemics and Plankton-Herbivore systems.
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2 Model

We will consider the two dimensional case in our model rather than the �rst dimen-

sional case i.e., x = (x

1

; x

2

); because it is more realistic that di�usion takes place in

spaces and not along lines. Therefore, we will use �S instead of

@

2

S

@x

2

. As mentioned

in the introduction we will assume that the e�ect of long range di�usion is larger than

that of short range di�usion and investigate what will happen if at some stage D

1

is negligible compared with D

2

. We believe that this might happen at some stages

depending on the nature of the population and the nature of its dynamic. Its known

that in short rang di�usion the 
ux J takes the following form

J = �DrS: (10)

Murray [7] p.245, derived the equation for 
ux J in (8). In our model, according

to the above assumptions, we will consider the 
ux to be of the form

J = r (D

2

�S) : (11)

The conservation equation for S is given by

@S

@t

= �r � J + F (S); (12)

where F (S) is the population reaction term. By substituting (11) into (12) we get

the following model for long range di�usion reaction, namely

@S

@t

= �D

2

�

(2)

S + F (S) (13)

In this paper we will impose the initial condition on S , namely

S(x; 0) = g(x) (14)

In addition, we will consider F (S) to be directly proportional to S

n

, i.e,

F (S) = aS

n

(15)

for some positive constant a and integer n which has to be determined later. The

reason for writing S

n

here is that in usual di�usion we have always S or S

2

but in

long range di�usion things might di�er and if it does we want to determine the right

exponent, n, for S. Let C = �D

2

, our model is thus

@S

@t

� C�

(2)

S = aS

n

; (16)

S(x; 0) = g(x): (17)

where the term C�

(2)

S represents long range di�usion.
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3 Existence and uniqueness of solutions:

We will look for solutions to model (16), (17) in the L

p;q

space, the function space

consisting of Lebesgue measurable functions S(x; t) such that kSk

p;q

< 1, where

k(�)k

p;q

is the norm in L

p;q

de�ned by :

kSk

p;q

=

"

Z

T

0

�

Z

R

2

jSj

p

dx

�

q

p

dt

#

1

q

(18)

We will now state and prove the main result in this paper.

3.1 LEMMA

The solution to model (16), (17), S(x; t), exists and is unique in the space

L

3

2

(n�1);

1

2

(n�1)

for n > 3, whenever the initial data g (x) is small enough in the

norm of its space.

Proof. We begin by transforming equation (16) and the initial condition (17)

into the following integral equation

S = a

Z

t

0

Z

R

2

K(x� y; t� �)S

n

(y; �)dyd� +

Z

R

2

K(x� y; t)g(y)dy (19)

We will now rewrite (19) simply as

S = aK � S

n

+K � g (20)

where � denotes the convolution in space and time and � denotes the convolution

in space only. Here the kernel K is the Fundamental solution to the homogeneous

problem of (16), namely

K(x; t) = t

�

1

2

�

�

xt

�

1

4

�

;where K 2 C

1

(R

2

) (21)

Using (21), K can be approximated by

jK(x; t)j �

c

�

jxj+ t

1

4

�

2

; t > 0 (22)

Now, if g 2 L

q

(R

2

) we have

K � g �

Z

R

2

cg(y) dy

�

jx� yj+ t

1=4

�

2

:

We �rst take the p norm in t, namely

kK � gk

p

�
















Z

R

2

cg(y) dy

�

jx� yj+ t

1=4

�

2
















p

:
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Applying Minkowski's integral on the right hand side of the above inequality, we

obtain

kK � gk

p

� c

Z

R

2

jg(y)j

 

Z

R

+

dt

�

jx� yj+ t

1=4

�

2p

!

1

p

dy

� c�

Z

R

2

jg(y)j

 

1

�

jx� yj+ t

1=4

�

2p�4

!

1

p

dy

= c�

Z

R

2

jg(y)j dy

�

jx� yj+ t

1=4

�

2�

4

p

;

where � is a constant.

We now take the q norm in x of the above inequality to obtain

kK � gk

p;q

� c�



















Z

R

2

jg(y)j dy

�

jx� yj+ t

1=4

�

2�

4

p



















q

:

The right hand side of the above inequality is less than or equal to constant�kgk

q

; if

1

p

=

1

q

�

4

2p

(using the Benedek-Panzone Potential Theorem [1], see Appendix). This

implies that p = 3q and hence

K � g 2 L

3q

(23)

This concludes the proof for the initial data.

Now, for the �rst term in (20), note that we can rewrite (22) as

jKj �

c

�

jxj+ t

1

4

�

2

=

c

�

jxj+ t

1

4

�

2+4�4

(24)

By doing the calculations to the �rst term in (20), using (24), similar to what has

been done to the second term in (20) in the previous page 5, using (22), then applying

the Benedek-Panzone Potential Theorem [1], see appendix, we conclude that

1

r

=

n

p

�

4

2 + 4

=

n

p

�

2

3

; 1 <

p

n

<

3

2

(25)

Now, by setting r = p in (25) we get :

p =

3

2

(n� 1) (26)

Using (25) and (26) we have :

n <

3

2

(n� 1) <

3

2

n (27)

Therefore, since

3

2

(n � 1) <

3

2

n is true always, we must have n <

3

2

(n � 1) which in

turns gives :

n > 3 (28)
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To get a contraction mapping (see appendix) L

p

�

R

2

�R

+

�

! L

p

�

R

2

�R

+

�

in (20),

the exponents in (23) and (26) must be equal, that is

3

2

(n� 1) = 3q (29)

and thus

q =

n� 1

2

(30)

Hence

S(x; t) 2 L

3

2

(n�1);

1

2

(n�1)

(31)

Now, its enough to show the uniqueness of the solution.

Lets apply the mapping T to (20) to obtain :

T (S) = aK � S

n

+K � g (32)

Its easy to see that:

kT (S)k

3

2

(n�1)

� C(n) kSk

n

3

2

(n�1)

+ khk

3

2

(n�1)

(33)

where h is an auxiliary function which represents the term K � g in (32).

We are going now to compare equation (33) to the following mapping :

y = �x

n

+ � ; (x � 0) (34)

where both � and � are positive constants. Of course �x

n

is convex and increases

faster that a linear function.

Its obvious to see that if � = 0, there is only one non-zero root of (34) but if

0 < � < � (where � is su�ciently small), we will have two roots, say fx

1

and fx

2

:

Let fx

1

be the smallest root, then if fx

1

is small enough then the mapping T will

be a contraction mapping which maps the ball of radius fx

1

into itself. This implies

that the solution to the equation S = T (S) in (32) exists and its unique in the ball

of radius fx

1

. This concludes the proof of Lemma 3.1.

Remark 1: The extension of the results in Lemma 3.1 to three or n dimensions is

straight forward.

Remark 2: See [2] for a general method for studying long-time asymptotics of non-

linear parabolic partial di�erential equations. In [2], p.898, Remark 1, the

existence and uniqueness of solutions have been shown. Comparing our results

with the results obtained in [2], we conclude that if we take � = 4, then equation

(8) in [2], p. 898, is analogous to our equation (16) here and u(x; t) used in [2]

is the same as K(x; t) used here in (21). This shows that our method coinsides

with the method used in [2] and thus therorem 1 in [2] is applicable to our case.
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4 Conclusion:

We conclude that solutions to our model (16), (17) can not exist in L

p;q

spaces unless

n > 3. But this does not mean that there are no solutions for n � 3, because solution

might exist for n � 3 but in other spaces di�erent from L

p;q

spaces. Its very important

to notice that under the assumption we have made at the beginning, namely the long

range di�usion dominance, we have shown that n > 3. This means that we should

have terms like S

4

or S

5

or of larger degree of S in the right hand side of (16) and this

in turns says that we must have interaction between four Kinds of species or more in

the population.

5 Appendix:

� Benedek-Panzone Potential Theorem :Let X = E

n

(the nth dimensional

Euclidean space), and � = (�

1

; �

2

; : : : ; �

n

) be an n-tuple of real numbers,0 <

�

i

< 1. If P and Q are such that

1

P

�

1

Q

= �, 1 < P <

1

�

, then










f � jxj

��n










Q

�

c kfk

P

holds for every f 2 L

P

, where � =

P

n

i=1

�

i

, and c = c(�; P ).

� Contraction Mappings :Let T be a mapping of a metric space X into itself.

Then x is called a �xed point of T if T (x) = x . Suppose there exists a number

c < 1 such that kT (x)� T (y)k < c kx� yk for every pair of points x; y 2 X .

Then T is called a contraction mapping.

� Fixed Point Theorem:Every contraction mapping T de�ned on a complete

metric space (or Banach space) has a unique �xed point.

Acknoledgement : The author is grateful to the Referee of this paper for his

valuable suggestions especially what has been suggested to enable the author to

include Remark 2 in this paper.
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Abstract. Let X

�

and X

 

be projective quadrics corresponding to qua-

dratic forms � and  over a �eld F . If X

�

is isomorphic to X

 

in the

category of Chow motives, we say that � and  are motivic isomorphic and

write �

m

�  . We show that in the case of odd-dimensional forms the condi-

tion �

m

�  is equivalent to the similarity of � and  . After this, we discuss

the case of even-dimensional forms. In particular, we construct examples of

generalized Albert forms q

1

and q

2

such that q

1

m

� q

2

and q

1

6� q

2

.

Keywords and Phrases: Quadratic form, quadric, P�ster form, Chowmotives

1991 Mathematics Subject Classi�cation: Primary 11E81; Secondary 19E15

Let F be a �eld of characteristic 6= 2 and � be a quadratic form of dimension

� 3 over F . By X

�

we denote the projective variety given by the equation � = 0. It

is well known that the variety X

�

determines the form � uniquely up to similarity.

More precisely, the condition X

�

' X

 

holds if and only if � ' k for a suitable

element k 2 F

�

. Now, letM : V

F

! C be an arbitrary functor from the category V

F

of smooth projective F -varieties to a category C. Is it possible to say anything speci�c

about � and  if we know thatM(X

�

) ' M(X

 

)? Clearly, the answer depends on

the category C and the functor M. In the present paper, we mainly consider the

example of the category C = MV

F

of Chow motives. In this particular case, we

setM(X) = M(X), where M(X) denotes the motive of X in the category of Chow

motives. If M(X

�

) 'M(X

 

), we say that � is motivic equivalent to  (and we write

�

m

�  ).

Recently, Alexander Vishik has proved that �

m

�  i� dim� = dim and

i

W

(�

L

) = i

W

( 

L

) for all extensions L=F (see [27]). His proof uses deep results

concerning the Voevodsky motivic category. In [10], Nikita Karpenko found a new,

more elementary, proof that, in contrast to Vishik's proof, deals only with Chow

motives. In x2, we give an elementary proof of Vishik's theorem in the case of odd-

dimensional forms. In fact, we prove a more precise result. Namely, we show that, in

the case of odd-dimensional forms, the condition �

m

�  is equivalent to the similarity

of the forms � and  (here we do not use any results of the paper of Vishik). In other

words, we prove that the condition M(X

�

) ' M(X

 

) is equivalent to the condition

1
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X

�

' X

 

for the odd-dimensional quadrics X

�

and X

 

. In the proof we use some

results of x1 concerning low dimensional forms belonging to W (F (�)=F ).

In x3, we show that the condition �

m

�  is equivalent to the condition � �  for

all forms of dimension � 7. Besides, we discuss the case of even-dimensional forms

of dimension � 8. This case is much more complicated. For instance, for all n � 3,

there exists an example of anisotropic 2

n

-dimensional forms � and  such that �

m

�  

but � 6�  . In x4, for any n and m such that 0 � m � n� 3, we construct generalized

Albert forms q

1

and q

2

such that dim(q

1

)

an

= dim(q

2

)

an

= 2(2

n

� 2

m

), q

1

m

� q

2

but

q

1

6� q

2

. This example gives a negative answer to a question stated by T. Y. Lam

[18].

Some words about terminology and notation. Mainly we use the same termi-

nology and notation as in the book of T. Y. Lam [17], W. Scharlau [23], and the

fundamental papers of M. Knebusch [11, 12]. However, there exist several di�erences.

We use the notation hha

1

; : : : ; a

n

ii for the P�ster form h1;�a

1

i 
 � � � 
 h1;�a

n

i (in

[17] and [23], hha

1

; : : : ; a

n

ii = h1; a

1

i
 � � �
 h1; a

n

i). We write � �  if there exists an

element k 2 F such that k� '  (i.e., if � is similar to  ). We say that � and  are

half-neighbors if dim� = dim and there exist s; r 2 F such that � = s� ? r is a

P�ster form (see, e.g., [6]). In this case, we will write �

hn

�  and we say that � and  

are half-neighbors of �. Our de�nition di�ers from the original de�nition of Knebusch

[12]. However, we prefer to use the new de�nition since we want to regard any pair �,

 of 2

n

-dimensional similar forms as half-neighbors. We denote by P

n

(F ) the set of

all n-fold P�ster forms. The set of all forms similar to n-fold P�ster forms is denoted

by GP

n

(F ). We also use the notation P

�

(F ) = [

n

P

n

(F ) and GP

�

(F ) = [

n

GP

n

(F ).
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1. Low dimensional forms in W (F (�)=F )

In this section, we give slight generalizations of some results of M. Knebusch.

In fact, we modify some proofs of [12] by using Ho�mann's theorem [5]

2

. We recall

that Ho�mann's theorem asserts that for a pair of anisotropic quadratic forms � and

 satisfying the condition dim� � 2

n

< dim , the form � remains anisotropic over

F ( ).

Proposition 1.1. Let � and  be anisotropic quadratic forms over F such that

dim� � dim . Suppose that the form �

Def

= � ?  belongs to the group W (F (�)=F ).

Then

(1) if � is isotropic, then � is hyperbolic,

(2) if � is anisotropic, then � is similar to a P�ster form.

Proof. (1) Assume that � is isotropic but not hyperbolic. This means that 0 <

dim�

an

< dim�. In the Witt ring W (F ), we have � � � =  . Therefore,

dim(�

an

? ��)

an

= dim � dim� < dim �

an

+ dim� = dim(�

an

? ��):

2

see also [6, Prop. 2.4] and [3, Th. 1.6]
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Consequently, the form �

an

? �� is isotropic. Hence the set D

F

(�

an

) \ D

F

(�) is

nonempty.

Since �

F (�)

is hyperbolic, it follows that ((�)

an

)

F (�)

is also hyperbolic. Since the

set D

F

(�

an

) \D

F

(�) is nonempty, the Cassels{P�ster subform theorem implies that

� � �

an

. Therefore,

dim(�

an

? ��)

an

= dim�

an

� dim� < dim� � dim� = dim :

This contradicts to the relation dim(�

an

? ��)

an

= dim proved above.

(2) Assume that � is not isotropic. To prove that � is similar to a P�ster form,

it su�ces to prove that �

F (�)

is hyperbolic (see [12]).

Let

~

F = F (�), ~� = �

~

F

,

~

� = �

~

F

, and

~

 =  

~

F

. Since dim �

1

2

dim�, Ho�mann's

theorem implies that the form

~

 =  

F (�)

is anisotropic. If we assume that

~

� is

anisotropic, then we can apply item (1) of Proposition 1.1 to the

~

F -forms

~

�,

~

 , and

~�. Then we conclude that ~� is hyperbolic. Now, we assume that

~

� = �

F (�)

is isotropic.

Since �

F (�)

is hyperbolic and �

F (�)

is isotropic, it follows that �

F (�)

is hyperbolic.

Thus, the form �

F (�)

is hyperbolic in any case and the proposition is proved.

Corollary 1.2. (Fitzgerald, [3, Th. 1.6]). Let � be an F -form, and let � 2

W (F (�)=F ) be an anisotropic nonzero form of dimension � 2 dim�. Then � 2

GP

�

(F ) and one of the following conditions holds:

� � is a P�ster neighbor of �,

� � is a half-neighbor of �,

Proof. Since � is anisotropic and �

F (�)

is hyperbolic, the form � is similar to a

subform of �. Multiplying � by a scalar, we may assume that � � �. Let  be

the complement of � in �. Then all hypotheses of Proposition 1.1 hold. Since �

is anisotropic, Proposition 1.1 implies � 2 GP

�

(F ). The rest of the proof is an

immediate consequence of the de�nitions of P�ster neighbors and half-neighbors, and

the Cassels-P�ster subform theorem.

Corollary 1.3. (cf. [12, Th. 8.9]). Let � and � be anisotropic forms such that

dim� � dim � and (�

F (�)

)

an

' (�

F (�)

)

an

. Then either � ' � or � ? �� 2 GP

�

(F ).

Proof. Let  = �� and � = � ? �� = � ?  . All the hypotheses of Proposition 1.1

hold. In the case where � is isotropic, Proposition 1.1 implies that � is hyperbolic.

Then � = � in the Witt ring. Since � and � are anisotropic, we have � ' �. If � is

anisotropic, Proposition 1.1 implies that � ? �� = � 2 GP

�

(F ).

2. Motivic equivalence of odd-dimensional forms

Definition 2.1. To any �eld F , let be assigned an equivalence relation

�

�

F

on the

set of all quadratic forms over F such that the following conditions hold:

(i) If � and  are forms over F such that � �  , then �

�

�

F

 .

(ii) If � and  are forms over F such that �

�

�

F

 , then, for any extension E=F ,

we have �

E

�

�

E

 

E

.

(iii) If � and  are forms over a �eld F such that �

�

�

F

 , then dim� = dim and

i

W

(�) = i

W

( ).

A collection of equivalence relations

�

�

F

satisfying properties (i){(iii) will be

called a good equivalence relation on quadratic forms (over all �elds).
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Below we will drop the index F at

�

�

F

and write simply

�

�.

Definition 2.2. Let � and  be F -forms. We say that the quadratic form � is

equivalent to the quadratic form  in the sense of Vishik if dim� = dim and for

any �eld extension E=F we have i

W

(�

E

) = i

W

( 

E

). In this case, we write �

v

�  .

The following lemma is obvious.

Lemma 2.3. The equivalence relation

v

� is a minimal good equivalence relation. More

precisely,

� The equivalence relation

v

� is a good relation.

� For any good relation

�

�, the condition �

�

�  implies �

v

�  .

Example 2.4. Let X be a smooth variety over F . By M(X) we denote the motive

of X in the category of Chow motives. Let us de�ne the equivalence

m

� of quadratic

forms � and  as follows:

�

m

�  if M(X

�

) 'M(X

 

).

Then

m

� is a good equivalence relation.

Proof. Clearly, conditions (i) and (ii) in De�nition 2.1 are ful�lled. We need to verify

only condition (iii). Let X = X

�

, and let

�

F denote the algebraic closure of F . By [9,

Item (2.2) and Prop. 2.6]

3

� dim � coincides with the largest integer m such that CH

m�2

(X) 6= 0,

� the integer i

W

(�) coincides with the largest integer m satisfying the conditions

m �

1

2

dim� and coker(CH

m�1

(X)! CH

m�1

(X

�

F

)) = 0.

Thus, it su�ces to show that the groups coker(CH

j

(X) ! CH

j

(X

�

F

)) and CH

j

(X)

depend only on the motive of X . This can easily be proved if we observe that the

functor CH

j

is representable in the category of Chow motives. Namely, CH

j

(X) =

Hom

MV

F

(M(pt

F

)(j);M(X)), where M(pt

F

) is the motive of pt

F

= Spec(F ) and the

object M(pt

F

)(j) is de�ned, e.g., in [24]. Thus, CH

j

(X) depends only on the motive

of X . Now, we consider the base change functor � : MV

F

! MV

�

F

. Since the

homomorphism CH

j

(X)! CH

j

(X

�

F

) coincides with the homomorphism

� : Hom

MV

F

(M(pt

F

)(j);M(X))! Hom

MV

�

F

(�(M(pt

F

)(j));�(M(X)));

it follows that the group coker(CH

j

(X)! CH

j

(X

�

F

)) also depends only onM(X).

Theorem 2.5. Let

�

� be a good equivalence relation. Let � and  be odd-dimensional

quadratic forms over a �eld. Then the condition �

�

�  is equivalent to the condition

� �  .

Proof. We start the proof with three lemmas

Lemma 2.6. Let � and  be odd-dimensional anisotropic forms of dimension � 3

such that dim� = dim and (�

F (�)

)

an

' ( 

F (�)

)

an

. Then � '  .

Proof. If � 6'  , Corollary 1.3 shows that � ? � 2 GP

�

(F ). Since dim� = dim ,

we conclude that dim is a power of 2. Since dim � 3, we see that dim is even.

We get a contradiction to the assumption of the lemma.

3

see also [22, Prop. 2] and [25].
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The following lemma is obvious.

Lemma 2.7. Let � and  be odd-dimensional forms such that dim� = dim and

det� = det . Then the condition  � � is equivalent to the condition � ' �.

Lemma 2.8. Let � and  be odd-dimensional forms such that dim�

an

= dim 

an

� 3.

Suppose that �

F (�

an

)

�  

F (�

an

)

. Then � �  .

Proof. Replacing �rst � and  by �

an

and  

an

, respectively, we may assume that �

and  are anisotropic. Replacing then � by

1

det�

� and  by

1

det 

 , we may assume

that det� = 1 = det . Since �

F (�)

�  

F (�)

, Lemma 2.7 implies that �

F (�)

'  

F (�)

.

By Lemma 2.6, we have � '  .

Now, we return to the proof of Theorem 2.5. We use induction on n = dim�

an

=

dim 

an

. The case where n = 1 is obvious. So we may assume that n � 3. Since

�

�

�  , we have �

F (�

an

)

�

�  

F (�

an

)

. By the induction assumption, we have �

F (�

an

)

�

 

F (�

an

)

. Now, Lemma 2.8 implies that � �  .

Corollary 2.9. Let � and  be odd-dimensional quadratic forms over a �eld. Then

�

v

�  i� �

m

�  i� � �  .

3. Even-dimensional forms

In this section, we study the relation

m

� in the case of even-dimensional forms. If

quadratic forms � and  of dimension � 2 satisfy the condition �

v

�  , then �

F ( )

and  

F (�)

are isotropic (because �

F (�)

and  

F ( )

are isotropic).

Proposition 3.1. Let � and  be quadratic forms of dimension < 8. Then

�

v

�  i� �

m

�  i� � �  .

Proof. In view of Corollary 2.9, we may assume that d = dim� = dim is even.

Thus, it su�ces to consider the cases d = 2, 4, and 6. The implications � �  )

�

m

�  ) �

v

�  are obvious. Therefore, we must verify only that �

v

�  implies

� �  . Since �

v

�  , the forms �

F ( )

and  

F (�)

are isotropic. In the case d = 2, this

obviously means that � �  . If d = 4, then � �  by Wadsworth's theorem [28].

Thus, we may assume that d = 6. We need the following assertion concerning the

isotropy of 6-dimensional forms.

Lemma 3.2. (see [4, 13, 16, 21]). Let � and  be anisotropic 6-dimensional forms

such that �

F ( )

is isotropic. Then either � �  or  is a 3-fold P�ster neighbor.

In view of this lemma, we may assume that  is a P�ster neighbor of a 3-fold

P�ster form �. Since  

F (�)

is isotropic, it follows that �

F (�)

is isotropic. Hence � is

a P�ster neighbor of �. Therefore, � � (� � hhd

�

�ii)

an

and  � (� ? �hhd

�

 ii)

an

.

Thus, it su�ces to verify that d

�

� = d

�

 . This is a consequence of the following

chain of equivalent conditions

a = d

�

�, i

W

(�

F (

p

a)

) = 3, i

W

( 

F (

p

a)

) = 3, a = d

�

 

The proof is complete.

Now, we begin to study even-dimensional forms of dimension � 8.

Lemma 3.3. (see, e.g., [27]). Let � and  be half-neighbors. Then �

v

�  .
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For the reader's convenience, we cite the proof (which, in fact, is trivial).

Proof. The condition �

hn

�  means that dim � = dim , and there exist s; r 2 F

�

such that s� ? r = � 2 P

�

(F ). Let L=F be a �eld extension. If both �

L

and  

L

are anisotropic, then i

W

(�

L

) = 0 = i

W

( 

L

). If at least one of the forms �

L

or  

L

is isotropic, then �

L

is also isotropic. Taking into account the condition � 2 P

�

(F ),

we conclude that �

L

is hyperbolic. Therefore, s�

L

= �r 

L

in the Witt ring. Since

dim� = dim , we have s�

L

' �r 

L

. Hence i

W

(�

L

) = i

W

( 

L

).

The following lemma shows that there exist examples of nonsimilar half-

neighbors.

Lemma 3.4. (see [6], [8]). For any n � 3, there exists a �eld F and 2

n

-dimensional

half-neighbors � and  such that � 6�  .

As a consequence of this result, we see that, for any n � 3, there exists a pair of

2

n

dimensional forms � and  such that �

v

�  and � 6�  . In particular, Proposition

3.1 cannot always be generalized for 8-dimensional forms.

Nevertheless, for 8-dimensional forms with trivial determinant, we have the fol-

lowing

Proposition 3.5. Let � and  be 8-dimensional forms with trivial determinant.

Then the following conditions are equivalent:

(1) �

v

�  ;

(2) �

F ( )

and  

F (�)

are isotropic;

(3) � and  are half-neighbors.

Proof. The implications (3))(1))(2) are obvious. The implication (2))(3) follows

immediately from the results of A. Laghribi [16], [15], [14].

4. Generalized Albert forms

In this section, we construct examples of nonsimilar

v

�-equivalent forms based on

the so-called generalized Albert forms.

Definition 4.1. A generalized Albert form (or n-Albert form) is a form of type

q = �

0

? ��

0

, where �

0

and �

0

are pure parts of n-fold P�ster forms � and � .

Remark 4.2. � Any n-Albert form has dimension 2(2

n

� 1).

� Suppose that q is an n-Albert form. By [2, Proof of Prop. 4.4], the anisotropic

part q

an

looks like q

an

= hha

1

; : : : ; a

m

ii q

0

, where q

0

is an anisotropic (n � m)-

Albert form. In particular, dim q

an

has dimension 2

m

�2(2

n�m

�1) = 2(2

n

�2

m

),

where 0 � m � n. We say that m is the linkage number of the n-Albert from q.

� Every 1-Albert form has the form q = hhaii

0

? �hhbii = h�a; bi. Hence any

2-dimensional form is a 1-Albert form.

� Every 2-Albert form has the form

q = hha

1

; a

2

ii

0

? �hhb

1

; b

2

ii

0

= h�a

1

;�a

2

; a

1

a

2

; b

1

; b

2

;�b

1

b

2

i :

Thus, a 2-Albert form is the \classical" 6-dimensional Albert form.
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Our interest in n-Albert forms is motivated by the following observation of A.

Vishik (see [27]): if q

1

and q

2

are n-Albert forms such that q

1

� q

2

(mod I

n+1

(F )),

then q

1

v

� q

2

.

The following question is due to Lam [18, Item (6.6), Page 28].

Question 4.3. Let q

1

and q

2

be n-Albert forms such that q

1

� q

2

(mod I

n+1

(F )).

Is it always true that q

1

� q

2

?

The answer to this question is obviously positive in the case n = 1. In the case

n = 2, the answer is also positive. This is a version of a Jacobson's theorem (see, e.g.,

[19, Prop. 2.4]). In this section, we construct a counterexample to this question for

any n � 3.

Theorem 4.4. There exists a �eld F and anisotropic 3-Albert forms q

1

and q

2

over

F such that q

1

� q

2

(mod I

4

(F )) and q

1

6� q

2

. In particular, the answer to Question

4.3 is negative in the case n = 3.

Proof. We need the following theorem of Ho�mann.

Theorem 4.5. (see [6, Th. 4.3]). There exists a �eld k and anisotropic 8-dimensional

quadratic forms over k,

�

1

= s

1

hha

1

; b

1

ii ? �k

1

hhc

1

; d

1

ii ;

�

2

= s

2

hha

2

; b

2

ii ? �k

2

hhc

2

; d

2

ii

such that �

1

� �

2

(mod I

4

(k)), indC(�

1

) = indC(�

2

) = 4 and �

1

6� �

2

.

Remark 4.6. In fact, the formulation of Theorem 4.3 in [6] di�ers from the one

presented above. In his theorem, Ho�mann has constructed a pair �;  2 I

2

(k) of

8-dimension quadratic forms such that � 6�  and �

hn

�  . Clearly, changing  by

a scalar, we may always assume that � �  (mod I

4

(k)). To obtain Theorem 4.5,

it su�ces to show that we may always take � and  in the form of direct sums of

forms belonging to GP

2

(k). In the proof of [6, Theorem 4.3] it is so for the form �

(the explicit formula for � in [6] shows that � contains a subform a h1; x; y; xyi). The

required statement concerning  is obvious since i

W

( 

k(

p

�x)

) = i

W

(�

k(

p

�x)

) � 2.

Now we return to the proof of Theorem 4.4. Under the conditions of this theorem,

we obviously have (a

1

; b

1

)+ (c

1

; d

1

) = c(�

1

) = c(�

2

) = (a

2

; b

2

)+ (c

2

; d

2

). Hence there

exists an Albert form � (of dimension 6) such that c(�

1

) = c(�

2

) = c(�). Hence

indC(�) = indC(�

1

) = 4. By an Albert's theorem, � is anisotropic (see [1, Th. 3] or

[26, Th. 3]). Since (a

i

; b

i

)+ (c

i

; d

i

) = c(�) for i = 1; 2, there exist r

1

and r

2

such that

hha

1

; b

1

ii

0

? �hhc

1

; d

1

ii

0

' r

1

�;

hha

2

; b

2

ii

0

? �hhc

2

; d

2

ii

0

' r

2

�:

In the Witt ring W (k(t)), we have

t�� �

i

= tr

i

(hha

i

; b

i

ii � hhc

i

; d

i

ii)� (s

i

hha

i

; b

i

ii � k

i

hhc

i

; d

i

ii)

= tr

i

(hha

i

; b

i

ii � tr

i

s

i

hha

i

; b

i

ii)� tr

i

(hhc

i

; d

i

ii � tr

i

k

i

hhc

i

; d

i

ii)

= tr

i

(hha

i

; b

i

; tr

i

s

i

ii � hhc

i

; d

i

; tr

i

k

i

ii):

We set q

i

= hha

i

; b

i

; tr

i

s

i

ii

0

? �hhc

i

; d

i

; tr

i

k

i

ii

0

and F = k(t). Since t���

i

= tr

i

q

i

in the

Witt ringW (F ) and dim(t� ? ��

i

) = 6+8 = 14 = dim q

i

, we have t� ? ��

i

' tr

i

q

i

.
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Since � and �

i

are anisotropic, q

i

is also anisotropic by Springer's theorem (see [17,

Ch. 6, Th. 1.4] or [23, Ch. 6, Cor. 2.6]).

Now, we need the following obvious assertion.

Lemma 4.7. (see, e.g., [6, Lemma 3.1]). Let �

1

; �

2

; �

1

; �

2

be anisotropic quadratic

forms over k. Suppose that the form �

1

? t�

1

is similar to �

2

? t�

2

over the �eld of

rational functions k(t). Then

� either �

1

� �

2

and �

1

� �

2

,

� or �

1

� �

2

and �

1

� �

2

.

Since �

1

6� �

2

and dim � < dim �

1

= dim �

2

, Lemma 4.7 shows that (t� ?

��

1

) 6� (t� ? ��

2

). Hence q

1

6� q

2

. On the other hand, the conditions q

1

; q

2

2 I

3

(F )

and �

1

� �

2

(mod I

4

(F )) imply that

q

1

� tr

1

q

1

� (t� ? ��

1

) � (t� ? ��

2

) � tr

2

q

2

� q

2

(mod I

4

(F )):

Thus, we have proved that q

1

and q

2

are anisotropic 3-Albert forms such that q

1

� q

2

(mod I

4

(F )) and q

1

6� q

2

. The theorem is proved.

Corollary 4.8. For any n � 3, there exists a �eld E and n-Albert forms 


1

and 


2

over E such that 


1

� 


2

(mod I

n+1

(E)) and 


1

6� 


2

. In other words, the answer

to Question 4.3 is negative for any n � 3.

Proof. Let q

1

, q

2

and F be as in Theorem 4.4. We write q

1

and q

2

in the form q

1

=

�

0

1

? ��

0

1

, q

2

= �

0

2

? ��

0

2

with �

1

; �

2

; �

1

; �

2

2 P

3

(F ) and put E = F (x

1

; : : : ; x

n�3

)

and




1

= (�

1

hhx

1

; : : : ; x

n�3

ii)

0

? �(�

1

hhx

1

; : : : ; x

n�3

ii)

0

;




2

= (�

2

hhx

1

; : : : ; x

n�3

ii)

0

? �(�

2

hhx

1

; : : : ; x

n�3

ii)

0

:

Obviously, 


i

= q

i

hhx

1

; : : : ; x

n�3

ii in the Witt ringW (E). Since q

1

� q

2

(mod I

4

(F )),

we have 


1

� 


2

(mod I

n+1

(E)). Since q

1

6� q

2

, we have q

1

hhx

1

; : : : ; x

n�3

ii 6�

q

2

hhx

1

; : : : ; x

n�3

ii (see, e.g., Lemma 4.7). Hence 


1

6� 


2

.

We have constructed a pair of n-Albert forms 


1

and 


2

such that 


1

m

� 


2

and




1

6� 


2

. Obviously, in our example, we have dim(


i

)

an

= 2

n�3

� 14 = 2

n�3

(2

3

� 2) =

2(2

n

� 2

n�3

). In other words, both n-Albert forms 


1

and 


2

are (n� 3)-linked. We

can generalize this example as follows.

Theorem 4.9. For any n � 3 and m such that 0 � m � n� 3, there exists a �eld F

and n-Albert forms q

1

and q

2

over F such that q

1

� q

2

(mod I

n+1

(F )), q

1

6� q

2

, and

dim(q

1

)

an

= dim(q

2

)

an

= 2(2

n

� 2

m

).

Here we only outline the proof of the theorem.

Step 1. It su�ces to prove this theorem only in the case m = 0 (this means that

q

1

and q

2

are anisotropic). After this, the general case can be obtained in the same

way as Corollary 4.8.

Step 2. Consider a �eld E and n-Albert forms 


1

and 


2

as in Corollary 4.8.

Since 


1

� 


2

(mod I

n+1

(E)), there exist �

1

; : : : ; �

N

2 P

n+1

(E) for some integer N
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such that 


1

� 


2

=

P

N

i=1

�

i

. We consider the quadratic forms

~q

1

= hhx

1

; : : : ; x

n

ii

0

? �hhy

1

; : : : ; y

n

ii

0

;

~q

2

= hhz

1

; : : : ; z

n

ii

0

? �hht

1

; : : : ; t

n

ii

0

;

� =?

N

i=1

hhu

i;1

; : : : ; u

i;n+1

ii :

over the �eld of rational functions

~

E = E(x

1

; : : : ; x

n

; y

1

; : : : ; y

n

; z

1

; : : : ; z

n

; t

1

; : : : ; t

n

; u

1;1

; : : : ; u

N;n+1

):

Obviously there exists a place ~s :

~

E ! E such that ~q

1

7! 


1

, ~q

2

7! 


2

, and

hhu

i;1

; : : : ; u

i;n+1

ii 7! �

i

for all i = 1; : : : ; N . Since 


1

� 


2

=

P

N

i=1

�

i

, the form

~s

�

(~q

1

? �~q

2

? ��) is hyperbolic.

Step 3. We de�ne the �eld F as a \generic" extension F=

~

E such that (~q

1

)

F

�

(~q

2

)

F

= �

F

. More precisely, we set F =

~

E

h

, where

~

E

0

;

~

E

1

; : : : ;

~

E

h

is the generic

splitting tower for the

~

E-form ~q

1

? �~q

2

? �� . We claim that the F -forms q

1

Def

= (~q

1

)

F

and q

2

Def

= (~q

1

)

F

satisfy the hypotheses of Theorem 4.9. Since q

1

� q

2

= �

F

, we have

q

1

� q

2

(mod I

n+1

(F )). Thus, it su�ces to verify that q

1

and q

2

are anisotropic and

q

1

6� q

1

.

Step 4. Using properties of generic splitting �elds (see [23, Ch. 4, Cor. 6.10] or

[11, Th. 5.1]), we can extend ~s :

~

E ! E to a place s : F ! E. Obviously, s

�

(q

1

) = 


1

and s

�

(q

2

) = 


2

. Therefore, the condition 


1

6� 


2

implies q

1

6� q

2

.

Step 5. To prove that q

1

and q

2

are anisotropic, it su�ces to construct a �eld

extension K=

~

E with the same key property as F (i.e., (~q

1

)

K

� (~q

2

)

K

= �

K

) and

such that (~q

1

)

K

and (~q

2

)

K

are anisotropic. Since F=

~

E is a \generic" extension,

we necessarily get that q

1

= (~q

1

)

F

and q

2

= (~q

2

)

F

are anisotropic. The following

extension K=

~

E has the required properties:

K =

~

E(

r

x

1

z

1

; : : : ;

r

x

n

z

n

;

r

y

1

t

1

; : : : ;

r

y

n

t

n

;

p

u

1;1

; : : : ;

p

u

N;1

):

The \sketch" of the proof is complete. In fact, Steps 4 and 5 are the most di�cult

points. We refer the reader to the paper [7, Proof of Lemma 2.2], where similar

arguments (as in Step 5) are presented with complete proofs.

Corollary 4.10. For any m and n such that 0 � m � n � 3, there exists a �eld

F and anisotropic 2(2

n

� 2

m

)-dimensional forms q

1

and q

2

over F such that q

1

v

� q

2

and q

1

6� q

2

.

5. Open questions

Obviously, Theorem 4.9 cannot be generalized to the cases m = n�1 and m = n

because in these cases the anisotropic parts of n-Albert forms either belong to GP

n

(F )

or are zero. There is only one case, where we cannot say anything de�nite. Namely,

m = n� 2. For this reason, we propose the following modi�cation of Lam's Question

4.3.

Conjecture 5.1. Let q

1

and q

2

be Albert forms (i.e., 6-dimensional forms with triv-

ial discriminants). Let �

1

= hha

1

; : : : ; a

k

ii q

1

and �

2

= hhb

1

; : : : ; b

k

ii q

2

. Suppose that

�

1

� �

2

(mod I

k+3

(F )). Then �

1

� �

2

.
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We note that, in this conjecture, we always may assume that a

i

= b

i

for i =

1; : : : ; k. Indeed, putting � = hha

1

; : : : ; a

k

ii, we obtain (�

2

)

F (�)

� (�

1

)

F (�)

= 0

(mod I

k+1

(F (�))). By the Arason{P�ster theorem, we conclude that �

2

is hyperbolic

over the �eld F (�). Hence �

2

has the form �

2

= �q

0

2

= hha

1

; : : : ; a

k

ii q

0

2

. Comparing

dimensions, we get dim q

0

2

= 6. Let us write q

0

2

in the form q

0

2

= hc

1

; : : : ; c

6

i and

set q

00

2

= hc

1

; : : : ; c

5

; c

0

6

i, where c

0

6

= �c

1

: : : c

5

. We have � hc

6

;�c

0

6

i = �q

0

2

� �q

00

2

=

�

2

��q

00

2

2 I

k+2

(F )+ I

k

(F ) � I

2

(F ) = I

k+2

(F ). Since dim� hc

6

;�c

0

6

i = 2

k

� 2 < 2

k+2

,

the Arason{P�ster theorem shows that � hc

6

;�c

0

6

i is hyperbolic. Hence �q

0

2

= �q

00

2

.

Therefore, �

2

= �q

00

2

= hha

1

; : : : ; a

k

ii q

00

2

. Since q

00

2

is an Albert form, we have proved,

that the conjecture reduces to the case where b

i

= a

i

.

Another question concerning the

v

�-equivalence is motivated by the results of x3

and x4. First of all, in view of Lemma 3.4 and Corollary 4.10, we have the following

assertion.

Proposition 5.2. Let d be an integer belonging to the set

f2

n

jn � 3g [ f2

i

(2

j

� 1)ji � 1; j � 3g

Then there exist anisotropic d-dimensional quadratic forms � and  over a suitable

�eld such that �

v

�  and � 6�  .

Here we state the following

Problem 5.3. Describe the set VE of all integers d for which there exist anisotropic

d-dimensional quadratic forms � and  over a suitable �eld such that �

v

�  and

� 6�  .

We know almost the full answer to this problem. The results of the previous

sections imply that VE � f8; 10; 12; : : : ; 2i; : : : g. Besides, we can prove that any even

integer � 8 (except possibly 12) belongs to VE .
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Abstract. We investigate stability of matter of the Hartree-Fock functional

of the relativistic electron-positron �eld { in suitable second quantization {

interacting via a second quantized Coulomb �eld and a classical magnetic

�eld. We are able to show that stability holds for a range of nuclear charges

Z

1

; ::; Z

K

� Z and �ne structure constants � that include the physical value

of � and elements up to holmium (Z = 67).

Keywords and Phrases: Dirac operator, stability of matter, QED, general-

ized Hartree-Fock states

1 Introduction

Electrons and positrons can be described just interacting with themselves and the

electromagnetic �eld. However, in many interesting applications these particles do not

exist separated from the rest of the world but interact with nuclei, in fact very often

with many nuclei. It is therefore of interest, to investigate the stability of quantum

electrodynamics, the basic theory describing relativistic electrons and positrons, when

coupled to many nuclei. A standard model to incorporate nuclei is to assume them as

external sources of the electric �eld and minimize the energy over all possible pairwise

distinct nuclear positions. This is known as the Born-Oppenheimer approximation.

Stability in the context of �eld theory means, that the energy is bounded from

below by a multiple of the number operator of the electron-positron �eld plus a

constant times the number of nuclei involved. In fact, we would like to show positivity

of the energy.

The purpose of this paper is to make a step towards this direction. Based on

paper of Chaix et al. [4] we showed [2] that the Hartree-Fock functional of the vacuum

1
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and of atoms with su�ciently small nuclear charge is nonnegative (with or without

self-generated magnetic �eld) provided the Sommerfeld �ne structure constant � = e

2

is also small where e is the elementary charge unit. These results included the physical

value � � 1=137 and atoms with atomic number up to 67 (holmium). Here we show

that positivity even holds when the number of nuclei is no longer restricted, in fact

without any essential loss: it holds again up to holmium for the physical value of �.

Our paper is organized as follows: For the readers convenience we �x some nota-

tions in Section 2 and Appendix B. Some inequalities used in the proof are collected

in Appendix A. Section 3 contains our positivity result for the Hartree-Fock func-

tional disregarding the magnetic �eld. Section 4 extends this to the case when the

self-generated magnetic �eld of the particle is taken into account on a classical level.

2 Definition of the Problem

Before stating our problem precisely, we �x our notations following [2]. (See also

Appendix B for additional notations.)

Dirac Operator The operator for a particle of charge �e, in magnetic �eld r�A,

and interacting with K nuclei of same charge is

D

A;V

:= � � (

1

i

r+ eA) +m� + e

2

V;

acting in the four components vector space H = L

2

(R

3

)
C

4

. The 4�4 matrices

� and � are the Dirac matrices in the standard representation [14]. The vector

potential A is assumed to be such that the magnetic induction B = r �A is

square integrable. The multiplication operator �eV is the electric potential of

K nuclei with charge eZ located at R

1

; : : : ;R

K

, i.e.,

V (x) := �

K

X

k=1

Z

jx�R

k

j

: (1)

Note that D

A;V

is self-adjoint with form domain H

1=2

(R

3

) 
 C

4

under the

assumption on e and Z stated in Theorems 1 and 2.

Energy of a State We de�ne D to be the set of all states � with �nite kinetic en-

ergy, i.e.,

P

i;j2Z

(D

0;0

)

i;j

�( : 	

�

i

	

j

: ) converges absolutely where colons denote

normal ordering where we �xed an orthonormal basis such that all basis vectors

e

i

are inH

1=2

(R

3

)
C

4

. We denote by (D

A;V

)

i;j

= (e

i

; D

A;V

e

j

), and byW

i;j;k;l

,

the matrix elements of the two-body Coulomb potential W (x;y) = 1=jx � yj,

i.e.,

W

i;j;k;l

= (e

i


 e

j

; We

k


 e

l

) =

Z

G

dx

Z

G

dy

e

i

(x)e

j

(y)e

k

(x)e

l

(y)

jx� yj

where dx denotes the product measure (Lebesgue measure in the �rst factor and

counting measure in the second factor) of G := R

3

� f1; 2; 3; 4g. The energy of
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a state � 2 D is thus

E

A;V;�

(�) =

X

i;j2Z

(D

A;V

)

i;j

�( : 	

�

i

	

j

: ) + �U

+

�

2

X

i;j;k;l2Z

W

i;j;k;l

�( : 	

�

i

	

�

j

	

l

	

k

: ) +

1

8�

Z

R

3

B

2

; (2)

with U :=

P

1��<k�K

Z

2

=jR

�

�R

k

j describing the energy of the nuclei.

Energy of Generalized Hartree-Fock States Following the proof of Theo-

rem 1 in [2], we can show that for all generalized Hartree-Fock states � 2 D

HF

(see Appendix B), the energy (2) can be rewritten as a functional of �

�

, the

1-pdm of �:

E

A;V;�

(�) = E

HF

A;V;�

(�

�

) := tr(D

A;V


) + �U +

�

2

Z

dxdy

j�(x; y)j

2

jx� yj

+ �D(�




; �




)

�

�

2

Z

dxdy

j
(x; y)j

2

jx� yj

+

1

8�

Z

R

3

B

2

;

(3)

where D(f; g) := (1=2)

R

R

6

dxdyf(x)g(y)jx � yj

�1

is the Coulomb scalar prod-

uct, �(x; y) :=

P

i;j2Z

(e

i

; �e

j

)e

i

(x)e

j

(y), 
(x; y) :=

P

i;j2Z

(e

i

; 
e

j

)e

i

(x)e

j

(y)

(note the di�erence to �), and �




(x) :=

P

4

�=1


(x; x). (We use the notation

x := (x; �) 2 R

3

� f1; : : : ; 4g.) We also remind the reader that � = e

2

.

The main goal of this paper is to show positivity of E

A;V;�

(�) for quasi-free

states.

More notations can be found in Appendix B.

3 Stability of Relativistic Matter without Magnetic Field

We prove here, in the case A = 0, that the energy functional E

A;V;�

de�ned in (2) is

positive on generalized Hartree-Fock states for suitable choice of the electron subspace

and � and Z small enough. More precisely, H

+

:= [�

[0;1)

(D

0;V

eff

)](H) is the positive

spectral subspace associated to D

0;0

+ �V

e�

, where

V

e�

:= �Z

K

X

k=1

�

�

k

(x)

jx�R

k

j

: (4)

Here �

�

:= fx 2 R

3

: jx�R

�

j � jx�R

k

j;8k = 1; : : : ;Kg denotes the �-th Voronoi

cell and �

M

is the characteristic function of the set M . Our �rst result is

Theorem 1. Pick H

+

:= [�

[0;1)

(D

0;V

eff

)](H) as electron subspace. Let L

1=2;3

be the

constant in the Lieb-Thirring inequality

2

for moments of order 1=2. If � 2 (0; 1),

� 2 [0; 4=�] and Z 2 [0;1) are such that

1� �� �

2

�

2

=16� 4(1=�� 1)�

2

Z

2

> 0;

2

See Appendix A.
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Figure 1: The plain curve gives an estimate from below of the critical value of the

pair (�; �Z), for which the energy E

0;V;�

is positive. For the physical value � �

1=137:0359895 we obtain �Z � 0:489576, i.e., Z � 67:089649. The dashed curve is

the one obtained in [2] in the case of a single nucleus of atomic number Z

and

26296�L

1=2;3

(1=�� 1)

2

105(1� �� �

2

�

2

=16� 4(1=�� 1)�

2

Z

2

)

3=2

�

3

Z

2

� 1;

then E

0;V;�

is nonnegative on D

HF

.

Remark that we do not assume that 0 is not in the spectrum of D

0;V

eff

. This

means in particular that H

+

includes the null space of D

0;V

eff

. Note also that � is a

free parameter that we can use to optimize the value of � and Z. Instead of giving a

cumbersome analytic formula, Figure 1 gives the result when picking � suitably.

The proof of the theorem consists of �ve steps:

� Replace the Dirac operator D

0;V

by D

0;V

eff

which is done by reducing the

Coulomb potential V in each Voronoi cell to a one-nucleus/electron Coulomb

potential V

e�

.

� Dominate the exchange energy W

X

by the kinetic energy.

� Control the di�erence of the kinetic energy and the energy of the modi�ed Dirac

operator D

0;V

eff

by applying the Birman-Koplienko-Solomyak inequality [3] to

obtain a Schr�odinger like operator.

� Estimate the resulting expression by a localized Hardy inequality of Lieb and

Yau [12] going back to Dyson and Lenard [5].

� Apply the Lieb-Thirring inequality [10] for moment 1=2 to estimate the trace.

Proof. Set d

k

to be half the distance of the k-th nucleus to its nearest neighbor, then

the electrostatic inequality of Lieb and Yau [12], p. 196, Formula (4.4), implies with
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d�(x) := �(x)dx

E

0;V;�

� tr(D

0;V


) + �U + �D(�




; �




)�

�

2

Z

dxdy

j
(x; y)j

2

jx� yj

� tr(D

0;V

eff


) +

�Z

2

8

K

X

k=1

d

�1

k

�

�

2

Z

dxdy

j
(x; y)j

2

jx� yj

: (5)

Using Kato's inequality (see Appendix A) and then Inequalities (22) and (23) we get

2

�

4

X

s;t=1

Z

j
(x; y)j

2

jx� yj

dxdy � tr[(jrj 
 1)


2

] � tr(jD

0;0

j


2

)

� tr(jD

0;0

j(


++

� 


��

)): (6)

So far we have not used the choice of the subspaces H

+

and H

�

speci�ed in the

hypothesis. In order to control the trace in (6) with the trace on the right hand

side of (5), we now use that H

+

is the positive spectral subspace of D

0;V

eff

, i.e.,

H

+

:=

�

�

[0;1)

(D

0;V

eff

)

�

(H). This implies tr(D

0;V

eff


) = tr(jD

0;V

eff

j(


++

� 


��

)),

and thus

E

0;V;�

� tr

h�

jD

0;V

eff

j �

��

4

jD

0;0

j

�

(


++

� 


��

)

i

+

�Z

2

8

K

X

k=1

d

�1

k

: (7)

If we bound below the trace on the right hand side of (7) by using the Birman-

Koplienko-Solomyak inequality [3] (see also Appendix A), and noting that 0 � 


++

�




��

� 1, we obtain

tr

��

jD

0;V

eff

j � ��jD

0;0

=4j

�

(


++

� 


��

)

�

� � tr

�

jD

0;V

eff

j � ��jD

0;0

j=4

�

�

� � tr

n

�

(D

0;V

eff

)

2

� �

2

�

2

(D

0;0

)

2

=16

�

1=2

�

o

� � tr

n

�

(1� �� �

2

�

2

=16)(D

0;0

)

2

� (1=�� 1)�

2

V

2

e�

�

1=2

�

o

(8)

where the subscript minus denotes the negative part (jAj � A)=2 of the operator A.

To bound the trace on the right hand side of (8) from below, we use the localized

Hardy inequality of Lieb and Yau [12, Formula (5.2)] (see also Appendix A), K times

with k = 1; : : : ;K and B

k

:= B

d

k

(R

k

), we have

Z

R

3

jrf(x)j

2

dx �

K

X

k=1

�

Z

B

k

�

1

4jx�R

k

j

2

�

1

d

2

k

(1 +

jx�R

k

j

2

4d

2

k

)

�

jf(x)j

2

dx

�

: (9)

Inequality (9) together with (8) gives

E

0;V;�

� � tr

("

�

1� �� �

2

�

2

=16� 4(1=�� 1)�

2

Z

2

�

(D

0;0

)

2

� (1=�� 1)�

2

Z

2

K

X

k=1

�

�

�

k

nB

k

(x)

jx�R

k

j

2

�

4

d

2

k

(1+

jx�R

k

j

2

4d

2

k

)�

B

k

(x)

�

#

1

2

�

)

+

�Z

2

8

K

X

k=1

d

�1

k

:

(10)
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Using the Lieb-Thirring inequality (see Appendix A) for the exponent 1=2 in (10)

implies

E

0;V;�

�

�L

1=2;3

(

1

�

� 1)

2

�

4

Z

4

(1� �� �

2

�

2

=16� 4(1=�� 1)�

2

Z

2

)

3=2

(

K

X

k=1

Z

�

k

nB

k

1

jx�R

k

j

4

dx

+16

K

X

k=1

Z

B

k

1

d

4

k

�

1 +

jx�R

k

j

2

4d

2

k

�

2

dx

)

+

�Z

2

8

K

X

k=1

d

�1

k

(11)

�

0

@

�Z

2

8

�

�(3 + 64(1=3+ 1=10 + 1=112)L

1=2;3

(1=�� 1)

2

�

4

Z

4

�

1� ��

�

2

�

2

16

� 4(1=�� 1)�

2

Z

2

�

3

2

1

A

K

X

k=1

d

�1

k

:

Note that the numerical value of the Lieb-Thirring constant L

1=2;3

does not exceed

0:06003. In (11), we have estimated the �rst term in the parenthesis with Inequality

(4.6) in [8].

4 Inclusion of the Magnetic Field

We now consider the whole energy functional E

A;V;�

given in (3), i.e., we include also

magnetic �elds B := r�A of �nite �eld energy.

Theorem 2. Take H

+

:= [�

[0;1)

(D

A;V

eff

)](H). If � 2 (0; 1), �

0

2 (0;1), � 2 [0; 4=�]

and Z 2 [0;1) verify

1� �� �

2

�

2

=16� 4(1=�� 1)�

2

Z

2

> 0; (12)

26296�L

1=2;3

(1=�� 1)

2

(1 + �

0

)

105(1� �� �

2

�

2

=16� 4(1=�� 1)�

2

Z

2

)

3=2

�

3

Z

2

� 1; (13)

and

8�L

1=2;3

(1� �)

2

(1 + 1=�

0

)

(1� �� �

2

�

2

=16� 4(1=�� 1)�

2

Z

2

)

3=2

� � 1 (14)

then E

A;V;�

is nonnegative on D

HF

.

Again, note that � and �

0

are free parameters that can be picked arbitrarily

within the given ranges. However, we refrain to give cumbersome optimal expressions.

Instead we { once again { optimize numerically, insert, and show the result in Figure

2.

Proof. By the (relativistic) diamagnetic inequality (see, e.g., the appendix of [8], see

also Appendix A)

�

2

Z

dx

Z

dyj
(x; y)j

2

=jx� yj �

��

4

tr(


�

j � ir+

p

�Aj
): (15)
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Figure 2: The plain curve gives an estimate from below of the critical value of the

pair (�; �Z), for which the energy E

A;V;�

is positive. For the physical value � �

1=137:0359895 we obtain �Z � 0:48899985, i.e., Z � 67:0105779. The dashed curve

shows the critical curve obtained in [2] in the case of a single nucleus. The numerical

value where both curves cut the abscissa is �

0

� 0:5235.

Now, following the proof of Theorem 1 using (5) to (8) and (15), we obtain for

H

+

:= [�

[0;1)

(D

A;V

eff

)](H) and for any � 2 (0; 1)

T := tr((D

A;0

+ �V

e�

)
)�

�

2

Z

j
(x; y)j

2

jx� yj

dxdy

� � tr

(

�

(1� �)(D

A;0

)

2

� (

1

�

� 1)�

2

V

e�

2

�

�

2

�

2

16

j � ir+

p

�Aj

2

�

1

2

�

)

� � tr

(

�

(1� ��

�

2

�

2

16

)j � ir+

p

�Aj

2

� (

1

�

� 1)�

2

V

e�

2

� (1� �)

p

�jBj

�

1

2

�

)

:

Combining �rst (9) with the nonrelativistic diamagnetic inequality for Schr�odinger

operators (Simon [13], see also Appendix A) gives

Z

R

3

j(�ir+

p

�A)f(x)j

2

dx

�

K

X

k=1

�

Z

B

k

�

1

4jx�R

k

j

2

�

1

d

2

k

(1 +

jx�R

k

j

2

4d

2

k

)

�

jf(x)j

2

dx

�

: (16)

Using this inequality we are able to control the jx � R

k

j

�2

singularities for V

2

e�

in

balls of radius d

k

around R

k

by a piece of (�ir+

p

�A)

2

. This gives

T � � tr

("

�

1� ��

�

2

�

2

16

� 4(

1

�

� 1)�

2

Z

2

�

j � ir+

p

�Aj

2

� (1� �)

p

�jBj

�(

1

�

� 1)�

2

Z

2

K

X

k=1

�

�

�

k

nB

k

(x)

jx�R

k

j

2

�

4

d

2

k

(1 +

jx�R

k

j

2

4d

2

k

)�

B

k

(x)

�

#

1

2

�

)
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The Lieb-Thirring inequality for the moment 1=2 implies

T �

�L

1=2;3

�

1� ��

�

2

�

2

16

� 4(

1

�

� 1)�

2

Z

2

�

3=2

Z

R

3

(

(

1

�

� 1)�

2

Z

2

�

K

X

k=1

�

�

k

nB

k

(x)

jx�R

k

j

2

+4

K

X

k=1

1

d

2

k

�

1 +

jx�R

k

j

2

4d

2

k

�

�

B

k

(x)

�

+

p

�(1� �)jBj

)

2

dx

�

�L

1=2;3

�

1� ��

�

2

�

2

16

� 4(

1

�

� 1)�

2

Z

2

�

3=2

(

(1 + �

0

)(

1

�

� 1)

2

�

4

Z

4

�

�

K

X

k=1

Z

R

3

�

�

k

nB

k

(x)

jx�R

k

j

4

dx+ 16

K

X

k=1

1

d

4

k

Z

R

3

�

1 +

jx�R

k

j

2

4d

2

k

�

2

�

B

k

(x)

dx

�

+(1 +

1

�

0

)(1� �)

2

�

Z

R

3

B

2

dx

)

:

Collecting all terms and using the previous inequality gives with � := 3 + 64(1=3 +

1=10+ 1=112) { for any �

0

2 (0;1) and under assumptions (12)-(14) {

E

A;V;�

� tr

�

(D

A;0

+ �V

e�

)


�

�

�

2

Z

j
(x; y)j

2

jx� yj

dxdy +

�Z

2

8

K

X

k=1

d

�1

k

+

Z

R

3

B

2

�

�Z

2

8

2

4

1�

8��L

1=2;3

(

1

�

� 1)

2

(1 + �

0

)�

3

Z

2

�

1� ��

�

2

�

2

16

� 4(

1

�

� 1)�

2

Z

2

�

3=2

3

5

K

X

k=1

d

�1

k

+

1

8�

2

4

1�

8�L

1=2;3

(1� �)

2

(1 +

1

�

0

)�

�

1� ��

�

2

�

2

16

� 4(

1

�

� 1)�

2

Z

2

�

3=2

3

5

Z

R

3

B

2

:

A Inequalities

BKS Inequality Let p � 1 and consider two non-negative self-adjoint linear oper-

ators C and D such that [C

p

� D

p

]

1=p

�

is trace class. Then [C � D]

�

is trace

class

tr[C �D]

�

� tr[C

p

�D

p

]

1=p

�

(Birman, Koplienko, and Solomyak [3], see also [9]).

Diamagnetic Inequalities LetA 2 L

2

loc

(R

3

;R

3

), then, for all u with juj 2 H

1

(R

3

)

Z

R

3

(rjuj)

2

�

Z

R

3

j(�ir�A)uj

2

(Simon [13]) and for all u 2 D(jpj)

(juj; jpj juj) � (u; jp+Aju)

(see [8, Formula (5.7)]). (Note that we allow for the right side to be in�nite.)
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Electrostatic Inequality Let � be any bounded Borel measure on R

3

, then with

the notations of Theorem 1 we have [12, Lemma 1]

�

2

Z

R

3

Z

R

3

d�(x)d�(y)

jx� yj

� �

Z

R

3

(V (x) � V

e�

(x))d�(x) + �U �

�Z

2

8

K

X

k=1

1

d

k

:

Kato's Inequality Let H

0

be the closure of the essentially self-adjoint operator

�� on C

1

0

(R

3

). Then for u 2 D(H

1=2

0

) and a 2 R

3

, ([7, chap. V, x5, Formula

(5.33)])

Z

R

3

jx� aj

�1

ju(x)j

2

dx �

�

2

Z

R

3

jkj jû(k)j

2

dk �

�

2

(jH

0

ju; u):

Localized Hardy Inequality Let R be any point in R

3

and d any positive real

number. If B

d

(R) denotes the ball in R

3

with center R and radius d, then, for

any f 2 L

2

(B

d

(R)) such that rf 2 L

2

(B

d

(R)) we have [12, Formula (5.2)]

Z

B

d

(R)

jrf(x)j

2

dx �

1

d

2

Z

B

d

(R)

�

d

2

4jx�Rj

2

� (1 +

jx�Rj

2

4d

2

)

�

jf(x)j

2

dx:

Lieb-Thirring Inequality (d = 3, 
 = 1=2) Given a positive constant �, a real

vector �eld A with square integrable gradients, and a real valued function V in

L

2

(R

3

), we have for V

+

:= (jV j+ V )=2

tr

n

�

(�i�r�A)

2

� V

�

1=2

�

o

�

L

1=2;3

�

3

Z

R

3

V

2

+

(see Lieb and Thirring [11] for the case A = 0 and Avron, Herbst, and Simon

[1] for the general case).

B Notations

We collect some additional notation that was already used in [2]:

Fock Space and Field Operators For a given orthogonal decomposition

L

2

(R

3

) 
 R

4

= H

+

� H

�

into the one-particle electron and positron sub-

space, one constructs, following [14] (see also [6] and [2]), the Fock space F. We

denote the orthogonal projections onto H

+

and H

�

are denoted by P

H

+

and

P

H

�

respectively. For any f 2 H, we also denote the particle annihilation (re-

spectively creation) operator by a(f) (respectively a

�

(f)) and the antiparticle

annihilation (respectively creation) operator by b(f) (respectively b

�

(f)). (Note

that { according to the convention used in [6] and also here { a(f) = a(P

H

+

f)

and b(f) = b(P

H

�

f).) They ful�ll the canonical anticommutation relations for

all f and g in H

fa(f); a(g)g = fa

�

(f); a

�

(g)g = fb(f); b(g)g = fb

�

(f); b

�

(g)g = 0; (17)

fa(f); a

�

(g)g = (f; P

H

+

g) ; fb

�

(f); b(g)g = (f; P

H

�

g) (18)
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where f ; g denotes the anticommutator.

For any f 2 H, the �eld operator is the antilinear bounded operator

	(f) := a(f) + b

�

(f)

acting in F. Its adjoint is linear and equal to 	

�

(f) = a

�

(f) + b(f). Given an

orthonormal basis f: : : ; e

�2

; e

�1

; e

0

; e

1

; : : : g of H, where vectors with negative

indices are in H

�

and vectors with nonnegative indices are in H

+

, we denote

a

i

:= a(e

i

), a

�

i

:= a

�

(e

i

), b

i

:= b(e

i

), b

�

i

:= b

�

(e

i

), 	

i

:= a

i

+b

�

i

and 	

�

i

:= a

�

i

+b

i

.

One-Particle Density Matrix A trace class operator � on H�H is called a one-

particle density operator (1-pdm), if

� � = �

�

and �1 � � � 1.

�

� =

�


 �

�

�

�


�

(19)

with




�

= 
 and �

t

= �� (20)

where the superscript t refers to transposition, i.e., given our basis �xed

initially, the matrix elements of B

t

are (B

t

)

i;j

:= B

j;i

.

Since the Hilbert space H is the orthogonal sum of H

+

and H

�

, we can write

� =

0

B

B

@




++




+�

�

++

�

+�




�+




��

�

�+

�

��

�

�

++

�

�

�+

��


++

��


+�

�

�

+�

�

�

��

��


�+

��


��

1

C

C

A

with 


++

:= P

H

+


P

H

+

, 


+�

:= P

H

+


P

H

�

, 


�+

:= P

H

�


P

H

+

= 


�

+�

, and




��

:= P

H

�


P

H

�

appropriately restricted. Similarly �

++

:= P

H

+

�P

H

+

,

�

+�

:= P

H

+

�P

H

�

, �

�+

:= P

H

�

�P

H

+

= ��

t

+�

, and �

��

:= P

H

�

�P

H

�

also

appropriately restricted.

For each state � 2 D, we de�ne the associated 1-pdm �

�

by its matrix elements

as

(h; �

�

g) = �

�

: [	

�

(g

1

) + 	(~g

2

)][	(h

1

) + 	

�

(

~

h

2

)] :

�

(21)

where h := (h

1

; h

2

) 2 H

2

, g := (g

1

; g

2

) 2 H

2

and given f =

P

k2Z

�

k

e

k

, we

de�ne

~

f =

P

k2Z

�

k

e

k

. The colons denote normal ordering, i.e., anticommuting

all stared operators to the left ignoring the anticommutators. Note that for a

�xed basis, �

�

is uniquely de�ned. The matrix elements of �

�

are thus 


i;j

=

�( : 	

�

j

	

i

: ), (


++

)

i;j

= �(a

�

j

a

i

), (


+�

)

i;j

= �(b

j

a

i

), (


��

)

i;j

= ��(b

�

i

b

j

) and

�

i;j

= �( : 	

j

	

i

: ), (�

++

)

i;j

= �(a

j

a

i

), (�

+�

)

i;j

= �(b

�

j

a

i

), (�

��

)

i;j

= �(b

�

j

b

�

i

).
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We also recall that




2

++

+ 


+�




�+

� 


++

; (22)




�+




+�

+ 


2

��

� �


��

: (23)

holds [2].

States { Generalized Hartree-Fock States A state is a bounded positive lin-

ear form � on the space of bounded operators on F with �(1) = 1. The set of

generalized Hartree-Fock states (or quasi-free states with �nite particle number)

is the set of states � that ful�ll

i) For all �nite sequences of operators d

1

; d

2

; � � � ; d

2K

, where d

i

stands for

a(f), a

�

(f), b(f), or b

�

(f), we have �(d

1

d

2

� � � d

2K�1

) = 0 and

�(d

1

d

2

� � � d

2K

) =

X

�2S

sgn(�)�(d

�(1)

d

�(2)

) � � � �(d

�(2K�1)

d

�(2K)

)

where S is the set of permutations � such that �(1) < �(3) < � � � <

�(2K � 1) and �(2i � 1) < �(2i) for all 1 � i � K. This implies in

particular

�(d

1

d

2

d

3

d

4

) = �(d

1

d

2

)�(d

3

d

4

)� �(d

1

d

3

)�(d

2

d

4

) + �(d

1

d

4

)�(d

2

d

3

): (24)

ii) The state � has a �nite particle number, i.e., if N :=

P

i2Z

(a

�

i

a

i

+ b

�

i

b

i

)

denotes the particle number operator, we have �(N) <1, or equivalently,

written in terms of the one-particle density matrix, tr(


++

� 


��

) <1.

We write D

HF

for the set of all generalized Hartree-Fock states � with �nite

kinetic energy, i.e.,

P

i;j2Z

(D

0;0

)

i;j

�( : 	

�

i

	

j

: ) is absolutely convergent.
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