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Abstract. The models with random parameters are used for the math-
ematical design of repeated measures data. For this models, the parameters
estimation is a uneasy problem. We deal with a classical parameter approach
for the nonlinear model. We also consider that the parameters are estimated
by optimization of the likelihood function.
In this paper, after a presentation of the various existent estimation methods,
we state a properties synthesis of the obtained estimators. This synthesis cover
a emptiness from the specialized literature in which, generally, the main accent
is put on the numerical aspects of the methods.
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1. Introduction

There is a great interest, in the specialized literature, concerning the models
with random parameters. Many authors had focussed their attention especially
on nonlinear models because in this case the difficulty degree of parameters
estimation is higher. The major difficulty is caused by the complexity of like-
lihood function. In this paper, we explore the development of research on the
nonlinear models with random parameters in a classical parametric approach.
For this case, the model is:


Yi = f(t, βi) + εi

βi = β + Bi

Bi ∼ Np(0, Γ) i.i.d.
εi ∼ Np(0, σ

2
εIdj) i.i.d.

(1)

where I is the individuals set and J is the observations set (i ∈ I, j ∈ J).
The parameter vector which we must estimate, is:

θ =
(

β, Γ, σ2
ε

)
.
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If we chose the maximum likelihood method for the parameter estimation,
then the likelihood function has the following expression:

V (Y | β, Γ, σ2
ε) = (2π)

IJ+Ip
2 σ−IJ

ε | Γ |−
I
2∫

exp

[
I∑

i=1

(
− 1

2σ2
ε

J∑
j=1

[
yij − f(tj, β + Bi)

]2
− 1

2
BT

i Γ−1Bi

)]
dBi (2)

and the log-likelihood function is:

l(Y | β, Γ, σ2
ε) =

IJ + Ip

2
log(2π)− IJ

2
logσ2

ε −
I

2
log | Γ | +

I∑
i=1

{
log

[ ∫
exp

(
− 1

2σ2
ε

J∑
j=1

[
yij − f(tj, β + Bi)

]2
− 1

2
BT

i Γ−1Bi

)
dBi

]}
(3)

The optimum finding for the previous function is, in generally, a difficult job
because there is an multiple integral. That is why various technics appeared
for find a solution in this problem.
In the following section we present the existent estimation procedures based
on the optimization of the likelihood function. In section 3 we analyze the
properties of the estimators which are produced with this methods.

2. Estimation procedures which use the maximum likelihood
method

The existent estimation methods which use the maximum likelihood crite-
rion are: the Expectation Maximization algorithm (EM), Laplace’s approxi-
mation, Monte Carlo, Gaussian Quadrature, Pseudo-likelihood and Linearisa-
tion.
The EM algorithm is the only one method which work out the maximum
likelihood of the initial model. The general principle of this algorithm con-
sists in calculation of the maximum of the posteori density (Dempster et al.
[6]). The algorithm use an iterative scheme and yields an estimator sequence
which converge to the maximum likelihood solution. The Laplace’s approxi-
mation, Monte Carlo and Gaussian Quadrature are methods which maximizes
an approximation of the initial model likelihood. In this methods are ap-
plied the classical numerical integration technics for the integral approxima-
tion (Dahlquist G., Bjorck A. et Andersen [3], Davis P.J. et Rabinowitz P.
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[4]). The yielded estimators are those which maximizes an approximated ini-
tial model likelihood. The laplace’s approximation consists in a Taylor series
development and keeping the first and second terms. The Monte Carlo method
consists in application of the Monte Carlo technic for the integral calculation
and for the Gaussian Quadrature method is applied the quadrature formula for
the integral. For these three previous methods the likelihood functions have
the following expressions:

llap(θ | Y ) = −IJ

2
log(2πσ2

ε)−
I

2
log | Y | +

I∑
i=1

F (β, θ, Yi, B̂i)−
1

2

I∑
i=1

log | F ”
∗∗(B̂i) |

lMC(θ | Y ) = −IJ

2
log(2πσ2

ε)−
1

2

I∑
i=1

log | F ”
∗∗(B̂i) | +

+
I∑

i=1

log
{

1

NMC

NMC∑
k=1

exp
[
F (θ, Yi, B

∗
i ) +

1

2
z∗Tk z∗k

]}

lQG(θ | Y ) = −IJ

2
log(2πσ2

ε)+

+
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{ NQG∑
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· · ·
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exp

(
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[
Yij − f

(
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1
2 zk1,···kp

)]2) p∏
l=1

ωjl

}
.

The Pseudo-likelihood and linearisation are the methods for which the ini-
tial model was modified into a model for which the likelihood function is not
difficult. The Pseudo-likelihood was proposed by Concordet and Nuñez [2].
The linearisation method principle consists in approximation of the nonlin-
ear model with one linear and thus the linear model technics are applicable
(Searle et al. [12], Gaybill [7]). The linearisation consists in a Taylor series
development and keeping the first term.

3. A synthesis of the estimators properties

We shall specify the possibility in which the asymptotic behavior can be
attacked before we relate in detail the estimators properties.
So, in the repeated measures data framework we dispose of two directions for
asymptoticity. One direction is I the number of individuals and the other
direction is the number J of observations. Whit that circumstances, it is
possible to taking into account the following convergence cases:
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1. I →∞ and J →∞ when we have a disposable large number of individ-
uals and observations;

2. I →∞ and J < ∞ when the number of observations is limited;

3. I < ∞ and J →∞ when the number of individuals is limited.

In the following exposition we shall reject the situation numbered whit
three because, in generally, we can count on a large number of individuals (i.e.
I →∞).

Few papers are dedicated to study the estimators properties in nonlinear
models with random parameters. The references [1,5,11,13,15] are almost the
only papers which treat that subject.

We propose an analyze of that few papers from the point of view of the
following estimators properties:

- convergence;
- asymptotical normality;
- efficiency.

The EM algorithm implemented for nonlinear models with random parame-
ters delivers the maximum likelihood estimator [15]. So, this properties are
obvious. Among the methods which maximizes an numerical approximation
of the likelihood function, the Laplace’s method is the only one for which the
statistical properties of estimators was studied. In [13] Vonesh studies the
estimator from the Laplace’s method. We think that Vonesh’s proof for con-
vergence is not explicitly and they rather calculate the convergence speed of
the estimator.
The estimators obtained from the linearisation and pseudo-likelihood methods
have properties which was proved in the specialized literature. Dispute on
their large popularity, for the linearisation methods very few studies concern-
ing the estimators properties are available. One paper by Denidenko [5] and
one by Ramos et Patula [11] are the only two which study the properties of
the estimators obtained from the linearisation method gave by Lindstrom et
Bates [9]. Ramos et Patula [11] and Demidenko [5] use the same technic for
non-convergence proof when J is finite and constant. For the second asymp-
totic situation (I →∞ and J →∞), Demidenko [5] proves that the estimator
from the Lindstrom and Bates algorithm are equivalent with the maximum
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likelihood estimator and then it has the convergence, normality and efficiency
properties.
For pseudo-likelihood method, Concordet et Nuñez [2] deliver an estimator
which has the convergence and asymptotic normality properties when I →∞.
Much more, Nuñez gives the convergence speed for this estimator depending
on the number of the individuals I and on the value of the Monte Carlo sample
size NMC . The following relation:

√
I

NMC

(
θNMC

I − θ
)
→n.c.

I→∞,NMC→∞ 0

shows that the convergence is achieved when J is fixed. In the other words, is
not necessary to dispose a large number of observations on individual.
The following table makes a sum of the estimators properties.

Table 1: The properties of estimators which are obtained from various meth-
ods: 1 and 2 marks the asymptotic situations for convergence, •marks a proved
property, ◦ marks the absence of the property demonstration and ? marks the
absence of the result for the property.
Method of estimation Convergence Normality Efficiency References

EM 1 • • [15]
Pseudo-verosimility 1 • ◦ [2]

Linearisation 2 • • [5]
Laplace 2? • • [13]

Monte Carlo ? ? ?
Gaussian Quadrature ? ? ?

4. Conclusions

The presented synthesis may be used in a comparative studies when the pa-
rameter estimation is involved. Also, it shows which is the research level in
that field.
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