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A SIMPLE METRIC FOR
FINITE DIMENSIONAL VECTOR SPACES
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Abstract. A new metric for subspaces of a finite dimensional vector space V
is identified. The metric is determined by the dimensions of M + N and M∩N ,
where M and N are subspaces of V . Some properties of the metric are derived as
well.
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1. Introduction

It is well known that the Euclidean distance ‖x− y‖ between x and y, where x
and y are elements of an n-dimensional complex vector space Cn,1, defines a metric
in the set Cn,1. Recall that the symbol ‖z‖ stands for the Euclidean norm of z ∈ Cn,1

given by ‖z‖ =
√
z∗z, where z∗ is the conjugate transpose of z. Suppose now that

instead of vectors x,y ∈ Cn,1, we have two vector spaces M,N ⊆ Cn,1. A relevant
question occurs, how can a distance between M and N be meaningfully defined?

Several concepts which serve as a measure of the distance between subspaces
were introduced in the literature. One of the most often used metrics in the set
of all subspaces of Cn,1 is called simply distance (or gap), and for M,N ⊆ Cn,1 is
defined by

dist(M,N ) = ‖PM −PN ‖2, (1)

where ‖ · ‖2 denotes the spectral norm of a matrix argument, and PM and PN
are the orthogonal projectors onto M and N , respectively; see [3, p. 387]. For a
complex m × n matrix N, the spectral norm satisfies ‖N‖2 =

√
λmax(N∗N), with

λmax(N∗N) being the largest eigenvalue of N∗N.
Another known subspace metric is obtained from (1) by replacing the spectral

norm with the Frobenius norm, which leads to the so called Frobenius distance

distF (M,N ) = ‖PM −PN ‖F . (2)
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The Frobenius norm is for m×n complex matrix N defined by ‖N‖F =
√

tr(N∗N),
where tr(·) is trace of a matrix argument.

As was pointed out in [1, Section 1], the metrics defined in (1) and (2) may
coincide in some cases and differ in other. Consider, for instance, the subspaces L,
M, and N of R2,1 specified as

L = span{
(

1
1

)
}, M = R2,1, and N = span{

(
1
0

)
}. (3)

Then dist(L,M) = distF (L,M) = 1, but dist(L,N ) = 1√
2

and distF (L,N ) = 1,

i.e., dist(L,N ) 6= distF (L,N ); for details see [1, Section 1].

2. Main result

Yet another subspace metric is introduced in the theorem below, being the main
result of the present note. The definition of this metric does not refer to any ma-
trix norm and is based exclusively on the notion of a dimension of a subspace. It
takes integer values only and seems to be simpler than the distance and Frobenius
distance. However, probably the most important advantage of the metric is that its
applicability is not restricted to the space Cn,1, for it is valid in any vector space of
a finite dimension. With this respect, the theorem below generalizes [1, Theorem 7],
where the validity of the metric was restricted to particular vector spaces.

Theorem. Let M and N be subspaces of a finite dimensional vector space V .
Moreover, let dim(.) denote dimension of a subspace argument. Then

d(M,N ) := dim(M+N )− dim(M∩N )

is a metric for the subspaces of V .

Proof. It has to be shown that d(M,N ) enjoys the following properties: (i) d(M,N ) >
0 if M 6= N , d(M,M) = 0; (ii) d(M,N ) = d(N ,M); and (iii) d(M,N ) 6
d(M,L) + d(L,N ), where L ⊆ V ; see e.g., [3, §13.1].

Since M 6= N implies dim(M+N ) > dim(M∩N ), it is clear that d(M,N ) is
necessarily nonnegative. Moreover, whenM = N , then dim(M+N ) = dim(M∩N ),
ensuring that d(M,M) = 0. Further, the property (ii) is visibly fulfilled by the fact
that subspace sum and intersection are both commutative. To show that d(M,N )
satisfies also the third property of a metric, we rewrite the inequality in (iii) as

dim(M+N )−dim(M∩N ) 6 dim(M+L)−dim(M∩L)+dim(L+N )−dim(L∩N ).
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Hence, on account of the subspace dimension theorem, which for J ,K ⊆ V reads

dim(J +K) = dim(J ) + dim(K)− dim(J ∩ K), (4)

(see e.g., [4, Theorem 1.6]), it is seen that the inequality in (iii) can be equivalently
expressed as

dim(M∩L) + dim(L ∩N ) 6 dim(L) + dim(M∩N ). (5)

Since dim[(M∩L)+(L∩N )] 6 dim(L) and dim[(M∩L)∩(L∩N )] 6 dim(M∩N ),
the validity of (5) follows from (4) by taking J =M∩L and K = L ∩N . �

In view of (4), it is clear that a convenient alternative expression for d(M,N ) is
d(M,N ) = dim(M) + dim(N ) − 2 dim(M∩N ). Note also that for the subspaces
specified in (3), we have d(L,M) = 1 and d(L,N ) = 2, that is d(L,M) coincides
with the distance (and the Frobenius distance), whereas d(L,N ) is different from
both dist(L,N ) and distF (L,N ).

3. Supplementary results

The note is concluded with two remarks each of which identifies an interesting
property of the metric introduced in Theorem.

Remark 1. Let V be a finite dimensional inner product vector space. It is known
that M,N ⊆ V satisfy C(M,N ) = C[M ∩ (M ∩ N )⊥,N ∩ (M ∩ N )⊥], where
C(M,N ) denotes the angle between M and N and the superscript “⊥” stands for
the orthogonal complement of a subspace; see [2, Lemma 9.5]. It turns out that an
analogous property characterizes also d(M,N ), i.e., that

d(M,N ) = d[M∩ (M∩N )⊥,N ∩ (M∩N )⊥].

This characteristic follows from an observation that when J ,K ⊆ V are such that
K ⊆ J , then dim(J ∩ K⊥) = dim(J )− dim(K).

Remark 2. Let L be a subspace of a finite dimensional vector space V and let
L◦ be the annihilator of L, that is the set consisting of all those linear functionals
on V which map every element of L into zero; see [4, §3.2]. It can be proved that
M,N ⊆ V satisfy

d(M,N ) = d(M◦,N ◦).

To derive this identity, one may refer to known facts that M,N ⊆ V satisfy
dim(M) + dim(M◦) = dim(V ), (M+N )◦ =M◦ ∩N ◦, and (M∩N )◦ =M◦+N ◦;
see [4, Theorems 3.1 and 3.2].
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