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Abstract. Nowadays, cases of death due to malaria have been substan-
tially reduced. However, the incidence of malaria has been concentrated
mainly in specific sectors both urban and rural. This suggests that the
dynamics of transmission is changing, which generates a new public health
alert. In this work we study the malaria disease applied to the municipality
of Tumaco (Colombia) through a mathematical model with the objective
of contribute to the understanding of the transmission dynamics and de-
velopment of control intervention strategies. To this end, we formulate
a system of ordinary differential equations that describe the malaria dis-
ease transmission dynamics for humans and mosquitoes population. We
performed the stability analysis, analysis of bifurcations and sensitivity
analysis of parameters to the mathematical model, which allowed us to
define the following control strategies: indoor fumigation, bed nets, inter-
mittent prophylactic treatment in pregnancy and antimalarial treatment.
For these variables we formulated and analyze an optimal control problem
in which control strategies are incorporated by treatment (antimalarial
and prophylactic in pregnancy) and the combination of the four control
variables. The results of the cost-effectiveness analysis suggest that in ur-
ban areas it is enough to consider control strategies for treatment, while in
rural areas the simultaneous implementation of the four control variables
is the most cost-effective strategy.
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1 Introduction

Malaria is a vector borne disease produced by four species of Plasmodium parasites
and transmitted by the bite of female Anopheles mosquitoes (at least 50 species).
This disease is endemic in tropical and subtropical regions, with a high mortality rate
in some regions of Africa, Asia and the Americas [51]. In Colombia, this disease is
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presented in 22 of its 33 departments becoming a public health problem of great im-
portance with approximately between 18 and 24 millions of susceptible to contracting
this disease. [18].

Although malaria has been typically considered as a problem of the rural and poor
zones, this disease is presented in urban zones. However, the economic development
and the environmental changes during the twentieth century have reduced the inci-
dence of malaria in urban contexts [58]. In addition, improved housing, drainage of
Anopheles breeding sites, expanded personal protection, effective diagnosis and treat-
ment, among other disease controls have contributed to the recent global decline in
malaria incidence [58].

Like other epidemiological settings, urban malaria transmission is influenced, in
most cases, by population movements from rural to urban areas. This rural popula-
tion influx into urban areas facilitates the introduction of malaria from places where
the disease has high prevalence [14]. Furthermore, these underserved populations
generally practice subsistence farming and inhabit poor housing with limited access
to health services; such social dynamics favors mosquito breeding in areas considered
administratively urban [14].

Despite the fact that malaria prevalence is decreasing in Colombia with a 75%
reduction in the number of cases since 2000 [50], Sistema Nacional de Vigilancia en
Salud Pública (SIVIGILA) reported an accelerated increase in urban malaria cases
from 5.9% in 2011 to 30% in 2015 [50]. Although this increase may be explained
by population displacement on account of violence, there is still the possibility of
autochthonous urban transmission.The growing number of reports on urban cases of
malaria generates concerns that promote the rethinking of the corresponding control
strategies, the above motivated us to analyze several cost-effective control strategies
to eradicate malaria in rural and urban areas of Tumaco.

The municipality of Tumaco is located on the Pacific Coast of the Nariño state
(Colombia), and is part of the alluvial plain, which is characterized by low lands and
sludgy valleys. This area is partially covered with jungle and crossed by numerous
rivers that mostly flow into the sea. The weather conditions in Tumaco make it
an ideal location for the transmission of malaria. Morbidity and mortality due to
malaria in Tumaco are very high. In high transmission areas of Tumaco, such as,
rural areas, the disease is treated with antimalarial drugs, and through vector controls
such as fumigations, elimination of hatcheries or use of repellents [53]. However,
these strategies have failed to control the problem due to existence of urban malaria
cases. The negative impact on technical aspects, such as improper use of residual
action spraying, generates high operating costs in health for urban zones with high
population density [25]. For this reason, it is important to identify the most important
factors favouring the transmission of the disease to establish strategies for its control.

Since the pioneering work of Ronald Ross [52], a lot of mathematical modelling
studies have been carried out to understand the transmission and spread of malaria
considering the population of vectors and humans divided in epidemiological classes
(see for instance [13, 28, 44, 40]). Furthermore, models have been used to study the
factors influencing the appearance of resistance to malaria drugs ([32, 43]). Other
authors used population dynamics models that capture the epidemiological effects
of spatially heterogeneous environments [4, 8, 48, 3, 15, 37, 7, 8, 6]. Among the
control models for vector borne disease are the ones that propose biological control
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[42, 29, 41, 1], chemical and biological control [32], preventive control [5, 9], preventive
control and treatment[16, 46], vaccination and treatment [30]. Recently Romero-leiton
and others [19, 20, 23, 21, 22] propose mathematical models which consider vertical
and vector transmission of the disease, and additionally propose control strategies
deduced from sensitivity analysis of parameters.

In this work we presented a mathematical model for the transmission dynamics
of malaria considering horizontal transmission of infection (contact between a human
and a mosquito) as well as vertical transmission (from a pregnant woman to her fetus)
as in [21]. Using data obtained from SIVIGILA we asses the efficiency of different
controls such as insecticide spray, bed nets, drug treatment, and prophylaxis treatment
during pregnancy.

The paper is organized as follows: the mathematical model is formulated in Section
2, qualitative analysis is done in Section 3, transcritical bifurcations analysis in Section
4, sensitivity analysis and numerical simulations in Section 5. The optimal control
problem is analyzed in Section 6, numerical results in Section 7, cost-effectiveness
analysis of control strategies in Section 8, and discussion in Section 9.

2 Mathematical Model

The system of ordinary differential equations proposed below describe the dynamics
of malaria transmission between human and mosquito populations. The assumptions
assumed to formulate the model are: the total human population at time t is denoted
by Nh(t), and it is divided into susceptible, exposed, infected, and recovered where
Sh(t), Eh(t), Ih(t), and Rh(t) represent each class at time t, respectively. The above
implies Nh(t) = Sh(t) + Eh(t) + Ih(t) + Rh(t). We assumed that all epidemiological
classes above are subject to a per capita mortality rate µh.

The vector population Nv is recruited at a constant rate Λv, and has a per capita
natural death rate µv. Since the mosquito does not recover from infection, we only
consider susceptible and infected, where Sv, and Iv denote susceptible and infected
mosquito populations at time t, respectively, and Nv(t) = Sv(t) + Iv(t).

The transmission rate from a mosquito to a human depends on the average number
of bites per day of a female mosquito ε. Also, it depends on the probability that an
infectious bite gives rise to a new case denoted by βhv. Thus, the infection rate from
mosquito to human is given by βh

Iv
Nh

where βh = βhvε. Analogously the infection

rate from human to mosquito is βv
Ih
Nh

, where βv = βvhε is the transmission rate from
human to mosquito with βvh representing the infection probability of a mosquito due
to the contact with an infected human. In addition, we assumed that a proportion 0 ≤
ph ≤ 1 of the birth from infected human (mother) is infected via vertical transmission
and pass directly to the infection compartment.

Susceptible human population is recruited at a rate Λh, and they get infected at
a rate βh

Iv
Nh

becoming in exposed human, which are infected but not infectious. The

exposed human pass to the infectious class at a per capita rate αh where 1/αh is the
latency period. The infected human population increases due to the entrance of the
exposed human at a rate αhEH and due to infected newborns at a rate λhIh, with
λh = ph/2. They recover at a per capita rate δh, where 1/δh is the infectious period,
and dye by the disease at a per capita disease mortality rate ρh < µh. The recovered
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human population increases due to the entrance of the infected human at a rate δhIh
and diminish its population due to the loss of immunity and pass to the susceptible
class at a per capita rate ωh.

Analogously, susceptible mosquito population increases is recruited at a constant
rate Λv, get infected at a rate βv

Ih
Nh

, and pass to the class of infectious mosquitoes.
Both populations are subject to a mortality rate µv. According to the assumptions
above, we get the following system of non linear ODE:

dSh
dt

= Λh + ωhRh − βh
Iv
Nh

Sh − µhSh

dEh
dt

= βh
Iv
Nh

Sh − (αh + µh)Eh

dIh
dt

= λhIh + αhEh − (δh + ρh + µh)Ih

dRh
dt

= δhIh − (ωh + µh)Rh

dSv
dt

= Λv − βv
Ih
Nh

Sv − µvSv

dIv
dt

= βv
Ih
Nh

Sv − µvIv.(2.1)

Adding the equations for Sv and Iv, we obtain that the mosquito population Nv
satisfies

dNv
dt

= Λv − µvNv,

which implies that 0 ≤ Nv(t) ≤ N̄v for all t ≥ 0, where

(2.2) N̄v =
Λv
µv
.

Note that Nv(t) → N̄v when t → ∞ which implies Sv(t) → N̄v − Iv. Therefore, to
study the asymptotic behaviour of system (2.1) is enough to analyze the following
system in the variables (Sh, Eh, Ih, Rh, Iv) gyven by:

dSh
dt

= Λh + ωhRh − βh
Iv
Nh

Sh − µhSh

dEh
dt

= βh
Iv
Nh

Sh − (αh + µh)Eh

dIh
dt

= αhEh − (δh + µh − µhτh)Ih

dRh
dt

= δhIh − (ωh + µh)Rh

dIv
dt

= βv
Ih
Nh

(N̄v − Iv)− µvIv,(2.3)

where

(2.4) τh =
λh − ρh
µh

.
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Table 1: Parameters of model (2.1).
Parameter Interpretation Dimention

Λh Recruitment rate of humans humans × day −1

µh Human mortality rate day −1

µv Mosquito mortality rate day −1

ωh Per capita loss of immunity day −1

βhv Infection probability of human by mosquito adimentional
βvh Infection probability of mosquito by human adimentional
ε Biting effective rate day −1

1/αh Exposed period day
ρh Per capita mortality rate due to infection day −1

1/δh infection period day
Λv Recruitment rate of mosquitos mosq × day −1

λh Percentage of vertical transmission adimentional

When the parameter τh > 0 can be interpreted as the average life of the babies
infected through vertical transmission that survive the disease.

The set of biological interest is given by

(2.5) Ω = {(Sh, Eh, Ih, Rh, Iv) ∈ R5
+ : 0 ≤ Sh + Eh + Ih +Rh ≤ M̄h, 0 ≤ Iv ≤ N̄v},

where N̄v is defined in (2.2) and M̄h is given by

(2.6) M̄h = min

(
N̄h,

Λh
µh(1− τh)

)
,

being N̄h = Λh/µh. Observe that the vector field defined by the right side of (2.3) is
continuously differentiable in the set Ω, in consequence the Theorem of Picard (see
[35]) guarantees the existence and uniqueness of the solutions of (2.3). The following
lemma ensures that the set Ω has biological sense, that is, all solutions starting in it
remain there for all t ≥ 0.

Lemma 2.1. The set Ω defined in (2.5) is positively invariant for the solutions of
the system (2.3).

Proof. Since λh < µh, it is clear that τh < 1. Adding the first four equations of
system (2.3) we obtain that Nh(t) satisfies

(2.7)
dNh(t)

dt
= Λh − µhNh(t) + µhτhIh(t).

If τh ≤ 0 then we verify that

Nh(t) ≤ lim supNh(t) ≤ Λh
µh
,

while if 0 < τh < 1 it follows that

Nh(t) ≤ lim supNh(t) ≤ Λh
µh(1− τh)

.
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Therefore

(2.8) Nh(t) ≤ M̄h = min

(
Λh
µh
,

Λh
µh(1− τh)

)
.

On the other hand, since Ih ≤ Nh and Iv ≤ Nv, from the fifth equation of (2.3) we
obtain

(2.9)
dIv
dt
≤ βvN̄v − (βv + µv)Iv.

From (2.9) we obtain the following inequality

Iv(t) ≤ lim sup Iv(t) ≤
βvN̄v
βv + µv

≤ N̄v.

Finally, it can be easily verified that the vector field defined by the right side of (2.3)
on ∂Ω points to the interior of Ω. �

3 Qualitative analysis of equilibrium solutions

3.1 Disease-free equilibrium and the Basic Reproductive
Number

The Disease-Free Equilibrium of system (2.3) (DFE) denoted by

E0 = (N̄h, 0, 0, 0, 0)

represents the state where the population is free of the infection. The Basic Reproduc-
tive Number, denoted by R0, is the average number of secondary infective generated
by a single infective during the curse of the infection in a whole susceptible popu-
lation. It is a threshold that let us determine when an outbreak can occur, or a
disease remains endemic. Driesche et al. [49] defined R0 as the spectral ratio of the
Next Generation Operator associated to the disease-free equilibrium. For a system
of ordinary differential equations, the Next Generation Operator is given by the the
matrix FV −1, where F and V are the derivatives of the infection vector, f , and the
transition vector, v, evaluated at E0. For model (2.3) f and v are given by

f =


βh

Iv
Nh

Sh

0

βv
Ih
Nh

(N̄v − Iv)

 and v =

 −(αh + µh)Eh
αhEh − (δh + (1− τh)µh)Ih

−µvIv

 ,

respectively. Differentiating f and v with respect to (Eh, Ih, Iv), and evaluating at
E0 we obtain

F =


0 0 βh
0 0 0

0 βv
N̄v
N̄h

0

 , V =

 αh + µh 0 0
−αh δh + (1− τh)µh 0

0 0 µv

 .



190 Jhoana P. Romero-Leiton Eduardo Ibargüen-Mondragón

Therefore, the next generator operator of model (2.3) is given by

(3.1) FV −1 =

 0 0 βh

µV

0 0 0
αhβv

(αh+µh)(δh+(1−τh)µh)
N̄v

N̄h

βv

δh+(1−τh)µh

N̄v

N̄h
0

 .

Simple calculations show that the eigenvalues of FV −1 are ξ1 = 0, and the solutions
of the quadratic equation

ξ2 − βhβv
N̄v
N̄h

αh
(αh + µh)(δh + (1− τh)µh)

1

µv
= 0.

Therefore, the basic reproduction number is given by

(3.2) R0 =

√
αhβhβvm

(αh + µh)(δh + µh(1− τh))µv
.

where m =
N̄v
N̄h

. By definition, the basic reproductive number R0 is the expected

number of new cases that an infected human would produce during their period of
infection in susceptible population to the disease. In this case, from (3.2) we observed
that R0 is product between the new infected mosquitoes produced by an infected
human and the new infected humans produced by an infected mosquito. The local
stability of E0 is resumed in the following proposition.

Proposition 3.1. The equilibrium E0 of model (2.3) is locally asymptotically stable
if R0 < 1, and unstable if R0 > 1.

Proof. The eigenvalues of Jacobian matrix evaluated in E0, J(E0), are µh, −(ωh+µh)
and the roots of the cubic polynomial

(3.3) a0ξ
3 + a1ξ

2 + a2ξ + a3 = 0,

where

a0 = 1

a1 = (αh + µh) + [δh + (1− τh)µh] + µv

a2 = (αh + µH + µv)[δh + (1− τh)µh] + (αh + µh)µv

a3 = (αh + µh)[δh + (1− τh)µh]µv(1 +R0)(1−R0).

Since τh < 1 ai, i = 1, 2 are positive, and a3 is positive if and only if R0 < 1. Also,
it is easy to show that for R0 < 1, a1a2 > a3. Therefore, by the Routh-Hurwitz
criterium, it follows that the roots of equation (3.3) have negative real part. �

The previous result suggests that in case of an epidemiological outbreak, if the new
infected individuals (humans and mosquitoes) do not have the capacity to produce
new infected ones, then the progression of the disease will be controlled. Now, the
endemic equilibria are obtained making the derivatives equal to zero, and solving the
resulting algebraic system. From the equation (2.7) at equilibrium we obtain

Nh = N̄h + τhIh,
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From the third and fourth equations of system (2.3) we obtain

Eh =
δh + µh(1− τh)

αh
Ih

Rh =
δh

ωh + µh
Ih.(3.4)

Adding the two first equations of (2.3), and solving for Sh we get

Sh =
Λh + ωhRh − (αh + µh)Eh

µh
.

Substituting Rh, Eh, and after some manipulations we obtain

(3.5) Sh =
Λh
µh
− (αh + µh)(δh + µh(1− τh))

αhµh
(1− θh)Ih,

where

(3.6) θh =
ωh

(ωh + µh)

αh
(αh + µh)

δh
δh + µh(1− τh)

≤ 1.

Replacing Nh in the fifth equation of system (2.3), and solving for Iv we obtain

Iv =
Λv
µv

(
βvIh

µv
Λh

µh
+ (βv + µvτh)Ih

)
.

Replacing Eh and Sh given by (3.4) and (3.5) in the second equation of (2.3) we get

βhIv
Nh

(
Λh
µh
− (αh + µh)(δh + µh(1− τh))

αhµh
(1− θh)Ih

)
=

− (αh + µh)(ρh + δh + µh − ph)

αh
Ih,

which is equivalent to

βhIv

(
Λh
µh

αh
(αh + µh)(δh + µh(1− τh))

− 1

µh
(1− θh)Ih

)
= IhNh.

Replacing Iv and Nh in the equation above and simplifying we obtain

βhN̄vµvγv

[
Λhαh

µh(αh + µh)(δ + µh(1− τh)
− (1− θh)

µh
Ih

]
=

µv(N̄h + τhIh)×
(
N̄h + (γv + τh)Ih

)
,(3.7)

where

(3.8) γv =
βv
µv
.
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After some manipulations we obtain that (3.7) is a quadratic equation in the variable
Ih given by

(3.9) aI2
h + bIh + c = 0,

where

a = τh(γv + τh)

b = A(R2
0 − L)(3.10)

c = N̄2
h(1−R2

0)

with

A = N̄h
(αh + µh)[δ + µh(1− τh)](1− θh)

αhµ2
h

> 0,

(3.11)

L = −N̄h
(γv + 2τh)

A

We observe that the quantity of endemic equilibrium solutions of (2.3) depends on
the number of positive solutions of the quadratic equation (3.9). On the other hand
the coefficients a, b and c of (3.9) are nor defined sign, and they also depend on the
parameters τh, γv, A, R0 and L. Consequently, the results of existence of endemic
equilibria will be presented in terms of the parameters previously mentioned. In this
sense, for

(3.12) τ∗h = −1

2

(
A

N̄h
+ γv

)
,

we have the following result.

Theorem 3.2. Assume τh ≤ τ∗h (1 ≤ L), the system (2.3) has the following be-
haviour:

1. If R0 > 1 there exist one endemic equilibrium .

2. If R0 ≤ 1, there exist unique R∗0 ∈ (0, 1) such that

• If 0 < R0 < R∗0 there are not endemic equilibria.

• If R0 = R∗0 there is one endemic equilibrium.

• If R0 > R∗0 there are two endemic equilibria.

See A for proof of the Theorem 3.2. The previous result suggests the possible
existence of a backward bifurcation when τh ≤ τ∗h or equivalently L ≥ 1. Now, we
are going to present the case when τh > τ∗h (1 > L), which have two possibilities i)
τh < −γv or τh ≥ 0 and ii) −γv < τh < 0.

Theorem 3.3. Assume τh > τ∗h (1 > L), the system (2.3) has the folowing behaviour:

1. If τh ≤ −γv or τh ≥ 0 we have following two posibilities
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(a) If R0 ≤ 1 there are not endemic equilibria.

(b) If R0 > 1 there is a unique endemic equilibrium.

2. If −γv < τh < 0 then

(a) If R0 ≤ 1 there is a unique endemic equilibrium.

(b) If R0 > 1 there are two endemic equilibria.

See Appendix A for proof of the Theorem 3.3.

4 Transcritical bifurcations analysis

When forward bifurcation occurs, the condition R0 < 1 is a necessary and sufficient
condition for disease eradication, whereas it is no longer sufficient when a backward
bifurcation occurs. In fact, the backward bifurcation scenario involves both the exis-
tence of a subcritical transcritical bifurcation at R0 = 1 and a saddle-node bifurcation
at R0 = R∗0 < 1. The backward bifurcation scenario may be qualitatively described
as follows. In the neighborhood of R0 = 1, in the region R∗0 < R0 < 1, a stable
disease-free equilibrium coexists with two endemic equilibria: a smaller equilibrium
(with a smaller number of infective individuals) which is unstable and a larger one
(with a larger number of infective individuals) which is stable. These two endemic
equilibria disappear by saddle-node bifurcation when the basic reproductive number
R0 is decreased below the critical value R∗0 < 1. For R0 > 1, there are only two
equilibria: the disease free-equilibrium, which is unstable, and the larger endemic
equilibrium, which is stable.

As a consequence, in the backward bifurcation scenario, if R0 is nearly below
unity, then the disease control depends strongly on the initial sizes of the various
sub-populations of the model. On the contrary, reducing R0 below the saddle-node
bifurcation value R∗0, may result in disease eradication, which guarantees the global
stability of the disease free equilibrium. Hence, the sub-threshold R∗0 have a crucial
importance in terms of disease control.

In the following we use the results based on center manifold theory described in [2],
which prescribes the role of the coefficients ã and b̃ of the normal form representing
the dynamics system on the central manifold. In this sense, they decide the direction
of the transcritical bifurcation. More precisely, if ã < 0 and b̃ > 0, then the bifurcation
is forward; if ã > 0 and b̃ > 0 then the bifurcation is backward.

We apply above theory to show that the system (2.3) may exhibit a transcritical
bifurcation on following parameter

(4.1) βh
.
= β∗ =

(µh + αh)[δh + µh(1− τh)]µv
αhβvm

.

Observe that the eigenvalues of the Jacobian matrix J(E0, β
∗) are given by ξ1 = 0,

ξ2 = −µh and ξ3 = −(µh + ωh) and solutions of following quadratic equation

(4.2) ξ2 + (Ã− B̃ + µv)ξ + (Ãµv − ÃB̃ − B̃µv) = 0,
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where

Ã = αh + µh

B̃ = µh(τh − 1)− δh,

whose solutions are given by

ξ1,2 =
−(Ã− B̃ + µv)±

√
(Ã− B̃ + µv)2 − 4[Ãµv − B̃(Ã+ µv)]

2
.

From above inequality we can see that if discriminant is negative then real part of
roots is −(Ã− B̃−µV )/2, which is less than zero due to −B̃ > 0. On the other hand,
if discriminant is positive it satisfies

(Ã− B̃ + µv)
2 > (Ã− B̃ + µv)

2 − 4[Ãµv − B̃(Ã+ µv)]

(Ã− B̃ + µv) >

√
(Ã− B̃ + µv)2 − 4[ÃµV − B̃(Ã+ µv)]

0 > −(Ã− B̃ + µv) +

√
(Ã− B̃ + µv)2 − 4[Ãµv − B̃(Ã+ µv)],

which implies that ξ1 < 0 and ξ2 < 0. Then, in both cases the roots of equation (4.2)
have negative real part. Thus ξ1 = 0 is a simple eigenvalue and the other eigenvalues
have negative real part. In consequence, when βh = β∗ (or equivalently when R0 = 1),
the disease-free equilibrium E0 is a non hyperbolic equilibrium.

Now, we denote by W = (w1, w2, w3, w4, w5) a right eigenvector associated with
ξ1 = 0, which satisfies J(E0, β

∗)W = 0W = 0 . It follows:

0 =
βvm(µh + ωh)

δh
w4 − µvw5

0 = δhw3 − (ωh + µh)w4

0 = αhw2 + [µh(τh − 1)− δh]w3

0 = −µhw1 + ωhw4 − β∗w5.

Replacing β∗ defined in (4.1) in above system and using the inequality

2τ∗h + γv = − (αh + µh)[µh(1− τh) + δh](1− θ)
αhµh

< 0,

we obtain that

(4.3) W =
m

γv
w5

[
2τ∗h + γv,−

µh(2τ∗h + γv)

(αh + µh)(1− θ)
, 1,

δh
ωh + µh

,
γv
m

]T
.

On the other hand, the left eigenvector V = (v1, v2, v3, v4, v5)T of the matrix J(E0, β
∗)

associated to eigenvalue ξ1 = 0 is given by

(4.4) V = − (1− θ)µv
2τ∗h + γv

v5

[
0, 1,

αh + µh
αh

, 0,− 2τ∗h + γv
(1− θ)µv

]T
.



Stability analysis and optimal control intervention strategies 195

The values of v5 and w5 such that V ·W = 1, are given by

w5 =
1

µh

αh+µh
+ (αh+µh)(θ−1)

αh(2τ∗
h+γv) + γv

mµv

> 0

v5 =
γv
mµv

> 0.(4.5)

In this case, the coefficient ã and b̃ given on Theorem 4.1 of [2] are given by

ã =
1

2

5∑
k,i,j=1

vkwiwj
∂2fk
∂xi∂xj

(E0, β
∗)

b̃ =
5∑

k,i=1

vkwi
∂2fk
∂xi∂β∗

(E0, β
∗),

which are explicitly computed. Taking into account fi, i = 1, ..., 5 as the functions of
the right hand of system (2.3), x1 = Sh, x2 = Eh, x3 = Ih, x4 = Rh, x5 = Iv and the
coefficients wp, vq with p, q = 1, ..., 5, are the components of eigenvectors W and V
defined on (4.3) and (4.4). After some calculations we have:

∂2f1

∂x5∂x2
=

∂2f1

∂x5∂x3
=

∂2f1

∂x5∂x4
=

βh
N̄h

∂2f2

∂x5∂x2
=

∂2f2

∂x5∂x3
=

∂2f2

∂x5∂x4
= − βh

N̄h

∂2f5

∂x3∂x1
=

∂2f5

∂x3∂x2
=

∂2f5

∂x4∂x3
= −βvN̄v

(
1

N̄h

)2

= −βvm
N̄h

∂2f5

∂x5∂x3
= − βv

N̄h

∂2f5

∂x2
3

= −2βv
Λv
µv

(
µh
Λh

)2

= −2
βvm

N̄h
.

In the above expressions we did not consider zero derivatives and cross partial deriva-
tives. Moreover, second partial derivatives with respect to bifurcation parameter β∗

in E0 are always zero except

∂2f1

∂x5∂β∗
= −1 and

∂2f2

∂x5∂β∗
= 1.

Therefore,

b̃ = v2w5
∂2f2

∂x5∂β∗
= − (1− θ)γv

m(2τ∗h + γv)
w5 > 0,

and

ã = w5v2
∂2f2

∂x5∂x2
(w2 + w3 + w4) + v5w3

∂2f5

∂x3∂x1
(w1 + w2 + w4) +

v5w3

[
w5

∂2f5

∂x5∂x3
+
w3

2

∂2f5

∂x2
3

]
.(4.6)
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Table 2: Estimated values of ã given on (4.6) with values of parameters given on Table 3.

Rural areas Urbans areas
Value of τh 0.098 -70.40
Value of τ∗h -3.71 -37.75
Value of γv 6.23 3.71
Value of R0 8.04 0.56
Relation τh > τ∗h and τh > 0 τh < τ∗h and τh < γv
Value of ã -1.6 ×10−11 4.10 ×10−14

Due to the analytical complexity in determining the sign of ã we verify numerically
using with values of parameters given on Table 3, which will be explain in Section 5.

In Table 2 we observe for the values of the parameters corresponding to rural
areas that ã < 0 and hypothesis of the first item of the Theorem 3.3 are satisfied,
which implies the occurrence of a forward bifurcation, the above combined with the
first item of Theorem 3.3 suggests that the forward bifurcation occurs when τh > τ∗h
and (τh ≤ −γv or τh ≥ 0). Analogously, from values of parameters in urban area
the condition ã > 0 and hypothesis of Theorem 3.2 are satisfied, which implies that
a backward bifurcation occurs. Newly, this results combined with the Theorem 3.2
suggests that the backward bifurcation occurs when τh ≤ τ∗h . Finally, when τh > τ∗h
and −γv < τh < 0 seems to exist a kind of pitch fork bifurcation. On the other hand,
using Lyapunov’s Theorem we have the following result:

Theorem 4.1. If τh ≤ 0 and R2
0 < `, then the free disease equilibrium E0 is global

asymptotically stable in Ω, where

(4.7) ` = 1 +
βhβvαhmτh

µv(αh + µh)[µh(1− τ) + δh]
.

Proof. In the Proposition 3.1 we verify that E0 is local and asymptotically stable Ω
when R0 < 1. Let

(4.8) R1 =
βhβvαhm

µv(αh + µh)[µh(1− τh) + δh]
.

Simple calculations verify that

R1 = R2
0 + 1− `.

Suppose that R2
0 < `, which is equivalent to R1 < 1, and let (Sh(t), Eh(t), Ih(t),

Rh(t), Iv(t)) a positive solution of system (2.3). Then, by invariance this solution
satisfies Nv(t) ≤ N̄v, and due to Ih(t) < Nh(t) and τh ≤ 0 we have

Ṅh(t) = Λh − µhNh + µhτhIh > Λh + µh(1− τh)Nh,(4.9)

from (4.9) we obtain Nh(t) > N̄h

(1−τh) . Now, We proof the existence a Lyapunov

function for the translated system

ẋ = F (x+ E0)− F (E0) = f(x),
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where y = 0 as a trivial equilibrium solution of the system ẏ = F (y). Let us consider
following function

V ∗(Sh, Eh, Ih, Rh, Iv) = Iv +
µv
βh
Eh +

µv(αh + µh)

αhβh
Ih,

and let

(4.10) V (S̃h, Ẽh, Ĩh, R̃h, Ĩv)
.
= V ∗

(
Sh − N̄h, Eh, Ih, Rh, Iv

)
.

The function V satisfies that V (E0) = V ∗(0) = 0 and V > 0 ∀(S̃h, Ẽh, Ĩh, R̃h, Ĩv) 6=
E0 ∈ Ω; that is, V is positive defined. Define by fi, i = 1, ..., 5 right hand of system
(2.3), then the orbital derivative of V along the trajectories of (2.3) is given by

V̇ =
∂V ∗

∂(Sh − N̄h)
f1 + ...+

∂V ∗

∂Iv
f5 = İv +

µv
βh
Ėh +

µv(αh + µh)

αhβh
İh

=

[
βv
Nh

Sv −
µv(αh + µh)[µh(1− τh) + δh]

αhβh

]
Ih −

[
Nh − Sh
Nh

]
Iv

≤

[
βvN̄v
N̄h

(1−τh)

− µv(αh + µH)[µh(1− τh) + δh]

αhβh

]
Ih

=

[
βvm(1− τh)− µv(αh + µh)[µh(1− τh) + δh]

αhβh

]
Ih

=

[
µv(αh + µh)[µh(1− τh) + δh](1− τh)

βhαh

]
(R1 − 1)Ih.

The first factor of the last expression above is no negative and by hypothesis R1 < 1,
then V̇ < 0. Thus, E0 is a global attractor. �

From above theorem we have the following corollary:

Corollary 4.2. When τh = 0 and R0 < 1, E0 is global and asymptotically stable.

5 Sensitivity analysis and numerical simulations

In this section we make sensitivity analysis of parameters using data from Tumaco
in the period between the early 2000 and late 2001 where there was an accelerated
growth in the incidence of malaria in Tumaco which increased the risk of malaria
spreading. In order to establish control measures, at the end of 2001 a census was
carried out in Tumaco. Table 3 shows parameter values estimated using census data
reported by SIVIGILA [47] in addition to the rankings of parameter values that were
obtained from [44]. Also, in the Table 3 we presented two sets of values for parameters:
parameters for high transmission areas, which corresponds to rural areas of Tumaco,
and low transmission areas, which correspond to urban areas of Tumaco. For rural
areas R0 = 7.5 and for urban areas R0 = 0.56.

The numerical simulations of Figures 1 and 2 were made with data of rural and
urban areas given in Table 3, respectively, and the Tables 4 and 5 show the endemic
equilibrium in each case.
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Table 3: Values of parameter of model (2.3) with days as time unity.
Parameters High transmission areas Low transmission areas Rank Reference
αh 0.10 0.10 0.007-0.20 [45, 21]
µv 0.0039 0.0025 0.0010-0.12 [45, 57, 21]
µh 0.00102 0.00125 0.000001-0.002 [45, 21]
ρh 0.0090 0.009 0-0.00041 [45, 57, 21]
δh 0.0029 0.0029 0.0014-0.017 [45, 57, 21]
βHV 0.70 0.40 0.010-0.80 [45, 21]
βV H 0.20 0.32 0.072-0.69 [45, 21]
ε 0.45 0.29 0.25-0.87 [45, 21]
λh 0.0002 0.0091 0.00012-0.012 [45, 57, 21]
Λv 180 160 100-1000 [45, 21]
Λh 100 90 10 - 200 [45, 21]
ωh 0.01 0.01 0.000055-0.02 [45, 21]
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Figure 1: Numerical simulations of model (2.1) with data of rural areas and initial
conditions (100, 50, 10, 3, 100, 20). Here R0 = 7.5, τh = 0.088, τ∗h = −3.71 and
γv = 6.23. Solutions of system tends to endemic equilibrium (9026, 2774, 72190,
18960, 8595, 37558)

Table 4: Endemic equilibrium of model (2.1) with rural areas data.

SH = 9026 SV = 8595
EH = 2774 IV = 37558
IH = 72190
RH = 18960

Table 5: Endemic equilibrium of model (2.1) with urban areas data.

SH = 4387 SV = 21252
EH = 1180 IV = 47747
IH = 9985
RH = 2863
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Figure 2: Numerical simulations of model (2.1) with data of urban areas and initial
conditions (100, 50, 10, 3, 100, 20). Here R0 = 0.56, τh = −70.40, τ∗h = −37.75 and
γv = 3.71. Solutions of system tends to endemic equilibrium (4387, 1180, 9985, 2863,
21252, 47747)

In order to determine the best way to reduce mortality and morbidity due to
malaria in human population, it is necessary to know the relative importance of the
parameters in the outcome of the disease, which is directly related to the threshold
R0 [44]. Sensitivity indices allow us to measure the relative change in a variable when
a parameter is changing. The normalized forward sensitivity index of a variable with
respect to a parameter is the ratio of the relative change [44].

Definition 5.1. The normalized forward sensitivity index of variable u, that depends
differentially on a parameter p, is defined by

(5.1) Γup
.
=
∂u

∂p

p

u
.

From (5.1) we derive an analytical expression for the sensitivity index of R0 with
respect to each parameter. The values obtained are described in Table 6.

Table 6: Sensitive index to R0 with respect to parameters.
Parameter Index in rural areas Index in urban areas
αh 0.005 0.000069
µv -1 -1
µh 0.3745 0.1220
ρh -1.1780 - 0.3805
δh -0.6118 -0.1398
βhv 0.50 0.50
βvh 0.50 0.50
ε 1 1
λh 1.0091 0.0077
Λv 0.50 0.50
Λh -0.50 -0.50
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Observe that in urban areas, R0 is most sensitive to death or emigration mosquitoes
rate µv and bite rate ε; obviously, a higher contact and bite rate generates many more
cases of infected individuals, which makes these parameters directly proportional to
R0. On the other hand, in rural areas R0 has most of sensitivity to infection death
rate ρh and vertical transmission rate λh. In both cases, others parameters with high
sensitivity are the transmission probabilities rates βhv and βvh; birth rates Λh and
Λv; recovery rate δh and the mortality or emigration rate of humans µh. Given that
Γε = +1.0, increasing (or decreasing) ε 10% implies that R0 increases (or decreases)
in 10%; similarly, as ΓΛh

= −0.50, then increasing (or decreasing) Λh in 10% implies
that R0 increases (or decreases) in 5%. An analogous reasoning can be made for
others sensitivity indexes.

The information provided by sensitivity indices to R0 allow us to propose control
strategies that affect the parameters of greater sensitivity in both rural and urban
areas of Tumaco.

6 The optimal control problem

In this section, we use results obtained in the previous section to formulate an optimal
control problem in which the state equations were obtained from (2.1). We define
the following control variables: u1 is the control variable associated with bed nets
(BN), u2 is the control variable associated with antimalarial treatment (AT), u3 is
the control variable associated with intermittent prophylactic treatment in pregnancy
(IPTp), and u4 is the control variable associated with indoor residual spraying (IRS).
We incorporated the following hypothesis in the system (2.1): susceptible humans
become exposed by contact with infected mosquitoes at a rate (1 − u1)βhvε

Iv
Nh
Sh,

where u1 ∈ [0, 1] (u1 = 0 represents no efficacy of the control, while u1 = 1 indicates
that the use of the control is completely effective). On the other hand, we assume
that infected humans recover at a rate δh + ξ2u2, where δh is spontaneous recovery
rate, and ξ2 ∈ [0, 1] represents the effectiveness of the treatment. The rate at which
newborns are infected is given by (1−u3)λh, where λh is the vertical transmission rate,
µ3 ∈ [0, 1] (u3 = 0 is assumed if treatment during pregnancy is not effective, and u3 =
1 if the treatment is completely effective, that is, there is no vertical transmission).
Finally, we assume that the mosquitoes population are decreasing because of the use
of insecticides, given by the term ξ4u4, where ξ4 ∈ [0, 1] represents the insecticide.
In this sense, we have that the control variable u1(t) provides information about the
amount of bed nets that must be supplied, u2(t) and u3(t) the amount of medication
that should be provided, while u4(t) gives information about the amount of insecticide
that should be applied to the population at time t.

With the propose to minimize the number of infected humans and mosquitoes we
define the following performance index or cost function:

(6.1) J(x0, v) =

∫ t1

t0

f0(t, x, v)dt,

where

v(t) = (u1(t), u2(t), u3(t), u4(t))

f0(t, x, v) = f1(t, x) + h(t, v).(6.2)
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In the previous expressions x0 is a initial condition, x is the solution of system (2.1)
evaluated in v, and additionally

(6.3) f1(t, x) = c1EH + c2IH + c3IV ,

where c1, c2 and c3 represent social costs, which depend of number of infection cases
due to malaria and number of bites by mosquitoes. On the other hand, the function
h(t, v) define the absolute costs associated to control strategies, such that implemen-
tation, ordering, distribution, merchandizing, among others. More generally,

h(t, v) =
1

κ

4∑
i=1

diui(t)
κ,

where κ = 1/2, 1, 2, ..., n, and di is the relative weight to the cost associated with the
implementation of the control variable ui. For the purposes of this document, we will
assume that κ = 2 to refer to the non-linearity of the absolute costs. With the above
considerations, the following control problem is formulated:

dSh
dt

= Λh + ωhRh − [1− u1(t)]βhvε
Iv
Nh

Sh − µhSh

dEh
dt

= [1− u1(t)]βhvε
Iv
Nh

Sh − (αh + µh)Eh

dIh
dt

= [1− u3(t)]λhIh + αhEh − [δh + ξ2u2(t) + ρh + µh]Ih

dRh
dt

= [δh + ξ2u2(t)]Ih − (ωh + µh)Rh

dSv
dt

= Λv − [1− u1(t)]βvhε
Ih
Nh

Sv − [ξ4u4(t) + µv]Sv

dIv
dt

= [1− u1(t)]βvhε
Ih
Nh

Sv − [ξ4u4(t) + µv]Iv,(6.4)

with the performance index or cost function

J(x0, u1, u2, u3, u4) =

∫ T

0

[c1EH + c2IH + c3IV +(6.5)

1

2

(
d1u1(t)2 + d2u2(t)2 + d3u3(t)2 + d4u4(t)2

)
]dt,

and the boundary conditions:

x(0) = (S̄h, Ēh, Īh, R̄h, S̄v, Īv) = x0

x(T ) = (Shf
, Ehf

, Ihf
, Rhf

, Svf , Ivf ) = x1.(6.6)

For the control problem we assume that the initial time is zero, t0 = 0, the final
time t1 = T is a fixed implementation time of the control strategies, and the final
state x1 is variable and the initial state x0 is given by endemic equilibrium of (2.1).
Additionally, we assume that the coordinates of vector v defined in the first equation
of (6.2) are controls that belong to the following set

U = {u(t) : u(t) is Lebesgue measurable and 0 ≤ u(t) ≤ 1, t ∈ [0, T ]},
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called the set of admissible controls. The following result guarantees the existence of
an optimal initial condition x∗ and an optimal control u∗ of the control problem with
state equation (6.4):

Theorem 6.1. Consider the control problem with state equations (6.4). There exist
a unique pair (x∗0, v

∗) ∈ F such that

(6.7) J(x∗0, v
∗) = min {J(x0, v) : v = (u1, u2, u3, u4) ui ∈ U},

where J(x0, v) is the performance index defined in (6.5), where U is the admisibles
set controls.

The proof of the Theorem 6.1 is derived from the classic existence theorem pre-
sented in [54].

Proof. We use the following notation x = (SH , EH , IH , RH , SV , IV ). Let U = [0, 1]4

the set where v assume its values (controls set), and f(t, x, v) the right side of (6.4),
that is
(6.8)

f(t, x, v) =



Λh + ωhRh − (1− u1)βh
Iv
Nh
Sh − µhSh

(1− u1)βh
Iv
Nh
Sh − (αh + µh)Eh

(1− u3)λhIh + αhEh − (δh + ξ2u2 + ρh + µh)Ih
(δh + ξ2u2)Ih − (ωh + µh)Rh

Λv − (1− u1)βv
Ih
Nh
Sv − (ξ4u4 + µv)Sv

(1− u1)βv
Ih
Nh
Sv − (ξ4u4 + µv)Iv


=


h1

h2

h3

h4

h5

h6

 .

Following a similar process used in Section 5.1 of [22] we verify that f defined on 6.8
is of class C1, and there exists a constant C > 0 such that

1. (a) |f(t, 0, 0)| ≤ C
(b) |fx(t, x, v)| ≤ C(1 + |v|)
(c) |fv(t, x, v)| ≤ C.

2. The set of feasible pairs F is non-empty.

3. The control set U is convex.

4. f(t, x, v) = α(t, x) + β(t, x)v.

5. The integrand of the performance index f0(t, x, v) defined in (6.5) is convex for
v ∈ U .

6. f0(t, x, v) ≥ c1|v|b − c2 with c1 > 0 and b > 1.

Observe that

fv(t, x, v) =



βh
Iv
Nh
Sh 0 0 0

−βh Iv
Nh
Sh 0 0 0

0 −ξ2Ih −λhIh 0
0 ξ2Ih 0 0

βv
Ih
Nh
Sv 0 0 −ξ4Sv

−βv IhNh
Sv 0 0 −ξ4Iv


.
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The norm of fv satisfies

|fv(t, x, v)| =

√
2β2

hI
2
v

(
Sh
Nh

)2

+ 2β2
vS

2
v

(
Sh
Nh

)2

+ 2ξ2
2I

2
h + λ2

hI
2
h + ξ2

4S
2
v + ξ2

4I
2
v

≤
√

(2β2
h + ξ2

4)I2
v + (2β2

v + ξ2
4)S2

v + (2ξ2
2 + λ2

h)I2
h

≤

√
2(β2

h + ξ2
4 + β2

v)
Λ2
v

µ2
v

+ (2ξ2
2 + λ2

h)
Λ2
h

µ2
h

≤

√
max

{
2(β2

h + β2
v + ξ2

4)

µ2
v

,
2ξ2

2 + λ2
h

µ2
h

}
(Λ2

h + Λ2
v).

In consequence, taking C =

√
max

{
2(β2

h+β2
v+ξ24)

µ2
v

,
2ξ22+λ2

h

µ2
h

}
(Λ2

h + Λ2
v) we prove the

literal 1 (c). Following a similar procedure we verify 1 (a) and 1 (b). On the other hand,
since f is of class C1 then the Picard’s Existence and Uniqueness Theorem guarantees
the existence of a unique solution of the initial value problem x′ = f(t, x, 0), x(0) = x0

which implies that F is not empty, wich proves literal (2). The literals (3), (4) and
(5) are immediate from the definition of convexity. Finally, the performance index f0

defined in (6.5) satisfies

f0(t, x, v) ≥ 1

2
min {d1, d2, d3, d4}(u2

1 + u2
2 + u2

3 + u2
4).

taking b = 2, c2 = 0 and c1 = 1/2 min {d1, d2, d3, d4} we verifies the literal (6). The
properties (1)− (6) complete the proof. �

Now, we use Pontryagin principle for bounded controls to calculate optimal control
of the control problem defined by (6.4), (6.5) and (6.6). To this end, we observe that
the Hamiltonian is given by

H(t, x(t), v(t), z(t)) = f0(t, x, v) + z(t) · f(x, t, u)

= c1Eh + c2Ih + c3Iv +
d1u

2
1

2
+
d2u

2
2

2
+
d3u

2
3

2
+
d4u

2
4

2
+

z1

[
Λh + ωhRh − (1− u1)βh

Iv
Nh

Sh − µhSh
]

+

z2

[
(1− u1)βh

Iv
Nh

Sh − (αh + µh)Eh

]
+

z3 [(1− u3)λhIh + αhEh − (δh + ξ2u2 + ρh + µh)Ih] +

z4 [(δ + ξ2u2)Ih − (ωh + µh)Rh] +

z5

[
Λv − (1− u1)βv

Ih
Nh

Sv − (ξ4u4 + µv)Sv

]
+

z6

[
(1− u1)βv

Ih
Nh

Sv − (ξ4u4 + µv)Iv

]
,(6.9)

where zi, i = 1, 2, ..., 6 are the adjoint variables which determine the adjoint sys-
tem. The adjoint system and state equations (6.4) define the optimal system. In the
following theorem is presented the existence of the optimal control:
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Theorem 6.2. For the pair (x∗0, v
∗) ∈ F there exist a corresponding optimal solution

x∗(t) that minimize J(x0, v) in [0, T ]. Moreover, there exits an adjoint function

z(t) = (z1(t), z2(t), z3(t), z4(t), z5(t), z6(t))

such that
(6.10)

ż1 = µhz1 + u1−1
N2

h

[
βhIv(Eh + Ih +Rh)(z2 − z1) + βvIhSv(z5 − z6)

]
ż2 = −c1 − αhz3 + (αh + µh)z2 + u1−1

N2
h

[
βhIvSh(z1 − z2) + βvIhSv(z5 − z6)

]
ż3 = −c2 −

[
(1− u3)λh − (δh + ρh + µh + ξ2u2)

]
z3 − (δh + ξ2u2)z4+

u1−1
N2

h

[
βhIvSh(z1 − z2) + βvSv(Sh + Eh +Rh)(z6 − z5)

]
ż4 = −ωz1 + (ωh + µh)z4 + u1−1

N2
h

[
βhIvSh(z1 − z2) + βvIhSv(z5 − z6)

]
ż5 = (ξ4u4 + µv)z5 + u1−1

Nh
βvIh(z6 − z5)

ż6 = −c3 + (ξ4u4 + µv)z6 + u1−1
Nh

βhSh(z2 − z1),

with transversality condition zi(t) = 0 for i = 1, 2, ..., 6 which satisfies

(6.11)



u∗1 = min
{

max
{

0, βhIvSh(z2−z1)+βvIhSv(z6−z5)
d1Nh

}
, 1
}

u∗2 = min
{

max
{

0, ξ2Ihd2
(z3 − z4)

}
, 1
}

u∗3 = min
{

max
{

0, λhIh
d3

z3

}
, 1
}

u∗4 = min
{

max
{

0, ξ4(z5Sv+z6Iv)
d4

}
, 1
}
.

Proof. The Principle of Pontryagin guarantees the existence of adjoint variables zi,
i = 1, 2, ..., 6 that satisfy

żi =
dzi
dt

= −∂H
∂xi

zi(T ) = 0, i = 1, 2, ..., 6

H(x(t), v∗(t), z(t), t) = max
v∈U

H(x(t), v(t), z(t), t).(6.12)
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The adjoint system (6.12) is rewritten as

ż1 = − ∂H
∂Sh

, z1(T ) = 0 ż4 = − ∂H

∂Rh
, z4(T ) = 0

ż2 = − ∂H

∂Eh
, z2(T ) = 0 ż5 = − ∂H

∂Sv
, z5(T ) = 0

ż3 = −∂H
∂Ih

, z3(T ) = 0 ż6 = −∂H
∂Iv

, z6(T ) = 0.

Replacing the derivatives of H with respect to Sh, Eh, Ih, Rh, Sv and Iv, in the above
equations we obtain the system (6.10). The optimality conditions for the Hamiltonian
are given by

∂H

∂u∗1
=
∂H

∂u∗2
=
∂H

∂u∗3
=
∂H

∂u∗4
= 0,

or equivalently

∂H

∂u∗1
= βh

Iv
Nh

Sh(z1 − z2) + βh
Ih
Nh

Sv(z5 − z6) + d1u
∗
1 = 0

∂H

∂u∗2
= ξ2Ih(z4 − z3) + d2u

∗
2 = 0

∂H

∂u∗3
= d3u

∗
3 − z3λhIh = 0

∂H

∂u∗4
= d4u

∗
4 − ξ4(z5Sv + z6Iv) = 0.

From above equations we obtain

u∗1 =
βh

Iv
Nh
Sh(z2 − z1) + βv

Ih
Nh
Sv(z6 − z5)

d1

=
βhIvSh(z2 − z1) + βvIhSv(z6 − z5)

d1Nh

u∗2 =
ξ2Ih
d2

(z3 − z4)

u∗3 =
λhIh
d3

z3

u∗4 =
ξ4(z5Sv + z6Iv)

d4
.

In consequence, u∗1 satisfies

u∗1 =


1 if βhIvSh/Nh(z2−z1)+βvIhSv/Nh(z6−z5)

d1
> 0

βhIvSh(z2−z1)+βvIhSv(z6−z5)
d1Nh

if 0 ≤ βhIvSh/Nh(z2−z1)+βvIhSv/Nh(z6−z5)
d1

≤ 1

0 if βhIvSh/Nh(z2−z1)+βvIhSv/Nh(z6−z5)
d1

< 0,

o equivalently

(6.13) u∗1 = min

{
max

{
0,
βhIvSh(z2 − z1) + βvIhSv(z6 − z5)

d1Nh

}
, 1

}
.
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Using similar reasoning for u∗2, u∗3 and u∗4 we obtain the characterization (6.11) which
completes the proof. �

7 Numerical results

In this section numerical simulations of the control problem are performed in order
to observe the effects of control and prevention strategies. For simulations we use
the forward-backward sweep method developed by Lenhart and Workman [54]. The
implementation time of control strategies was approximately 4 months. The control
strategies considered are the following:

1. Strategy I: Combination of antimalarial treatment and intermittent prophylactic
treatment in pregnancy.

2. Strategy II: Combination of the four controls.

Table 7 presents the values of the relative weights associated with the control problem.

Table 7: The values of the parameters associated with the control problem.
Parameter Value Reference
d1 0.01 [46]

Relative d2 0.01 [46]
weights d3 0.01 [46]

d4 0.01 [46]
Social c1 0.00001 Assumed
Costs c2 0.001 Assumed

c3 0.001 Assumed
Effectivenes ξ2 0.6 [34]
treatment ξ4 0.6 [34]

7.1 Numerical simulations for strategy I

In this strategy controls u2 and u3 represent antimalarial treatment and prophylac-
tic treatment in pregnancy, respectively. Figures 3 and 4 show the behavior of the
solutions in rural and urban areas, respectively, which decreased in presence of con-
trol, while the same populations grew in the absence of control. The maximum cost
reached in the rural area was 24.1, and in urban area was 4.75.

7.2 Numerical simulations for strategy II

In this strategy, the controls u1, u2, u3 and u4 represent bed nets, antimalarial treat-
ment, prophylactic treatment in pregnancy and indoor fumigation, respectively, they
are used to minimize the performance index J . Figures 5 and 6 show the behavior
of infected population in rural and urban areas, respectively. The maximum cost
reached in rural areas was 17.25, and in urban areas was 8.1.
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Figure 3: Strategy I in rural areas. The maximum cost reached is 24.1

8 Cost-effectivness analysis of control strategies

In this section, a cost-effectiveness analysis is carried out with the purpose to deter-
mine the best cost-effective strategy for the control of malaria disease. To this end,
we use the incremental cost-effectiveness rate (ICER), which is defined as the ratio
between cost variation and effect variation, that is

(8.1) ICER =
∆Cost

∆Effect
.

In order to quantify the cost-effectiveness of the control strategies we follow a process
similar to the one performed in [29]. We consider the index of infections avoided
(IAR), which is defined as the quotient of the number of infections avoided (IE) and
the number of successful recoveries (RE), that is,

(8.2) IAR =
IE

RE
.

In the above equation, the numerator is the difference between the total number of
infectious individuals obtained of simulation without controls and the total number
of infectious individuals obtained of simulation with controls. Also the ICER values
of each control strategy are calculated by mean of the equation (8.1). The maximum
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Figure 4: Strategy I in urban areas. The maximum cost reached is 4.75

IAR value for each of the control strategies in high and low transmission areas is
presented in Tables 8 and 9.

Table 8: IAR in rural areas.
Strategy I Strategy II

IE 72000 72190
RE 22000 21000
IAR 3.3 3.4

Table 9: IAR in urban areas.
Strategy I Strategy II

IE 9900 9985
RE 2200 2500
IAR 4.5 4

From Tables 8 and 9 we can see that the most cost-effective strategy in terms of
IAR and total cost of the intervention, is strategy II for rural area and strategy I
for urban area. However, for more clarity, ICERs of each strategy in each zone are
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Figure 5: Strategy II in rural areas. The maximum cost reached is 17.25

examined. In Tables 10 and 11 we classify the control strategies implemented for the
model (6.4) in increasing order of effectiveness in rural and urban areas, respectively.

Table 10: ICER in rural areas. Comparison betwen strategies I and II.
Strategy Total evited infections Total cost ICER
Estrategia I 72000 24.1 0.00033
Estrategia II 72190 17.25 -0.036

ICER in Table 10 was computing as follow:

ICER(I) =
24.1

72000
= 0.00033

ICER(II) =
17.25− 24.1

72190− 72000
= −0.036.

We obtain ICERs of Table 11 as following:

ICER(I) =
4.75

9900
= 0.00047

ICER(II) =
8.1− 4.75

9985− 9900
= 0.039
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0 20 40 60 80 100 120
0

0.5

1

1.5

2

2.5

3

3.5
x 10

4

Tiempo (días)

M
o

s
q

u
it
o

s
 i
n

fe
c
ta

d
o

s

Estrategia V: Transmisión baja

 

 

u
1
=u

2
=u

3
=u

4
=0

u
1
,u

2
,u

3
,u

4
≠0

Time (days)

Infected mosquitos

0 20 40 60 80 100 120
0

1000

2000

3000

4000

5000

6000

7000

8000

9000

Tiempo (días)

H
u

m
a

n
o

s
 i
n

fe
c
ta

d
o

s

Estrategia V: Transmisión baja

 

 

u
1
=u

2
=u

3
=u

4
=0

u
1
,u

2
,u

3
,u

4
≠0

Time  (days)

Infected humans

0 20 40 60 80 100 120
0

200

400

600

800

1000

1200

Tiempo (días)

H
u

m
a

n
o

s
 e

x
p

u
e

s
to

s

Estrategia V: Transmisión baja

 

 

u
1
=u

2
=u

3
=u

4
=0

u
1
,u

2
,u

3
,u

u
≠0

Time (days)

Exposed humans

0 20 40 60 80 100 120
−2

0
2

Tiempo

C
o

n
tr

o
l 
u

1 Estrategia V

0 20 40 60 80 100 120
0

0.5
1

Tiempo

C
o

n
tr

o
l 
u

2

0 20 40 60 80 100 120
0

0.5
1

Tiempo

C
o

n
tr

o
l 
u

3

0 20 40 60 80 100 120
0

0.5
1

Tiempo

C
o

n
tr

o
l 
u

4

Time (days)

Figure 6: Strategy II in urban areas. The maximum cost reached is 8.1

Table 11: ICER in urban areas. Comparison betwen strategies I and II.
Strategy Total evited infections Total cost ICER
Estrategia I 9900 4.75 -0.18
Estrategia II 9985 8.1 0.039

For rural area the comparison between strategies I and II showed the existence of a
cost saving of strategy II with respect strategy I. Since the ICER of strategy II is
lower than the ICER of strategy I, then strategy I is more expensive and less effective
than strategy II. Therefore, strategy I is excluded from the set of strategies for rural
areas. Using analogous reasoning, strategy II is excluded for urban areas. These
results partially coincide with those shown in Tables 8 and 9, in which strategy II
has the highest IAR value in rural areas and strategy I has the highest IAR in urban
areas.

9 Conclusions

Since in Colombia the indicators of life quality in rural areas are lagging behind, the
control of malaria in these places require great efforts. There are worrying levels in
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health indicators, which show high fertility rates, high infant and maternal mortality,
low life expectancy, high levels of malnutrition, low levels of schooling, higher rates
of illiteracy and low levels of coverage of basic water sanitation services, drinking
water, sewerage and energy. In addition, in these areas predominant ethnic groups
with a culture that implies different customs and ways of relating to society, with
predilection of ancestral medicine which is a challenge for the health care of these
communities [36].

In this work, we focused on the transmission of the malaria disease in the munici-
pality of Tumaco (Colombia) through mathematical modeling. Since the presence of
malaria in Tumaco both in rural and urban areas, is linked to environmental factors
(temperature, humidity, rainfall and vegetation), genetic factors (Duffy receptor in
erythrocytes and hemoglobinopathies), human and vector behavior (use of measures
of personal protection, inadequate consumption of medicines, bite habits), and socioe-
conomic factors (type of housing, population movements and economic activity), then
such factors must be taken into account for the formulation and implementation of
adequate control strategies and cost-effective [36]. For above reason, four control vari-
ables were included in the mathematical modeling: use of mosquito nets, antimalarial
treatment, prophylactic treatment in pregnancy and indoor fumigation. The previous
control variables were combined to generate two different control strategies: the first
consists of the combination of prophylactic treatment in pregnancy and antimalarial
treatment, and the second consists in the application of the four control variables
simultaneously. We derived and analyzed the necessary conditions for the existence
of optimal controls of disease both in rural and urban areas. The cost-effectiveness of
control strategies was also analyzed in order to determine the most effective strategy
to eliminate malaria with the lowest cost.

Although our model (2.3) is simple, it predicts possible outcomes of malaria trans-
mission in Tumaco. The qualitative and bifurcation analysis of the model revealed
different scenarios in which there is always the infection-free state, while depending
on certain conditions there may be one or two endemic equilibria. An interesting
fact is that for certain values of the parameters there are two kinds of bi-stability
regions. In the first one the disease-free equilibrium and the endemic equilibrium
coexist, which means that depending on the initial conditions of the populations, the
disease will be cleared out or will be spread. In the second case the introduction of
infected individuals (mosquitoes or humans) always will progress to endemic disease,
and depending on the initial conditions, the population will approach to a state with
low or with high number of infected individuals.

The above results were obtained in terms of the following parameters: i) the ba-
sic reproduction number, R0; the average life of the babies infected through vertical
transmission that survive the disease, τh; iii) number of new infections generated by
a mosquito, γv; and iv) threshold parameters τ∗ and R∗0 that do not have biologi-
cal interpretation but are involved in the bifurcation of equilibrium solutions. The
qualitative and bifurcation analysis suggest that:

1. for τh ≤ τ∗h there is a backward bifurcation in which the infection-free equilib-
rium E0 bifurcates into two endemic equilibria; E1 asymptotically stable and
E2 unstable.

2. for τh > τ∗h we have the following option:
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(a) if τh ≤ −γv or τh ≥ 0, there is a forward bifurcation in which the infection
free equilibrium E0 bifurcates to the endemic equilibrium E1.

(b) if −γv < τh < 0, it seems to exist a kind of pitch fork bifurcation in
which an unstable endemic equilibrium E1 bifurcates to into two endemic
equilibria; E1 unstable and E2 asymptotically stable.

We observe that both in the forward bifurcation and in tree bifurcation the spread of
malaria can be controlled if R0 < 1. However, in the backward bifurcation is necessary
that R0 < R∗0 < 1. From the sensitivity analysis we observe that in urban areas, R0

is most sensitive to death or emigration mosquitoes rate µv and bite rate ε;. In rural
area R0 has most sensitivity to infection death rate ρh and vertical transmission rate
λh. From the 2.1 we formulated the state equation of the optimal control problem
and from the information provided by sensitivity indices to R0 we proposed control
strategies based on the following control variables: u1 is the control variable associated
with bed nets (BN), u2 is the control variable associated with antimalarial treatment
(AT), u3 is the control variable associated with intermittent prophylactic treatment
in pregnancy (IPTp), and u4 is the control variable associated with indoor residual
spraying (IRS).

The analysis of IAR and ICER indices suggest that the combination of the four
control variables is the most cost-effective strategy to control malaria. The combina-
tion of treatment, prevention and prophylaxis is the least expensive strategy because
it shortens the time of eradication of the disease, which implies a reduction in the
economic resources that must be invested to control it.

On the other hand, the control problem was also solved numerically using data
from urban area of Tumaco. Currently, the urban malaria phenomenon in Colom-
bia is considered a serious problem in public health [26], very little is known about
its epidemiological characteristics which is necessary to implement adequate control
measures. The origin of cases of urban malaria is not fully established, which makes
it impossible to know the magnitude of the problem and to identify the zones of the
city where the transmission is autochthonous. [26].
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edge for the scholarship Jóvenes Investigadores e innovadores granted by Fundación
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A Existence of endemic equilibria

Proof of Theorem 3.2. Let us start rewriting L as a function of τh; that is

(A.1) L(τh) = −2N̄h
A

τh −
2N̄hγv
A

.

We observe that L satisfies the following properties

1. L(τ∗h) = 1.

2. L(τh) > 0 if and only if τh < −
γv
2

.



Stability analysis and optimal control intervention strategies 213

Since L is a decreasing linear function that satisfies the property i), then τh > τ∗h if
and only if L < 1. On the other hand, since A > 0 then τ∗h < −γv/2. In order to
determine the existence of positive solutions of equation (3.9) we apply the Descartes
rule for a polynomial of order two to the coefficients a, b and c given in Table 12 and
Table 13.

Table 12: Signs of the coefficients a, b and c of the quadratic equation (3.9) in terms
of τh, τ∗h and R0 under the condition τh ≤ τ∗h .

τh ≤ τ∗h (L ≥ 1)
0 < R0 ≤ 1 1 < R0 < L R0 ≥ L

τh ∈ (−∞,−γv ] a ≥ 0, b < 0, c ≥ 0 a ≥ 0, b < 0, c < 0 a ≥ 0, b ≥ 0, c < 0
τh ∈ (−γv ,−γv/2] a < 0, b < 0, c ≥ 0 a < 0, b < 0, c < 0 a < 0, b ≥ 0, c < 0

Table 13: Signs of the coefficients a, b and c of the quadratic equation (3.9) in terms
of τh, τ∗h and R0 under the condition τh > τ∗h .

τh > τ∗h (1 > L)
0 < R0 < L L ≤ R0 ≤ 1 R0 > 1

τh ∈ (−∞,−γv ] a ≥ 0, b < 0, c > 0 a ≥ 0, b ≥ 0,c ≥ 0 a ≥ 0, b ≥ 0, c < 0
τh ∈ (−γv ,−γv/2) a < 0, b < 0, c > 0 a < 0, b ≥ 0, c ≥ 0 a < 0, b ≥ 0, c < 0
τh ∈ [−γv/2, 0) a < 0, b > 0, c > 0 a < 0, b > 0, c ≥ 0 a < 0, b > 0, c < 0
τh ∈ [0,∞) a ≥ 0, b > 0, c > 0 a ≥ 0, b > 0, c ≥ 0 a ≥ 0, b > 0, c < 0

Assume τh ≤ min{τ∗h ,−γv} (1 ≤ L). Let us only consider the case τh ≤ −γv since the
case −γv < τh < −γv/2 contradicts the assumption. We can see in Table 12 that for
R0 > 1 the coefficients a, b, and c only have one change of sign, then, according to
Descartes rule, (3.7) has only one positive root I∗h. When 0 < R0 < 1, the coefficients
have two changes of sign, therefore there may be two real roots or none depending
if the discriminant ∆ = b2 − 4ac is bigger or less than zero. In order to obtain the
conditions on the parameters for positive real roots in this case, we substitute the
coefficients a, b, and c in ∆, obtaining

(A.2) ∆ = A2[R2
0 − L]2 − 4τh(γv + τh)N̄2

h(1−R2
0).

From definition of L given on (3.11), we can replace A2 by N2
h(γv+2τh)2 1

L2 , and after
some simplifications the expression for ∆ can be written as the following four degree
polynomial in the variable R0.

(A.3) ∆(R0) = A2
(
R4

0 + b1R
2
0 + c1

)
,

with

b1 = 2L

[
L

U
− 1

]
c1 =

γ2
v

(γv + 2τh)2
L2 > 0

U =
N̄2
h(γv + 2τh)2

2τh(γv + τh)
> 0.(A.4)
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The graph of ∆(R2
0) is a parabola that open upside with ∆(0) = A2c1 > 0, and

∆(1) = A2(1 + b1 + c1) = A2(1− L)2 ≥ 0. On the other hand, the roots of equation
(A.3) are obtained by solving the following quadratic equations

R2
0 = −b1

2
+

1

2

√
b21 − 4c1

R2
0 = −b1

2
− 1

2

√
b21 − 4c1.(A.5)

It is easy to check that the expression b21 − 4c1 ≥ 0. From inequality

b21
4
>
b21
4
− c1

we can verify that right hand of first equation of (A.5) is less than zero, that is,
first equation of (A.5) has not real roots while second equation of (A.5) has two real
solutions with opposite sign, but due to R0 > 0 we do not consider the negative root.
Now, let us see that the positive root R∗0 satisfies R∗0 <

√
L. In fact, from definition

of b1 we have that

−b1
2

= −L
[
L

U
− 1

]
= L

[
1− L

U

]
< L

therefore

−b1
2
− 1

2

√
b21 − 4c1 < L− 1

2

√
b21 − 4c1 < L.

Then, the positive root R∗0 of second equation of (A.5) satisfies 0 < R∗0 < L. Above
implies that there exists at least one real root of the polynomial of order four (A.3) on
the interval (0,

√
L). Furthermore, since for R0 > 1, ∆(R0) > 0 then R∗0 ∈ (0, 1), that

is, there exists a unique R∗0 ∈ (0, 1) such that ∆(R∗0) = 0. Thus, when 0 < R0 < R∗0,
∆(R0) < 0 there is not real solutions; when R0 = R∗0, ∆(R∗0) = 0 then there is one
positive solution; while for R0 > R∗0, ∆(R0) > 0 and there are two positive solutions.

�

Proof of Theorem 3.3. For case i) from Table 13 we observe that a ≥ 0 and when
R0 ≤ 1 it is verify that c ≥ 0, which implies that cuadratic equation (3.9) has or two
real roots of the opposite sign or two negative roots or a couple of complex roots,
anyways there are not endemic solutions. When R0 > 1 there is only one change of
sign and according to Descartes rule there is only one positive root. Now, in case
ii) of Table 13 we can verify that when R0 ≤ 1 there is only one change of sign in
coefficients, which implies that there exists one positive root. When R0 > 1 there
are two change of signs of coefficients, then, according to Descartes rule there are two
or one positive root depending of the sign of the discriminant b2 − 4ac. But in this
case the discriminant is always positive, which implies there are two positive roots of
cuadratic equation (3.9). �
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[19] JP. Romero-Leiton, J. Montoya Aguilar, M. Villaroel and E. Ibargüen-
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