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Abstract. The Gamma Lindley distribution [19, 20], of which the Lindley
distribution is a particular case, it proposed because the Lindley distri-
bution has only one parameter, which is not flexible for analyzing and
modeling different types of lifetime data and survival analysis. In this
article, we present a modified Chi-squared goodness of fit for the Gamma
Lindley distribution, for censored data. Based on Nikuline-Rao-Robson
statistics Y 2, proposed by Bagdanovicius and Nikuline (2011) for censored
data. An application of this distribution in survival analysis is given to
discussing the potential of the presented test. keywordsLindley distri-
bution;Gamma Lindley distribution; Censored data; Maximum likelihood
estimation; NRR statistic
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1 Introduction

The statistical analysis and modeling of lifetime data are essential in almost all applied
sciences, a number of one parameter continuous distributions for modeling lifetime
data has been introduced, one of them called the Lindley distribution. It was intro-
duced by Lindley (1958), Sankaran (1970) used the Lindley distribution as mixing
distribution of Poisson parameter, Asgharzadeh et al. (2013), Ghitany et al.(2008 a)
and (2008 b) rediscovered and studied the new distribution bounded to the Lindley
distribution. In this article we focus on the Gamma Lindley distribution, introduced
by Zeghdoudi and Nedjar (2016a,2016b), of which the Lindley distribution is a par-
ticular case, it is a mixture of Lindley and gamma distributions. In addition, in the
recent research of Nikulin et al. ([2], [29], [30]) considered these applications of this
model in the accelerated lifetimes (AFT) models and redundant systems. Nowadays,
the BS distribution has known as cumulative damage distributions and it is a very
useful in fatigue, reliability and survival analysis.

The chi-square test (Snedecor and Cochran, 1989) is used to test if a sample of
data came from a population with a specific distribution. An attractive feature of

Applied Sciences, Vol. 21, 2019, pp. 46-53.
c⃝ Balkan Society of Geometers, Geometry Balkan Press 2019.



Chi-squared type test for Gamma-Lindley distribution 47

the chi-square goodness-of-fit test is that it can be applied to any univariate distribu-
tion for which you can calculate the cumulative distribution function. The chi-square
goodness-of-fit test is applied to binned data (i.e., data put into classes). This is actu-
ally not a restriction since for non-binned data you can simply calculate a histogram
or frequency table before generating the chi-square test. However, the value of the
chi-square test statistic is dependent on how the data is binned. Another disadvan-
tage of the chi-square test is that it requires a sufficient sample size in order for the
chi-square approximation to be valid.

According to Bagdonavičius and Nikulin (2011), Bagdonavičius et al. (2011),
Bagdonavičius et al. (2010) and Nikulin et al. (2011), we describe a chi-squared
test for testing composite parametric hypotheses when data are right censored. This
problem arises naturally in reliability and survival analysis. Here, it will be the first
time that someone considers the test for the gamma Lindley distribution or any other
Lindley distribution.

The paper is organized as follows: Section 2 is devoted to introduce and give some
properties of the gamma-Lindley distribution. In section 3 we give the maximum
likelihood estimators of this distribution in the case of censored data. In section 4 we
give the construction of modified chi-squared goodness of fit test in both of general
case and gamma Lindley distribution. Finally, we use the approach of Nikulin-Rao-
Robson (NRR), based on maximum likelihood estimators, and give an illustrative
example for a show the applicability of this test.

2 Gamma Lindley distribution (GaLD)

In this section, we give the density, the cumulative distribution, the survival, the
hazard, and the cumulative hazard functions of the new distribution named Gamma
Lindley distribution introduced by Zeghdoudi and Nedjar (2016a, 2016b) .

Suppose that T is random variable taking values in ]0,∞), where T  GaLD. The
density function of T is given by

(2.1) f(t) =
θ2 ((β + θβ − θ) t+ 1) exp (−θt)

β (1 + θ)
; t > 0, β >

θ

1 + θ
0, θ > 0

Hence, the cumulative distribution function of theGaLD distribution with parameters
θ and β,is given by

(2.2) F (t) = 1− ((β + θβ − θ) (θt+ 1) + θ) exp (−θt)

β (1 + θ)
; t > 0, β >

θ

1 + θ
0, θ > 0.

Then, the corresponding survival, hazard, and cumulative hazard functions are

(2.3) S (t) =
((β + θβ − θ) (θt+ 1) + θ) exp (−θt)

β (1 + θ)
,

(2.4) λ (t) = −S′ (t)

S (t)
=

((β + θβ − θ) t+ 1) θ2

θ (β + θβ − θ) t+ β + θβ
,

(2.5) Λ (t) = − lnS (t) = θt+ ln (β (1 + θ))− ln ((β + θβ − θ) (θt+ 1) + θ) ,

respectively.
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3 Maximum likelihood estimation with censored data

LetXi, i = 1, ..., n, be independent and identically distributed (i.i.d) random variables
with common continuous distribution function F, and let Ci, i = 1, ...n, be indepen-
dent and identically distributed sequence with continuous distribution function G.

suppose, instead of the sample X1, ..., Xn, we observe the right censored simple

(T1, δ1) , ..., (Tn, δn) .

where
Ti = Xi ∧ Ci, δi = 1{Xi≤Ci}, i = 1, ..., n.

Let consider the distribution of the random vector (Ti, δi) in the case of random
censoring with absolutely continuous censoring times Ci with density function gi (x) .
In this case, we have the likelihood function as

L(t, θ) =
n∏

i=1

fδi(ti, θ)S
1−δi (ti, θ) Ḡ

δi (ti) g
1−δi (ti) .

where and Ḡi is the survival function of the censoring time Ci.
Now we suppose that censoring is non-informative, So the members with Ḡi and

gi do not contain θ, so they can be rejected. The likelihood function is

L(t, θ) =
n∏

i=1

fδi(ti, θ)S
1−δi (ti, θ) =

n∏
i=1

λδi (ti, θ)S (ti, θ) , δi = 1{Ti≤Ci}

In our case, we have

(3.1) L (t, θ) =
n∏

i=1

((
(β+θβ−θ)ti+1

θ(β+θβ−θ)ti+β+θβ θ
2
)δi (β+θβ−θ)(θti+1)+θ

β(1+θ)

)
exp(−θ

n∑
i=1

ti).

The ln-likelihood function is

l (t, θ) =
n∑

i=1

(δi ln ((β + θβ − θ) ti + 1)+2 ln θδi−δi ln ((β + θβ − θ) ti + β + θβ) )(3.2)

+
n∑

i=1

(ln ((β + θβ − θ) (θti + 1) + θ)− θti − n lnβ (1 + θ)).

The score functions for the parameters θ and β are given by

∂l (ti;θ, β)

∂θ
=

n∑
i=1

(
δi

(β−1)ti
(β+θβ−θ)ti+1 +

2

θ
δi − (β+θβ−1)ti+β

θ(β+θβ−θ)ti+β+θβ

)
(3.3)

−
n∑

i=1

(
ti +

(β−1)(θti+1)+(β+θβ−θ)ti+1
(β+θβ−θ)(θti+1) − 1

1+θ

)
,

(3.4)

∂l (ti;θ, β)

∂β
=

n∑
i=1

(
δi

(1+θ)ti
(β+θβ−θ)ti+1 − δi

θ((1+θ)ti+1)+1
θ(β+θβ−θ)ti+β+θβ + δi

(θti+1)(1+θ)
(β+θβ−θ)(θti+1)+θ − 1

β

)
.
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4 Chi-squared type test for right censored data

Let be consider next the hypothesis

H0 : F (x) ∈ F0 =
{
F0 (x; θ) , θ ∈ Θ ⊆ Rd

}
,

where θ = (θ1, θ2, ..., θd)
T
are unknown ddimensional parameters and F0 is a known

distribution function. The idea is to divide the time interval [0, τ ] into k > d smaller
intervals Ij = (aj−1, aj ] with equal expected numbers of failures ej , where a0 = 0 and
ak = τ.

Here, the estimated aj is given by

âj = Λ−1


Ej −

i−1∑
l=1

Λ
(
X(l), θ̂

)
n− i+ 1

, θ̂

 , âk = X(n), j = 1, ..., k,

where θ̂ is the maximum likelihood estimator of the parameter θ, Λ−1 is the inverse
of the cumulative hazard function Λ, X(i) is the ith element in the ordered statistics(
X(1), X(2), ..., X(n)

)
and Ej = (n− i+ 1)Λ

(
â, θ̂

)
+

i−1∑
l=1

Λ
(
X(l), θ̂

)
.is random data

functions.
A chi-squared test which was proposed by Bagdanovicius and Nikulin (2009),

based on the vector

(4.1) Z = (Z1, Z2, ..., Zk)
T
, Zj =

1√
n
(Uj − ej) , j = 1, 2, ..., k.

where Uj represent the numbers of observed failures in these intervals.
The statistic of Bagdanovicius and Nikulin given as

Y 2 = ZT Σ̂−Z,

where Σ̂− is the general inverse matrix of the covariance matrix Σ̂,

Σ̂ = Â− ĈT Î−1Ĉ,

Σ̂−1 = Â−1 + Â−1ĈT Ĝ−ĈÂ−1,

Ĝ = Î − ĈÂ−1ĈT ,

where Â is the diagonal k× k matrix with elements Aj =
Uj

n on the diagonal, Â−1 is

inverse matrix of Â, and
(4.2)

Ĉ =
[
Ĉlj

]
d×k

, with Ĉlj =
1

n

∑
i:xi∈Ij

δi
∂ lnλ

(
xi, θ̂

)
∂θl

, l = 1, 2, ..., d; j = 1, 2, ..., k.

(4.3) Î =
[̂
ill′

]
d×d

, with îll′ =
1

n

n∑
i=1

δi
∂ lnλ

(
xi, θ̂

)
∂θl

∂ lnλ
(
xi, θ̂

)
∂θl′

, l, l
′
= 1, 2, ..., d
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From the definition of Z in (4.1), the test statistic Y 2 should be written as

Y 2 = X2 +Q

where

X2 =

k∑
j=1

(Uj − ej)

Uj
, Q = ŴT Ĝ−Ŵ and W = ĈÂ−1Z.

Under hypothesis H0, the statistic Y 2 is chi square with r = rank (Σ) degrees of
freedom. In most cases,Σ has full rank k,but in particular class of cases, when the
matrix G is degenerated we have rank (Σ) = k − 1.

The null hypothesis H0 is rejected with approximate significance level α if Y 2 >
X 2

α (r) or Y 2 < X 2
1−α (r), where X 2

α (r) and X 2
1−α (r) are the quantities of chi-square

with r degrees of freedom.

5 Chi-squared type test for gamma lindley
distribution in censored data case

In particular, we shall give chi-squared test NRR for the hypothesis H0, that the data
Ti are coming from the Gamma Lindley distribution, with the probability density,
cumulative distribution, hazard rate, survival, cumulative hazard and log-likelihood
functions are given in formulas (2.1), (2.2), (2.4), (2.3), (2.5) and (3.2), respectively.

Let θ̂ =
(
θ̂, β̂

)T

be maximum likelihood estimations which are solutions of the

non-linear system equations (3.3) and (3.4) .
Using the formula (4.3) and (4.2), the elements of the information matrix Î =[̂

ill′
]
2×2

are

î11 =
1

n

n∑
i=1

δi


(
β̂ + 1

)
ti(

β̂ + θ̂β̂ − θ̂
)
ti + 1

− 2

θ
−

(
β̂ + 2θ̂β̂ − 2θ̂

)
ti + β̂

θ̂
(
β̂ + θ̂β̂ − θ̂

)
ti + β̂ + θ̂β̂

2

,

î22 =
1

n

n∑
i=1

δi


(
1 + θ̂

)
ti(

β̂ + θ̂β̂ − θ̂
)
ti + 1

−
θ̂(
(
1 + θ̂

)
ti + 1) + 1

θ̂
(
β̂ + θ̂β̂ − θ̂

)
ti + β̂ + θ̂β̂

2

,

î12 =
1

n

n∑
i=1

δi


(
β̂ + 1

)
ti(

β̂ + θ̂β̂ − θ̂
)
ti + 1

− 2

θ̂
−

(
β̂ + 2θ̂β̂ − 2θ̂

)
ti + β̂

θ̂
(
β̂ + θ̂β̂ − θ̂

)
ti + β̂ + θ̂β̂

 ,

 (1 + θ) ti(
β̂ + θ̂β̂ − θ̂

)
ti + 1

−
θ̂(
(
1 + θ̂

)
ti + 1) + 1

θ̂
(
β̂ + θ̂β̂ − θ̂

)
ti + β̂ + θ̂β̂

 .

And the elements of the matrix Ĉ =
[
Ĉlj

]
2×k
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Ĉ1j =
1

n

∑
i:ti∈Ij

δi


(
β̂ + 1

)
ti(

β̂ + θ̂β̂ − θ̂
)
ti + 1

− 2

θ̂
−

(
β̂ + 2θ̂β̂ − 2θ̂

)
ti + β̂

θ̂
(
β̂ + θ̂β̂ − θ̂

)
ti + β̂ + θ̂β̂

 ,

Ĉ2j =
1

n

∑
i:ti∈Ij

δi


(
1 + θ̂

)
ti(

β̂ + θ̂β̂ − θ̂
)
ti + 1

−
θ̂(
(
1 + θ̂

)
ti + 1) + 1

θ̂
(
β̂ + θ̂β̂ − θ̂

)
ti + β̂ + θ̂β̂

 .

Then, we obtain the statistic

Y 2 =
k∑

j=1

(Uj − ej)
2

Uj
+Q.

6 Applications

A data frame from a trial of 42 leukemia patients. Some were treated with the drug
6-meracptopurine and the rest are controls. The trial was designed as matched pairs,
both withdrawn from the trial when either came out of remission. This data included
30 observations and 12 censoring times

1 10 22 7 3 32∗ 12
23 8 22 17 6 2 16
11 34∗ 8 32∗ 12 25∗ 2
11∗ 5 20∗ 4 19∗ 15 6
8 17∗ 23 35∗ 5 6 11
13 4 9∗ 1 6∗ 8 10∗

∗ means censored data

Using R statistical software (the BB package), we find the values of the maximum

likelihood estimators of Gamma Lindley distribution parameters: θ̂ = 0.05696237, β̂ =
2.256831.

We choose for example 6 intervals, ie k = 6. Further results to calculate Y 2 are
shown below

aj 4.953122 7.73171 11.00439 12.73609 17.41944 35
Uj 7 6 7 2 4 4
Zj 0.8264873 0.6721839 0.8264873 0.05497055 0.3635772 0.3635772
ej 1.64375 1.64375 1.64375 1.64375 1.64375 1.64375

Ĉ =

(
5.43729101 4.355040987 4.822547609 1.3252370717 2.5568083410 2.3972791918
−0.01219789 −0.003339234 −0.002265507 −0.0004385152 −0.0006373237 −0.0003524517

)
Hence

Ŵ = (91.81183956,−0.09171966)

The estimated Fisher’s information matrix
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Î =

(
615.759051 8.28310721
8.28310721 0.001232983

)
and

Ĝ =

(
0.202192 8.886584001

8.886584001 0.0002217965

)
We obtain Q = −1.918903, X2 = 14.19921 and the value of statistic test is

Y 2 = 12.28031. Since Y 2 = 12.28031 < X 2
0.05 (6) = 12.5916, so we concluded that the

Gamma Lindley distribution can fit this data.

7 Conclusions

According to Zeghdoudi and Nedjar (2016a,2016b), a Gamma Lindley distribution
provides more flexibility to survival analysis, analyze skewed data and lifetime data.
In this work, modified chi-squared goodness-of-fit tests based on the NRR statistic,
proposed by Bagdanovicius and Nikulin (2011) for censored data. An application
of this distribution in survival analysis is given to discussing the potential of the
presented test. The criteria tests are derived from both complete and right-censored
data. The results obtained showed the practice of the proposed tests and can be
used to check whether observed data, from reliability and survival analysis, behave
according to this model.
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