Regularization of an abstract ill-posed Cauchy
Problem via general quasi-reversibility method
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Abstract. In this paper, we investigate the abstract Cauchy problem for
an elliptic equation. This problem is well known as severely ill-posed. The
goal of this paper is to present some extensions of the quasi-reversibility
method applied to an ill-posed Cauchy problem for elliptic equations.
The key point to our analysis is the use of the general modified quasi-
reversibility method to construct a family of regularizing operators for the
considered problem and we prove the convergence of this method.
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1 Introduction

Let H be a complex Hilbert space with inner product (.,.) and norm ||.||, and let
A be a linear unbounded operator with dense domain D(A). Assume that A is self-
adjoint and positive definite in H, which has a continuous spectrum o(A4) = [, +o0],
~v = inf(c(A)) > 0.

We consider the elliptic Cauchy problem of finding a function w : [0, 2] — H
such that

(1.1) {Euzuzz—Au:O, 0<z< Z

U(O) =¥, UZ(O) =0,

where ¢ is prescribed data in the Hilbert space H.

Such problem aries in a number of applications, such as nondestructive testing
techniques [2], geophysics [4], cardiology [10], and other practical industrial pro-
cesses. There are many various monographs about the historical development of
this topic, for more details, we refer the reader to Isakov [18], Lavrent’ev, Romanov
and Sisatskif [22], S.I. Kabanikhin and M. Schieck [19], Alexander A. Samarskii, Peter
N. Vabishchevich [31], and the recent survey written by Giovanni Alessandrini, Luca
Rondi, Edi Rosset, and Sergio Vessella [1].

Unfortunately, the inverse Cauchy problem (1.1), is highly ill-posed i.e., the so-
lution does not depend continuously on the Cauchy data, and thus a small error
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in the given data may destroy the numerical solution. This fact was pointed out by
Hadamard [15]. Some conditional stability results were given by some papers [1, 2, 18]
these results are based on the exact given data. However, in practice, the given data is
polluted for a variety of reasons such as measurement error, round-off error in machine
representations. Because of these reasons, regularization strategies are necessary in
order to compute such a solution in some stable way.

The inverse Cauchy problems associated with the elliptic equations have been
studied by using different theoretical and numerical methods, such as, the modified
quasi-boundary value method [34], the improved non-local boundary value problem
method [35], the boundary element method (BEM) [23, 25], the modified collocation
Trefftz method [24], the finite element method (FEM) [8] and the Fourier regulariza-
tion method [13].

This work is mainly devoted to theoretical aspects of the method of quasi-reversibility
to problem (1.1) in the abstract setting, by considering more general self-adjoint oper-
ators when A is positive and induces the elliptic case, i.e., has the following properties:
for any A € (—o0,0], the resolvent R(\; A) = (A — M\)~! exists and satisfies the esti-
mates

IM >0: YA>O0, [[(A+ D)7 < MA+N)"h

In the case when A is a linear positive self-adjoint operator with compact inverse,
problem (1.1) has been treated by a different methods. We can notably mention the
iterative procedure of Kozlov and Maz’ya [20], the nonlocal regularization method
[16], the quasi-reversibility method [1, Ch.7, pages 311-314], [5, 6, 7, 26, 27] and
recently by the Krylov subspaces method [12].

One method for approaching such problems is the Quasi-reversibility method orig-
inally introduced by Lattés and Lions in their pioneering work [21]. The main
idea of this method consists in replacing £ in (1.1) by a sequences of operators

2

Lo = % — fa(A) depending on small parameter @ > 0, such that the perturbed
problem £, is well-posed, and its solution u, can be taken as a candidate for an
approximate solution to the original problem (1.1) in some sense. The perturbation
fa(A) = (A — aA?) has been exploited for stabilizing a certain class of ill-posed
parabolic and elliptic problems. The modified version f,(A) = A(I + aA)~! also
has been used in the parabolic and elliptic case [14]. This paper seeks to make some
extensions of this method applied to an abstract ill-posed elliptic problem.

This paper is outlined as follows: In Section 2, we present the notation and
the functional setting which will be used in this paper and prepare some material
which will be used in our analysis. Section 3 is devoted to the Yosida perturbation
method. Finally we give a general perturbation method based on the modified quasi-
reversibility method to construct an approximate solution of our problem in section
4.

2 Preliminaries and basic results
We denote by £(H) the Banach algebra of bounded linear operators acting in H and

by C(H) the set of all closed linear operators densely defined in H. The domain, range
and kernel of a linear operator B € C(H) are denoted as D(B), R(B) and N (B), and
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the symbols p(B) and o(B) are used for the resolvent set and the spectrum of B,
respectively.

Definition 2.1. We denote by {H" },cr the Hilbert scale induced by A according to:
HY:=H, H" := D(A") where |jul|, := ||A"u| (r >0), H" := (H")', i.e., H" is the
dual space of H".

Proposition 2.1. Let (H").cr be the Hilbert scale induced by A. Let —oo < r1 <
ro < 00. Then the space H™ is densely and continuously embedded in H™ .

We introduce the Lebesgue space L%(0, Z; H®) of strongly measurable functions
(0,Z) o 2 —> u(z) € H® with inner product and norm

A Z
(U7U)L2(072§H3) = /(uav)s dz, ”uH%ﬂ(O,Z;HS) =/||U||§dta
0 0

and the Sobolev space
Wm2(0,2; H®) == {u € L*(0, Z; H®) : u'Y € L*(0, Z; H®), i = 1...,m}

with the usual norm

m

”uH%/Vm-?(O,Z;HS) = Z ||u(i)||%2(0,Z;H5)'
i=0

By C([0, Z]; H®) we denote the space of continuous functions [0, Z] 3 z — H*® with
norm
[tfloc,s 7= max {ful/gs.

z€[0,Z]
For any integer m € N*, we denote by

Win(0,Z; HY H) := {u:ue L*(0,Z;H'), u(™ e L?(0,Z; H)}
the completion of C([0, Z]; H') in the norm
7 = lulZe0.z0) + 10" 7200, 2:10)-

Remark 2.2. Note that if z € W,,,(0, Z; H!, H) then

it1/2

2D e L20,T; H=V/™) ne([0,Zz; H "7 ), 0<i<m-—1.

which guarantees that
200), 20(2) e HE, 0<i<m-— L
Finally, V2 := {u € W»(0, Z; H', H) : u(0) = «/(0) = 0}
(resp. V2 :={u € W5(0,Z; H',H) : u(Z) = «/(Z) = 0}) denotes the closed subspace
of Wa(0, Z; H', H).

Definition 2.3. By a weak solution to problem (1.1) we mean a function u(z) satis-
fying the following conditions:

1. we C([0,Z]; H);

Z
2. Of(u,Sv) = (p,0'(0)), Yve V2
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2.1 Spectral theorem and properties

By the spectral theorem, for each positive self-adjoint operator A, there is a unique
right continuous family {Ex}xe[0,00] : [0, 00[— L(H) of orthogonal projection oper-
ators such that A = fooo A E with

DA)={veH: /000 N d(Ey\v,v) < oo}.

In our case, we have A = f;o AdE)y because A > I, v > 0.

Theorem 2.2. [11, Theorem 6, XII.2.5, p. 1196-1198] Let {Ex, A > ~v > 0} be the
spectral resolution of the identity associate to A and let ¢ be a complex Borel function
defined E-almost everywhere on the real axis. Then f(A) is a closed operator with
dense domain. Moreover

(i) D(A) == {h € H: [7|f(\)|? d(Exv,v) < oo},
(iti) |p(Ah[]* = [T71o(N)[* d(Exh,h),  h € D(¢(A)),

(iv) p(A)* = ¢(A). In particular, if ¢ is real Borel function, then ¢(A) is self-
adjoint,

(v) The operator ¢(A) is bounded if and only if p(N) is bounded on o(A) = [y, +o0|.

In this case, |p(A)|| = sup |p(N)].
AE[y,+oo[

We denote by §(z) = e2V4 = /e*Zﬁ dEy € L(H), y > 0, the Cp-semigroup
gl

generated by —v/A. Some basic properties of S(z) are listed in the following theorem:

Theorem 2.3. (see [28], chapter 2, Theorem 6.13, page 74). For this family of
operators we have:

LS <1, Vz>0;

2. the function z — S(2), z > 0, is analytic;

3. for every real v > 0 and z > 0, the operator S(z) € L(H,D(A™/?));

4. for every integer k >0 and z > 0, ||S®)(2)| = ||A*/2S(2)|| < c(k)z~F;
5. for every x € D(A™/2), r > 0 we have S(2)A™/?x = A"/2S(2)x.

Theorem 2.4. For z > 0, S(2) is self-adjoint and one to one operator with dense
range (S(z) = S(2)*, R(S(z)) = H).
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Proof. Let 9, : [y, +oo[— R, s+ 1.(s) = e *V®. Then by virtue of (4) of Theorem
2.3, we can write (S(2))* = . (A) = 1. (A) = e=*V4A = §(2).

Let h € N(S(20)), 20 > 0, then S(zp)h = 0, which implies that S(z)S(z0)h =
S(z+ z9)h = 0, z > 0. Using analyticity, one obtains that S(z)h = 0, z > 0. Strong

continuity at 0 now gives h = 0. This shows that N'(S(z0)) = 0. Thanks to R(S(z9)) =
N(S(z))* = {0}* = H, we conclude that R(S(z)) is dense in H. 0

3 The Yosida perturbation method

In this section we use quasi-reversibility method, where the main idea consists in
replacing the operator A by the Yosida approximation A, = A(I + «A)~!. Then let
s be the solution of the perturbed problem

ub(2) — Aqua(2) =0, 2€[0,7],
(3.1) ua(0) = 9067
u,,(0) =0,

e

where the operator A is replaced by
(3.2) Ay = Al +aA)™t.

We show that

(3.3) sup |lua(z) —u(z)]] =0, asa—0,
0<z<Z
(3.4) lua(Z) —u(Z)|| = 0, as a— 0.

We show that the problem (3.1) is well posed, i.e., its solution

(3.5) ul (z) = cosh(zv/Aa )¢’

is dependent continuously on the data ¢?. Moreover, it is an approximation of the
exact solution u(z).

Lemma 3.1. The problem (1.1) has a unique solution if and only if p € {p € H :

—+oo
lel2= [ e2ZVX 4| Exg||? < +oo}, and its unique solution represented by
8!

(3.6) u(z) = cosh(zvA)gp.

We will derive a bound on the difference between the solutions of the problem (1.1)
and (3.1). However, before doing that, we need to assume that ||u(Z)|| is bounded,
ie., |u(Z2)|| < E, where E > 0 is a constant.

The relation between any two regularized solutions of (3.1) is given by the following
lemma.
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Lemma 3.2. Suppose we have two reqularized solutions ul, and u2, defined by (3.5)
with @3 and @3, satisfying ||o$ — 3| < 6. If we choose \/a = Z/In(2E/6). then we
get the error bound

(3.7) lug (2) — w2 (2)|| < (2B)*/Z51*/%
Proof. From (3.5) we have

g (2) — g (2)]*

| cosh(zy/Aq )] — cosh(zy/Aq )|
IS = @3]% cosh®(z/v/a)
(5262z/\/a.

VARVAN

The choice of parameter /o = Z/In(2E/5) leads to ||ul,(z)—u2 (2)|| < (2E)*/4§' /%,
O

From lemma (3.2) we see that the solution defined by (3.5) depends continuously
on the data ¢°.

Lemma 3.3. Let u and u,, be the solutions of problem (1.1) and (3.1) with the same
exact data p. Suppose that ||u(Z)|| < E. Then we have

(3.8) [u(z) — ua(2)|| < Cr(2)a,

3
(Z - 2)e
Proof. From (3.6) the assumption ||u(Z)| < E is equivalent to

where Cg(z) = ( >3Ez/2.

“+oo

(3.9) |lu(2)|]? = / cosh?(ZVA)d||Exel|? < E2.
%l

Consequently,

+oo
lu(2) - ua(2)? = / H2 (2, \) cosh®(ZV/N)d| Exg|

IN

2 [too
(sup e*(Z*z)ﬁFa(z,)\)) / cosh?(ZV\)d||Exel|?,
A2y v

then, using the inequality 1 —e™" < (r > 0), we have
e—(Z—z)ﬁFa(z,/\) < %)\%e—(Z—z)ﬁ.
Then the function J, (A) = A2e~(Z=2VX gatisfies the properties

Ja(0) = 0, Ja(+00) =0 and J.(}) = gﬁe*@*zm(:s _(Z - V),

JL) =0\, = (23_2)3.

3
The function J, attains its maximum at A, = (%) and supy ., Jo(A) = Ja (M) =

3
((Z%) , 50 we have [|u(2) — ua(2)]| < Cp(2)a. O

z)e
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Theorem 3.4. Let u the solution of problem (1.1) with evact data ¢ and u, is given
by (3.5) with measured data ©°. Suppose that |u(Z)|| < E, and the measured function
©? satisfies || — @°|| < 8 and if we choose /oo = Z/In(2E/5). Then we have

u(z) —ul (2 z/ I
(3.10) )~ () < BY/Z + P

where Cg(z) = ((Z—?)z)e)gEZ/z

Proof. Let u, be the solution defined by (3.5) with exact data. Then the theorem is
straightforward by using the triangle inequality [Ju —u? | < || —ua| + ||ta —ul|| and
the two previous lemmas

Theorem (3.4) does not give any information about the continuous dependence of
the solution of (1.1)-(3.9) at z = Z on the data, as the condition (3.9) is too weak.
We show several error estimates according to conditions that we impose on the final
data u(Z).

Theorem 3.5. Let u and u, be the solutions of problem (1.1) and (3.1) with the
same ezact data . Suppose that
(i) u(Z) € D(A?) Then we have

(3.11) lu(Z) — ua(2)| < V2¢z(a,1)Es5.
(ii) u(Z) € D(A) Then we have

(3.12) [4(Z) ~ ualZ)] < | [26(0, 3) By,
(iii) u(Z) € D(Az) Then we have
(3.13) 1u(Z) = ua(2)] < 1/2¢2(a, %)El.

Proof. (i) Using the assumption u(Z) € D(A?2) who is equivalent to fjoo A3 cosh? (ZV/N)d|| Exp|)? <
E2, the difference (u(Z) — uq(Z)) can be estimated as follows

|u(Z) —ua(2)|* = [y+oo (cosh (zﬁ) — cosh (z@))2d||E>\gp||2

(3.14) < / FQZ(Z,/\)cosh2(Zﬁ)d||E,\<pH2+/ F2(Z,\) cosh?(ZV\)d|| Exel?
ol

A*
= 6L+
—azA?
where F,(2,A\)=1—¢ 2 . The function I5 can be estimated as follows:

(3.15) Ir < ez(, 0)|AZ u(Z)|?,
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where cz(a,6) = (aZ/2{)29.
Indeed, let m = (aZ)\%)/2 >1= A2 (2/042)% = A, by virtue of (1 —e™™ <
ml,m>1, 0> 0), then I5 can be estimated as follows:

O aZN3 N2
/ (022) cosh?(ZVA)d|| Exg||?

aZ
2

I

316 < ( )29 /OO*?’"C°sh2<foA>d||Ew||2=cz<a,0>||A%9u<Z>||2.

Let No(A) = Fo(Z, )\)/(aZ)\%/Z), then the function I; can be estimated as follows:

2 3
L < Cz(a,1)< sup Na(A)) A3 u(2)|?,
P

1—e %

we now set f(s) = , where

0< aZ’y%/Q <s= aZ)\%/2 < aZ()\*)%/Q =1, forall X € [v,\"],

then f(s) >0, for all s € [0,1], and we have
14+s)e7™® =1 M(s
floy = Ul T2l M)

The function M satisfies the properties
M(0) =0, M'(s)=—-se *<0=M |,
this implies that
M(s) <0, forall s €][0,1],

and
fi(s) 0= f = f(s) < f(3), forall s>5=aZy?/2,
it follows that

1—e°
(3.17) sup f(s) = f(5) = —=—,
5<s<1 S
but,
(3.18) lims=0=0<lim f(s)=1= sup f(s) <1.
a—0 s—0 5<s<1

We now return to I; and use (3.18) to write

2 3
ho< ezl )( s Na(Y) JARu(Z)el?

20,8
= czla ) sw f(5)) 1A3u(2)|?
s<s<1
(3.19) < egla, )] A2u(2)|,
and by virtue of inequality (3.16) with # = 1 and the inequality (3.19) we obtain the
desired estimates. The claims (ii) and (iii) follow with the same manner. O
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4 The general perturbation method

Quasi-reversibility is a regularization technique for ill-posed problems that is designed
to generate approximate solutions to the problem in question. The central idea of
quasi-reversibility is to solve the original problem backward, after first replacing A
by f(A), whose spectrum is bounded above. By following the idea in [3] and by
using a modified quasi-reversibility method(M.Q.R.M) we construct an approximate
solution of the considered problem. In Theorem 4.2, we will demonstrate that we
obtain Hoélder continuous dependence for the CONTROL PROBLEM when f satisfies
Condition (A).

Definition 4.1. Let f : [0,00) — RT be a Borel function, and assume that there
exists w € RT such that f(\) < w? for all A € [0, 00).

We consider the general approximate problem
UH(Z) = f(A)U(Z)> FAS [07 Z]’
(4.1) v(0) = ¢,

In this case, the problem 4.1 is well-posed, and the solution is given by

/ ( VIO 4 - Zﬁ)dEA@

(4.2) v(z) = cosh (z f(A)) p=3 ;

where {ez f (A)} N is a strongly continuous semigroup of bounded operators.
220
In order to establish continuous dependence on modeling, in addition we assume

that f satisfy the following condition

The Condition (A). There exist positive constants 3, §, with 0 < 8 < 1, for which
D(AMH/2) € D(\/[(A)), and

(4.3) | (—vA+ V) v < plac+orzy),

for all ¢ € D(A(H9)/2) we use implicitly the fact that D(A(+9)/2) C D(v/A), which
follows immediately from the Spectral Theorem.

Next, we note that for ¢ € D(\/F(A)), (,/f(A)q/),w) < w(t, 1), so that \/F(A) is

the generator of a strongly continuous semigroup {ez f (A)} of bounded operators,
220

with [|e*VFA || < e If we set g(\) = —vV A+ /f(N), for A € [0,00), then g(A) is a

self-adjoint operator, with domain

Do) = {w e 11 [ liOPAENS. ) < oo

It follows from properties of the functional calculus (cf. [30]) that —\F A++/f(A) C
g(A), in the sense of unbounded operators; that is, D( —VA+f = \/> N
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D(/f(A)) € D(g(A)), and g(A)y = (—VA+/f(A) for all € D(—VA+/f(A)).
Since g(A) is self-adjoint, and (g(A)y,v¥) < w(w,) for all p € D(g(A)), it follows
that g(A) is also the generator of a strongly continuous semigroup {e*9(4)} 4 of
bounded operators, with |[e*9(4)| < e¥%. Before stating our main result, we shall
need the following:

Lemma 4.1. For all z > 0,

(4.4) 9 = o=aVAT(A),

Proof. First, note that D(v/A) N D(y/f(A)) is a core for g(A), indeed, set
en = {A €[0,00)/ lg(N)| < n}

and let B, = E(ey). Then if A € e,,, A < (n +w)?, so that e, is a bounded Borel set,
and hence F,, is a bounded projection on H. Now, if x € D(g(A)), then E(e,)z €
D(VA) N D(/f(A)), and E(e,)z — z. In addition, g(A)E(e,)r = E(e,)g(A)x —
g(A)z, and so D(VA) N D(\/f(A)) is a core for g(A). Thus g(A) is essentially self-
adjoint on D(VA) N D(y/f(A)). Since the bounded operators e=*V4 and e*V/(4)
commute, (4.4) is now a consequence of the version of the Trotter Product Formula
given in (][29], VIIL.31). (Note: A shorter proof follows immediately from Property (c)
of the functional calculus for unbounded self-adjoint operators given in ([11], XII.2.7,
Corollary 7), and the fact that both sides of (4.4) are bounded operators.)

Once again using the Spectral Theorem, we note that for each n = 1,2,...,
{eZ\/ZEn}ZZO is a strongly continuous semigroup of bounded operators on H. In fact,
a consequence of the Spectral Theorem is that {eo“/zEn}aec is an entire group of
bounded operators on H, in the sense of [9], as are {e*V/ (M E,V,cc and {9 E, } pec.
Moreover, observe that (4.4) holds for all complex values of the parameter, when ap-
plied to E,:

eI NE, = e~ VAgay FME,, aeCn=12..

Indeed, from (4.4), we have equality of these two entire functions for all values of
z>0.

We now prove the following:
Theorem 4.2. Let A be a positive self-adjoint operator acting on H, let f satisfy
Condition (A), and assume that there exists a constant v independent of 8 and w,
such that (g(A)Y,v) < ~v(,v), for all b € H. If u(t) and v(t) are solutions of

(1.1) and (4.1), respectively, and |[u(Z)|| < M , then there exist constants C and M,
independent of B, such that for 0 < z < Z,

lu(z) —v(2)|| < CB*/7 M7
Proof. Let ¢, = E(e,) = Enp, and for h € H we define

(4.5) dn(Q) = (ea2 [cosh(oz\/Z) — cosh(a (A))} On, h),
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Our aim is to show that ¢, («) is bounded in the strip 0 < Ra < Z, so that we might
apply the Three Lines Theorem (cf. [30], p. 33). We set o = z+in, where 0 < z < Z,
and n € R. Notice that because A and +/f(A) are self-adjoint,

eV A|| = [V = 1.

Then

1 2,2
(4.6) 9a(a)] < 5 ¢~ (IBugull + 1Baull) 1Al
where

By = eGHMVA _ oGHMVIA)  and By = e~ GHMVA _ o= (z+in)/F(4)

First we have

(A7) ABieall = [leFTVAG, — CHMVALAmIA, |
< (||e(2+in)\/z<pn _ 6(2+in)\/zeing(z4)<pn”
+ ||e(z+in)\/zeing(f4)(pn _ e(z+i")ﬁe(z+i")9(A)gon\|>,
then
(4.8) 1Bignll < 1Zignll + 1 Z20nl,
where

1Tyl = eEHDVAG, — eEHIMVAng (A || < ||(T — 9DV A, ||.

We have repeatedly used (4.4) for complex values of the parameter, and by standard
properties of semigroups, if ¢ € D(g(A4)) and n € R, then

(49) T — emg(A),(/} — —i/ e’sg(A)g(A)’L/)dS,
0
so that )
11 = 9 )|| < Inlllg(A)]l-

Since eV, € D(VA) N D(/f(A) C D(g(A)) for all z > 0, and e*VAp, €

D(AH9)/2) e have from Condition (A) and the above inequality that

(4.10) 1Tyl = (I — eM9M)eYAp, || < Bly|[|AT+TD/2e2V A0 .
Similarly,
(4.11) (I-— ezg(A))eZ\/Zgon = —/ esg(A)g(A)eZ\/Zgonds,
0
so that

(4.12) 1 Zopnll = (I — e29M)exVAp, || < Bze7%(| AT/ 22V AL |1
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using (4.10) and (4.12) the inequality (4.8) becomes

(4.13) [|Bigall < B(In| + 2e7%)| AT+ 2e2VAp || < (1 + T T) || ACHI2e2V A0 .

On the other hand, we have

HBZQOn” — ||ef(z+in)\/z<pn _ 6*(Z+i77)\/26*(2+i77)9(14)@n||
< (Hef(mn)ﬂ% _ e GHmVA—ing(A) |
g |lem GHMVA=ing(A) ,  p(etim VA = (zim) g(4) %”)
= |[J1enll + | T2enll;
where
1Tl = lle”CFmVA,, — emrimVA—ing(d), |
< |l = e M)A, |

If v € D(g(A)), and n € R, then

. noo
I —e My — z/ eI g(A)ypds,
0

so that
(4.14) |Tionll = | — e7M9D) o || < Bln|| ATTD 2, |].
Similarly,

(I—e W), =/ eI g(A)ppds,

0

so that
(4.15) |Tapnll = |(T — €729 )0 || < B2|| AT/, |
Thus
(4.16) 1Bapnll < B(In| + 2)[| AT 20, || < B(1+ Z)|| AT 20, |,

according to (4.13) and (4.16) the inequality (4.6) becomes

1 222 2 2
a@)] < 5T ((In] + AT 20| + S| + 267 | AT 2V A ) 1]

]. 2 zV

< 53¢ 5((1 + 2)| AU P, ||+ (14 Ze77)| AT 2e ASD”‘D”h”
1

< §ezzﬂmax (1 +Z1+ Ze”z) |AC+D/2e2V A0 ]|,

and so, using strong continuity of the semigroup (ez\/ZEn), it follows that ¢, is
bounded in the strip 0 < z < Z. By the Three Lines Theorem,

(4.17) lpn(2)] < M(O)'=*/2M(Z2)*/%, for0<2<Z,
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where

4.1 M(z) = .
(4.18) (2) = _max _[én(a)l
Since M (0) < 1B||AC+9/20, |||, we have

1 1-2/Z
6001 < (5O0A0 D 0ullin] ) M(2)7, oro<z<z
Also, returning to (4.6) and using (4.10), (4.12), (4.14) and (4.15) we have

on(Z+im)| < (I = e D)e?VAp, | 4 |[(I - ZoN) VA, |

I = eI, ||+ ||(T - e-Zg<A>>son||) 4]
< 2e?VAp,lIB]l + (L + )2V A, [l|1Al] + 4ll@nlllIA]
< (T4 ) [e?V A0 ||,

we have used the fact that [|eZ9(4)| < e7%. Thus

1-2/Z
(4.19) 0u(2)] < (AT 20,) 7 (11 A, )) 7 .

for a suitable constant C that is independent of
We now assume that || cosh(Zv/A)e|| < M (which serves to stabilize the problem),

from which it follows that [[A1+9/2¢|| < M for a possibly different value of M. If we
let n — oo in (4.19), we obtain

[6(2)] < CBY*/Z M7 ||
where C' and M are computable constants which are independent of /3, and
o(z) = ez2< [cosh(Z\/Z) — cosh(z f(A))] ©, h)
Taking the supremum over all h € H, with |||l < 1, we obtain
¢ lluz) — v(2)| < €A,

and the proof is complete. (|

4.1 Example

let D be a bounded domain in R"™, with smooth boundary 90D, and we consider the
following ill-posed problem

Uz + Au=0, in D x[0,2),
u(z,0) = ¢(x), in D

u'(z,0) =0, inD

u=0, indDx]0,72),
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where p(z) is a prescribed function and A = —A.

For € > 0, we consider the approximate well-posed problem
Ve + Av+€eAv,, =0, inDx|[0,72),
v(z,0) = p(x), inD
v'(z,0) =0, inD
v=0, indD x[0,2).

Let f(A\) = A(14+€A\)~L, for € > 0. Then f is a bounded Borel function, and clearly
satisfies the Condition (A), with w = %, B =¢€,and § =1, since
I+ eA) T = VA < Bl A2,

for all ¢ € D(A%). Moreover, g(A) = —vA + \/A(I 4+ €A)~1, generates a semigroup
of contractions, so that v < 0. In both cases, Theorem (4.2) yields the result

||U(Z) - ’U(Z)H < Cﬁl—Z/ZMz/Z.

Definition 4.2. A family {Rg(z), 8 > 0, z € [0,Z]} C L(H) is called a family of
regularizing operators for the problem (1.1) if for each solution u(z), 0 < z < Z of
(1.1) with initial element ¢, and for any ¢ > 0, there exists 5(J) > 0, such that

B(6) — 0, § — 0, (Ry)
[ Rps)(2) s — u(2)|| — 0, § — 0, (R2)
for each z € [0, Z] provided that ¢; satisfies ||ps — ¢|| < 0.
Define

(4.20) Rgs5)(2) = cosh (z f(A)) ,2>0,8>0.

It is clear that Rg(s)(z) € L(H). In the following we will show that Rg(2) is a
family of regularizing operators for (1.1).

Theorem 4.3. Assuming that ¢ € C1(A), then (R2) holds.

Proof. At first, we have
(4.21)

[ Rs(5)(2)ps — u(2)

| < 1Rs(5)(2) (05 = Q) + [R5 (2) 0 — ulz)| = Ai(2) + Aa(2).

By choosing w < Z/1In(M’/d), we have

Ai(z) = [Rps)(2)(ps — )| <

A

e“?)
(M//é)z/Zé
(4.22) = (M")¥?%5'72/% 50, as 6§ — 0

IN
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and

(4.23) Az(2) = [[Rae) (2)p — u(2)]

Now, by virtue of theorem 4.2 we have
(4.24) Ao(2) = || Ry (2)p — u(z)|| < CB*ZM*% — 0, as § — 0,

uniformly in z. Combining (4.22) and (4.24) we obtain

(4.25) sup || Rg(s)(2)ps — u(z)|| — 0, as 6 — 0.
0<2<Z
This shows that Rgs)(2) is a family of regularizing operators for (1.1). O
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