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Abstract. This paper focuses on the problem of uniform asymptotic sta-
bility of certain classes of dynamic perturbed systems on time scales using
time scale versions of some Gronwall type inequalities. We prove under
certain conditions on the linear and nonlinear perturbations that the re-
sulting perturbed nonlinear initial value problem still acquire uniformly
asymptotically stable, if the associated system has already owned this

property.
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1 Introduction

The paper will illustrate the power of a burgeoning field of mathematics called dy-
namic equations on time scales. A time scale is an arbitrary nonempty closed subset
of the set of real numbers R. We assume that T is a time scale and it has the in-
herited topology from the standard topology on the real numbers R. During the last
decades, time scale methods have rapidly been developed, and have received a lot
of attention by several authors, not only to unify continuous and discrete processes,
but also help reveal diversities in the corresponding results. The analysis of nonlinear
perturbations of linear systems is not only important for its own sake but also has a
broad range of applications. Let the regressive non-autonomous linear differential or
difference equations described by the following equations in vector form

(1.1) w2 (1) = Alt)e (1),

where z € R™, t € T, and A : T — R™" a regressive matrix valued function, has been
treated for a long time in discrete and continuous case and under various hypotheses
to investigate the behavior of solutions. Here, we represent the perturbation as an
additive term on the right hand of (1.1). So, the associated perturbed system on time
scales is given by

(1.2) 22 (t) = A(t)x(t) + F(t, x(t)),

AvrpLiep SCIENCES, Vol. 16, 2014, pp. 56-71.
© Balkan Society of Geometers, Geometry Balkan Press 2014.



On the stability of perturbed time scale systems using integral inequalities o7

where F(¢,0) =0on T, and F : TXR"™ — R" is an rd-continuous function. The theory
of perturbed systems may be viewed as part of dynamical systems theory: Differential
equations with deterministic (time varying) perturbations. For the continuous type,
the authors in [3], [10] and [12] are interested to study the problem of asymptotic
stability by referring to Lyapunov techniques. A lot of work which has been done
concerning the stability and the state estimation of such systems was developed us-
ing the Lyapunov theory and integral Gronwall-Bellman inequalities. Properties of
exponential stability of a time-varying dynamic equation on a time scale have also
been investigated recently by Bohner and Martynyuk [5], Du and Tien [11], Hoffacker
and Tisdell [15] and Martynyuk [18]. In 1919, T. Gronwall gave the Gronwall Bell-
man inequality (see [14]). After that, many authors gave a number of generalizations
of this inequality and these generalizations had significant applications in differen-
tial and integral equations. The recent work of Willett (1964), Gollwitzer (1969),
Butler and Rogers (1971) and Lakshmikantham (1973) show that the interest in the
Gronwall-Bellman inequality still continues. During the past decades, with the de-
velopment of the theory of differential and integral equations, a lot of integral and
difference inequalities in time scales version like [16] and [5] and the references therein,
have been discovered. This new integral inequality approaches deliver a good process
to estimate solutions and submit several results that relate the stability properties
of the perturbed systems (1.2) to those of unperturbed linear systems (1.1). The
study of uniform asymptotic stability of perturbed systems (1.2) is related to two
essential points. First, the solutions of unperturbed equations (1.1) are supposed to
have bounded growth when we assume that the trajectories have a uniform asymp-
totic behavior. Secondly, the perturbation term F(¢,z) could result from modeling
errors, aging, or uncertainties and disturbances, which exist in any realistic scientific
problem. In this paper we gives some time scale versions of well known differential
Gronwall-Bellman inequalities. Based on this new approaches we investigate uniform
asymptotic stability of trajectories, after moderating the perturbation function F by
the adequate growth rate. We note that this work contains generalizations of some
results concerning the stability of dynamic systems related to perturbed term con-
tained in works of J. J. Dacunha [8] section 5 and [9], using the integral inequality
approach. Some numerical examples are given to ensure the useless of results.

2 Preliminaries

2.1 Time-scale analysis

For notational purposes, we shall further assume that in T, the interval [a, b]T means
the set {t € T;a < ¢ < b} for the points a < bin T. If b = oo, we denote T, = [a, oo[r.
We introduce now some basic notions connected to the theory of time scales, which
summarize the material from the recent book by Bohner and Peterson [4].

Definition 2.1. Let t € T. We define the forward jump operator o : T — T by
o(t) :=inf{s € T; s > t},
while the backward jump operator p:=T — T by

p(t) :=sup{s € T; s < t}.
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In this definition, we put inf & = supT (i.e., (M) = M if T has a maximum M)
and sup & = inf T (i.e., p(m) = m if T has a minimum m), where & denotes the
empty set. If o(t) > t, we say that ¢ is right-scattered, while if p(t) < t, we say that
t is left-scattered. Also, if t < sup T and o(t) = ¢, then ¢ is called right-dense, and if
t > inf T and p(t) = t, then ¢ is called left-dense. Points that are right-scattered and
left-scattered at the same time are called isolated. Points that are right-dense and
left-dense at the same time are called dense. If T has a left-scatted maximum M, then
we define T* = T\{M}, otherwise T* = T. The graininess function y : T — [0, 00) is
defined by
w(t) :=o(t) —t.

Definition 2.2. The function f: T — R is called A-differentiable at a point ¢ € T*
if there exist v € R such that for any & > 0 there exists a W-neighborhood of t € T*
satisfying

£ (@) = f(s)] = 7lo(t) = sl < elo(t) = s|, forall s € W.

In this case we shall write f2(t) = .

When T = R, z(t) = 2/(t). When T = Z, z(t) is the standard forward difference
operator z(n + 1) — z(n).

Definition 2.3. A function f: T — R is called rd-continuous provided it is continu-
ous at right-dense points in T and left-sided limits exists( finite) at left-dense points
in T and denotes by C,.q = Cr.q(T) = Cpq(T, R).

Definition 2.4. If FA(t) = f(t), t € T, then it is said that F is a (delta) antideriva-
tive of f and the Cauchy (delta) integral is given by
/ f(t)At = F(s) — F(r), for s,7 € T.
For a more general definition of the delta integral, see [4]. We will use the following
result later.

Theorem 2.1. Let tg € TF and w : T x TF¥ — R be continuous at (t,t), where t € T*
with t > tg. Assume that w™(t,.) is rd-continuous on [to,o(t)]. Suppose that for each
e > 0 there exists a neighborhood U of t, independent of T € [to,o(t)], such that

lw(o(t),7) —w(s,7) —w™(t,7)(o(t) — s)| < elo(t) —s| forallseU,
where w® denotes the derivative of w with respect to the first variable. Then
t
g(t) = / w(t, 7)AT
to
implies

gA(t):/ wA(t,T)AT—i-w(cr(t),t).

to
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Definition 2.5. A function f: T — R is called regressive provided that
14+ pu(t)p(t) #0 forall teT".

The set of all regressive and rd-continuous function is denoted by R = R(T,R). The
set RT of all positively regressive function is

RT={peR:1+ut)p(t) >0 for all t € T}

We use the cylinder transformation to define a generalized exponential function
for an arbitrary time scale T.

Definition 2.6. If p € R(T,R), then we define the generalized exponential function
e;D (t7 S) by

t
ep(t, s) = exp (/ 5#(7)(p(7))AT) Jfor s,t €T,
S
where £, (z) is the cylinder transformation given by

Llog(1+zh) ifh#0
) ow
gh(z)_{ : if h=0.

Here log is the principal logarithm function.

Remark 2.7. Consider the regressive dynamic initial value-problem
(2.1) 22 (t) = p(t)z(t), x(to) = o, to € T.

The exponential function z(t) = e,(t,to)zo is the unique solution of (2.1).

For what follows, we need several theorems presented below.

Theorem 2.2. (Comparison Theorem). Letto € T, x, f € Crq and p € RT. Then
2 (t) < p(t)x(t) + f(t), foralltc T/
implies

t
z(t) < z(to)ep(t, to) —|—/ ep(t,o(r))f(T)AT, forallt e T?;.
to
Theorem 2.3. (Gronwall’s Inequality). Let to € T, z, f € Crq and p € R, p > 0.
Then .
z(t) < f(t) —|—/ x(T)p(T)AT, forallte Tj;
to
implies
t
z(t) < f(t) +/ ep(t,o (7)) f(T)p(T)AT, forall t € Ty .
to
It is clear from the proofs of the last two results in Bohner and Peterson [4] that
in each case, reversing the inequalities in the assumptions yields corresponding lower
(instead of upper) estimates for the solution. The next theorem proven in [20] deals
with the time scale version of the inequality due to Sansone and Conti, see [19, p.86]
. By employing these previous two theorems, in particular, the generalized Gronwall
inequality, we have the following generalized dynamic inequality.
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Theorem 2.4. Let a € T, x, 0, ¥ € Crq(T,Ry) and o be delta-differentiable on T
with o™ (t) > 0. If

Mﬂﬁmw+/ﬁ@M®As

for all t € T, then

Mwsmwwm®+/eﬂﬁw@d$Ms

for allt € T].

Now, we find a comparison relationship in [6] between the general exponential
function on a time scale and the classical exponential function.

Lemma 2.5. For nonnegative p with —p € R* we have the inequalities

(2.2) 1 —/ p(u)Au <e_p(t,a) < exp{—/ p(u)Au} forall t € TF.

For the purpose of use we state this relationship already proven in [6, remark.2]

Remark 2.8. If p is a nonnegative and a rd-continuous function, then

¢ ¢
(2.3) 1 +/ p(u)Au < ey(t,a) < exp{/ p(u)Au} for all t € T].

Definition 2.9. A mapping A : T — M, (R) is called regressive if for each t € T the
nxn matrix I+ u(t)A is invertible, where I the identity matrix. The class of all regres-
sive and rd-continuous functions A from T to M, (R) is denoted by C,4R(T, M,,(R)).

We shall always assume that the coefficient matrix in the model (1.1) is sufficiently
well behaved for there to exist a unique solution to the state-space model for any
specified initial condition z(tg).

For instance, if the initial value problem with rd-continuous and regressive right hand
side accepts a well-known point of departure, consequently, the desired existence and
uniqueness properties hold.

Definition 2.10. Let ty € T. The unique matrix-valued solution of the IVP
(2.4) X2(t) = AB)X(1), X(to) = L,

where A € C.qR(T, M, (R)), is called the matriz exponential function and it denoted
by (I)A (t, to)

Accordingly, the matrix function ® 4 (¢, ) possesses the following two properties:

(25) (I)%(tat()) = A(t)q)A(tatO)

(2.6) B A(to, to) = In.

This matrix function is referred to as the state transition matrix, and our assumption
in the nature of A(t) turns out that the state transition matrix exists and is unique.
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Theorem 2.6. Suppose A, B € C.qR(T,M,(R)) are matriz-valued functions on T,
then

(1) The transition operator has the linear co-cycle property, i.e., ®4(t,r)P(r,s) =
DA(t,s) forr,s,t €T;

(ii) @a(o(t),s) = (I + p(t)A)Palt,s);
(iii) If T =R and A is constant, then ®4(t,s) = e4(t,s) = eA=9);

(iv) If T = hZ, with h > 0, and A is constant, then ®4(t,s) = (I + hA)“%)

2.2 Stability definitions

Now, the concepts of stability (uniform stability, asymptotic stability, exponential
stability,...) are defined by various way. We note that the stability of any solution
of (1.1) or (1.2) is closely related to the stability of the null solution of the corre-
sponding variational equation. Therefore, we will discuss the stability of perturbed
dynamic system. In this section we we illustrate some useful definitions of stability
which involves the boundedness of solutions of the regressive time varying perturbed
dynamic equation (1.2).

Definition 2.11. a) Equation (1.2) is said to be stable if, for every to € T and for
every € > 0 there exists a 6 = (e, tp) > 0 such that,

(2.7) ||z (to)|| < 9 implies ||z(t, to, z0)|| < €, for all t € ']I‘?;.

b) Equation (1.2) is said to be uniformly stable if it is stable and for every € > 0
there exists a & = d(g) > 0 independent on initial point o, such that relation (2.7) is
satisfied.

¢) Equation (1.2) is said to be uniformly asymptotically stable if it is uniformly stable
and it is uniformly attractive, i.e., there exists a positive constant ¢, independent of
to, such that

(2.8) lx(to)|| < ¢ implies lim ||z(t,to, zo)| = O,
t—+o00

uniformly in %g.
d) Equation (1.2) is said to be globally uniformly asymptotically stable if it is uniformly
stable, 0(¢) can be chosen to satisfy , ligl 0(g) = 400 and the relation (2.8) holds for

every z(tg) € R™.
e) Equation (1.2) is said to be uniformly exponentially stable if there exist the con-

stants A,y > 0, with —\ € RT such that for any ¢y and x(¢g), the corresponding
solution satisfies

(2.9) =)l < ye-x(t, to)lwoll, for all ¢ € Ty,

S.K.Choi and al. [7] proved that the stability of (1.1) is equivalent to the bound-
edness of all its solutions when A € C.qR(T,M,(R)). Also, DaCunha [8] proved
that the uniform stability of (1.1) is equivalent to the uniform boundedness of all its
solutions with respect to the initial state (to,z¢), when A € C,.qR(T,M,(R)). He
obtained the following characterization of uniform stability by means of the operator
norm. It is no difficult to prove this result by using the maximum norm.
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Theorem 2.7. The linear system (1.1) is uniformly stable if and only if there erists
a positive constant vy, such that

[@a(t,to)l| <, forallt e Tf.

Dacunha defined in [8] a stability property that not only concerns the boundedness
of trajectories to (1.1), but also the asymptotic features of the solutions as well. If the
trajectories of (1.1) possess the following stability aspect, then the solutions approach
zero exponentially when ¢ — oco. Also, the uniformly exponential stability of the
linear dynamic equation is characterized in terms of its transition operator.

Theorem 2.8. The linear system (1.1) is uniformly exponentially stable if and only
if there exists a positive constant X\ with —\ € R™ and there is v > 1 independent on
any tmitial point tg, such that

(2.10) [ @At to)|| < ve—x(t to), holds for all t € Ty .

By using properties of transition matrix associated to (1.1), Dacunha [8] illustrated
the equivalence between uniform exponential stability and globally uniform asymptotic
stability.

Theorem 2.9. The linear state equation (1.1) is uniformly exponentially stable if
and only if it is globally uniformly asymptotically stable.

3 Statement of results

3.1 Some integral inequalities
Now, we are in position to state a time scale version of Gollwitzer Theorem [13].

Lemma 3.1. Leta € T, ¢, p,a, ¢ € Crg(T,R) which satisfy

t

ngﬂw+wﬂ/a@W®A&

a

Then

t t

a(s)e(s) exp(/ a(T)Y(T)AT)As, for allt € T .

(3.1) ¢@§w@+¢@/ )

a

Proof. Let t € T}. Define a function z(¢) by z(t) = ft

a

a(s)p(s)As. Then,

(32) o(t) < (1) +¥(t)2(1),
and
(3.3) 22(t) = a(t)e(t) < [a()p(1)]2(t) + a(t)p(t).

Applying Theorem 2.2, we get

(3.4) 40 2 [ canlt.ol®)als)s(s)0s,
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Using the exponential approximation cited in remark 2.8, we obtain
t
(3.5) coult.o(5)) < expl | JRICTCIS

Substituting (3.4) and (3.5) in (3.2), we arrive at the required inequality in (3.1). O

We need the following comparison Lemma to prove Theorem (3.6).

Lemma 3.2. Suppose ¢, ¢, a, 1, x € Cra(T,Ry). Then

6(t) < o(t) + (1) / {a(s)8(s) + x(5)}As, for all t € T},

implies
(3.6)
t

6(0) < o(t) + 0(0) [ {a(s)o(s) + x(5)) el | | COWIATIAS, for all L €T}

Proof. Let t € T}. Define a function z(t) by

2(t) = / {a(s)6(s) + x(5)}As.

The remainder of the proof also follows the arguments of the proof of Lemma 3.1,
and hence it is also omitted. (|

We prove the following result that will be used to ensure uniform asymptotic
behavior of solutions in the next subsection.

Lemma 3.3. Assume that ¢, ¢, € Crq([a, b[r,R4), let R(t, x) : [a, bl xRy — Ry be
an rd-continuous function in its first argument, continuous in its second argument and
differentiable on the domain [a,b[rx]0,00[. If its partial derivative %—Ij(t,x) is non-
negative on |a, b[rx]0, +oo[ and there exists a continuous function S :|a,b[rxRy —
Ry, such that

(3.7) Zi;(t,x) < S(t,y) Vt€lablranda >y >0,
Then

3.9 o10) < ol0) + 010 [ Rl o), € a0
implies

t t

R(s, p(u)) expl / S(r, o(r))d(r)ArlAs, t € [a, by -

(39) (t) < olt) + b(2) / )

a
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Proof. Let us consider the mapping y : [a, b[r— Ry given by

y(t) ::/ R(s, ¢(s))As.

Then y is A-differentiable on ]a, b[r, y>(t) = R(t, ¢(t)) if t €]a, b[r and y(a) = 0. By
applying the mean value theorem for the function R(t,.), then for every > y > 0
and t €]a, b[t, there exists ¢ €]y, z[ such that

R(t,w) — R(t,y) = 250D 0y,

and therefore

Now, it follows that for any ¢ €]a, bt
y2(t) = R(t, ¢(1)) < R(t,¢(t) + v (t)y(1)),
R(t,(t) + @)y (t) < R(t, (1) + S(E 9(1)9 ()y(b);

(3.10) y2(t) < R(t, o(t)) + S(t (6)()y(t)-

Thus, integrating both sides of (3.10) from a to t € T, we obtain

(3.11) y(t) = / y*(5)As < / R(s, p(s))As +/ S(s,0(s))v(s)y(s)As.
We further define

(3.12) oft) = [ Rs. () s and 0(0) = S(s.(5)) ().

Then (3.11) becomes

(3.13) mwsmo+/ﬁ@w@A&

Now applying Theorem 2.4 to (3.13), we get

(3.14) y(t)ﬁ/ R(s,¢(s))es(t,o(s))As.

Taking into account the relation in (2.3), we have

t

(3.15) eg(t,o(s)) < expq ( )S(r,gp(r))w(r)Ar}.

By substituting (3.15) and (3.12) in (3.14) we obtain

t

y@S/R®ﬂwwm(J%wWWWNM&

From this results the desired estimation is (3.9), which completes the proof. g
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3.2 Stability using Gronwall type inequalities

Certainly, between solutions of a linear equation (1.1) and the corresponding per-
turbed equation (1.2), there is a relation expressed by the formula for variation of
parameters for the discrete and continuous case, given by Aleksev’s formula in 1961
(see [1], or some of its generalizations in [17]). Now, we are in a position to state a
time scale version of this formula.

Theorem 3.4. We consider the regressive time varying perturbed system
(3.16) (1.2) and z(to) = xo,

where xg € R™. Then the solution of (3.16) is given by

¢
(3.17) x(t) = P a(t,to)x(to) + / Do(t,0(8))F(s,x(s))As.
to

Proof. Since the matrix function @ 4(t, to) satisfies (2.5) and (2.6), the solution to the
regressive time-varying perturbed system (1.2) with the initial condition z(, has the
explicit form (3.17). We note again that the terms corresponding to the zero-input
and zero state responses are evident in (3.17). In order to verify (3.17), using Theorem
2.1, we differentiate it with respect to t:

22(t) = [®alt, to)] > xo + /tt[‘l)A(t’ a(8)]2 F(s,2()) As + D a(a(t), o () F(t, (1))
0
By using (2.5) and (2.6), we obtain
22 (t) = At)Pa(t, to) + tt AR)DA(t,0(8))F(s,2(s))As + F(t,z(t)).
Now, since the integration is taken with respect to s, A(t) can be factored out:

IA(t) = A(t)[@A(t,to)onr/ DA(t,0(8))F(s,z(s))As] + F(t,z(t))

to

= A(t)z(t) + F(t,z(t)).

So, the expression in (3.17) does indeed satisfy the state evaluation equation. We
note that it also matches the specified initial condition, ®4(to,t0)x(to) = x(ty). O

Finally, from formula (3.17), we can derive conclusions about the behavior of solu-
tions of the perturbed equation (1.2), given the behavior of the solutions of equation
(1.1), the fundamental matrix ® 4(.,.), and the perturbation F'.

The next theorem shows that the uniform exponential stability is also preserved
under some integral perturbations.

Theorem 3.5. If the following conditions are satisfied,
(1) Equation (1.1) is uniformly exponentially stable with positive constants A and 7,

(i) [|F(t )| < d@)|=]l, d(.) € Cra(T,Ry),
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(ifi) [ A As < d < +oo,

then, the trivial solution x(t) = 0 of equation (1.2) is uniformly exponentially stable.

Proof. Let tg € T, t € ’]I‘?:) and x(t) = x(t,tg, xo) denote the solution of the dynamic
initial value problem (1.2). Using the variation of constants formula (3.17) with
conditions(i) and (ii), we obtain the following estimation for an arbitrary solution
x(t) of system (1.2)

t
(@) < [[®alt, to)ll - [lzoll +/ @At o(s))] - [ F(s,z(s))l|As,
to
and
t
()] < ve—x(t,to)l|zol +767A(t7to)/ e-x(to,0(s))d(s)[[z(s)[|As.
to
By applying Lemma 3.1, to the above estimation, we get
b d(r)

bd(s)
z(t)|| < ve_alt,to)||x —0—726_,\ t,to)||T /7xexp7/ —_—
o0 < ve-s(t tollzall+%er(t o)l | T xessly | 0

Taking into consideration the condition (iii), we infer

lz()]] < y[L +~d explyd]le—x(¢, to)l|zoll

Hence, this estimation holds for each ¢ € ']I‘;g. This inequality shows that the zero
equilibrium state of system (1.2) is uniformly exponentially stable, and the proof is
complete. O

Remark 3.1. The discrete version (T = Z) can be found in [2, Theorem 5.6.1].

Theorem 3.6. Assume that there exist d,k € C.q(T,Ry) that satisfy the following
conditions

@) [FE )] < d@)|=ll + k@),

(ii) f:oo 17d/€z)(s) As < d < 400, fa+oo k(s)e_x(a,o(s))As < k < +o0,

and the homogeneous system is uniformly asymptotically stable. Then the perturbed
system is uniformly attractive.

Proof. Let to € T, t € Tf and z(t) := x(t,to, o) a solution of system (1.2) that
satisfies the variation of constant formula (3.17). Since the homogeneous system is
uniformly asymptotically stable, we can estimate z(t) by using the growth condition
of the perturbed term in hypothesis (i)

(&) < ve-x(t,to)l|zoll +7€—A(t’t0)/ e-(to, o (s))(d(s)][z(s)[| + k(s))As.

to
So referring to Lemma 3.2, we have this estimation

t

(3.18) lz(B)I] < ~ve-x(t, to)lllxoll +~{ ) e-x(to,0(s))(vd(s)e-x(s, to)llxoll + K(s)),
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X exp(’y/( )d(r)e_A(r, to)e—x(to,o(r))Ar)As}.

By using the integral upper bound in the condition (ii) to inequality (3.18), we have
(3.19) [lz(t)]| < ve-r(t to)l|lwoll + v*dexplydle_x(t, to) | xo|| + v exp[ydlke_x(t to).

Now we are in a position to state the uniform attractiveness of the trivial solution.
We fix an arbitrary € > 0 and ¢ > 0 such that ||z¢|| < ¢. By using Lemma 2.5, we
obtain the following relation

e_a(t,to) < e ) forallt e T, .
Afterwards, we can estimate the solution in this way
A\ (t— A\(t—
[2(t)]| < yre Mt 4 ype M) forall t € Tf .

However, it is easy to see that

1 2
,yle—k(t—to)c < g Zf t>to+ Xlog ( 71C> )
€

1 2 1 2
T(e,c) = max {)\ log <Z2) =Y log < 7510) } ,

with € > 0 sufficiently small, we obtain that

By putting

+
te Tto +T(g,c)

implies ||z (¢, to, zo)|| < €,
which means that the trivial solution of the system (1.2) is uniformly attractive. O
Theorem 3.7. Assume that the following conditions are satisfied:
(1) equation (1.1) is uniformly exponentially stable with growth constants v and A;
(il) the perturbed term with growth bound

(3.20) |F(t,z)|| < R(t,|jz|]), t € T, x € R,

with the function R with the same characteristics as in Lemma 3.3 with R(t,0) =
0 on T;

(iii) there exists a 6y > 0 such that functions R, S as defined in (5.7) verify

oo S(s,0) ~
. —_— <
(3.21) /a 1—)\,u(s)A$_S<+OO7

and

+o0 N
(3.22) / e_x(to,0(s))R(s,0)As < R < 400, for all 0 €]0,6;).
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Then the trivial solution is uniformly asymptotically stable.

Proof. For any initial condition o = z(tp), the solution of (1.2) satisfies

£(t) = B a(t, to)z(to) + / B4(t, o (5))F (s, 2(5)) As,

to

By the uniform exponential stability of (1.1) with growth constants v and A, the
transition matrix verifies |[®(t,t)|| < ve_x(t, to), for all ¢t € T; . Taking the norms
of both sides and utilizing Lemma 3.3, we get

2 (®)I] < ye-r(tsto)llzoll +ve-x(t, to) fy, e~x(to, o(5)R(s, ve-x(s, to)[lwol|)

X exp[f;(s) e_a(to,a(r)) S(r,ve_x(r, to)||ol|)ye—x(r,to) Ar]As, for all t € T} .

Let us consider an arbitrary ¢ > 0. Since z — ftjoo e_x(to,0(s))R(s, z)As is contin-
uous at z = 0 and R(¢,0) = 0 on T, then there exists 01 (¢) > 0, such that

01(c)
2

o0
implies / e (to, o(5)) R(s, ve_ (s, to) |zl As < —————.

[0l <
to 2 exp(7S)

Let us denote the constant §(¢) := min{%", 375 GIT(E)} If the initial condition satisfies
[|zo]l < 6(e), then |lz(t)| < e, Vt € T} .
Consequently, the trivial solution of the perturbed system (1.2) is uniformly stable.

In addition to that, combining (3.21) satisfied by function S and (3.22), we obtain
the estimation

|z ()] < ve-x(t; to)llwoll + yRexp(yS)e—x(t, to), ¥t € Tf .

Now, if ||zg]] < ¢ := %0 then, |lz(t)]| < [’yc—l—"/Rexp(wg)]e,)\(t,to)7 Vt € 'H‘;;. By
putting

T@@_im<ﬂ%@fﬂ+j,

with € > 0 sufficiently small, we obtain that ¢ € TZ)+T(5 .

means that the trivial solution of equation (1.2) is uniformly asymptotically stable.
O

) implies [lz(t)|] < e, which

4 Numerical examples

To illustrate the usefulness of Theorem 3.7, we state the corresponding examples in
the previous section for the special case T = R and T = |J$ ™2k, 2k + 1].

Example 4.1. Let us consider the first order problem

™ = —pr + q(t) In(z + 1),
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where p > 0 with —p € R* and ¢ € C,.q(T, R, ) such that

+oo
/ q(s)e—p(a,o(s))As < +oo, forall a € T.

It is easy to see that all statements of the last theorem are validated and conclude
that this system is uniformly asymptotically stable.

Example 4.2. We consider the nonlinear perturbed initial value problem:

1 —T
A 0 x x
(4.1)  z2(t) = < 8 1 ) X ( ﬁ; > + q(t) arctan(y/ 2% + x3) i% 2,
4 $2+ZIJ2
1 2

where t € T = |J§ ™[2k, 2k + 1].
—1

We observe that A = ( 6 i ) is regressive (u(t) # 4 for all t € T). In
1

this case the linear system has the unique solution x(t,tg,zo) = ®a(t,to)xe, where
D 4(t,10) is the matrix exponential function. It is given by

o (t,t 0
fI)A(t,tO)_<e41(0 ) > teT.

e%l (t7 tO)
We see that the generalized exponential function e 2 (t,tp) is given by
+oo

(t,to) = e~ R0k T (=) o — [t)/9], t € U 2k, 2k + 1].
0

€-1
a

If the rd-continuous nonnegative function ¢ satisfies this relation

+oo
/ q(s)e_p(a,o(s))As < +o0, forall a € T.

It is no difficult to verify all the hypotheses of Theorem 3.7. So, we conclude the
claimed behavior of the system (4.1).

5 Conclusions

The aim of this paper solves retention stability properties of the perturbed systems
(1.2) to those of unperturbed linear systems (1.1), resorting to certain Gronwall in-
equalities based on the choice of the upper bound perturbation.

The classical approach for studying the stability of nonlinear systems is the use
of Lyapunov theory. The present work illustrates the proficiency and diversity of the
stability of dynamic systems using Lyapunov techniques.
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