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Abstract. We investigate 2-local ∗-automorphisms, 2-local ∗-antiautomorphisms,
and 2-local Jordan ∗-derivations on certain algebras with involution.

1. Introduction

In the last few decades a lot of work has been done on local mappings of
operator algebras. The main goal of the problem is to answer the question whether
every local mapping of some certain class of transformations on a given algebra
is global. Let us write some basic definitions and known results.

A linear mapping φ on an algebra A is called a local automorphism (lo-
cal derivation) if for every a ∈ A there exists an automorphism (derivation)
φa : A → A depending on a such that φ(a) = φa(a). These two notions were
introduced independently by Kadison [3] and Larson and Sourour [6]. In [3]
Kadison investigated continuous local derivations on von Neumann algebras. He
proved that if A is a von Neumann algebra and M a dual A-module, then all
norm-continuous local derivations from A into M are derivations. This research
was motivated by problems concerning the Hochschild cohomology of operator
algebras (see also [7]). On the other hand, Larson and Sourour [6, Theorem 1.2]
proved that every local derivation on B(X), the algebra of all bounded linear
operators on a Banach space X, is a derivation. If X is infinite-dimensional,
every surjective local automorphism of B(X) is an automorphism [6, Theorem
2.1]. Brešar and Šemrl [1] proved that the surjectivity assumption in the last
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result can be removed in the case when X is a separable Hilbert space. Let us
also mention that, if we drop the assumption of linearity, then the corresponding
statements are no longer true.

Of course, every automorphism (derivation) on an algebra A is a local auto-
morphism (local derivation). But the converse is in general not true. Kadison
[3] constructed an example (due to C. Jensen) of an algebra (not an operator
algebra), which has nontrivial local derivations. Moreover, there are examples
of local automorphisms and local derivations on operator algebras in the litera-
ture, e.g., using the subalgebra of M3(C) consisting of constant multiples of the
identity plus strictly upper triangular matrices.

Let A be a unital Banach algebra and φ : A → C a mapping having the
property that φ(I) = 1, where I ∈ A denotes the identity. Suppose that for
every a, b ∈ A there exists a multiplicative linear functional φa,b on A such that
φ(a) = φa,b(a) and φ(b) = φa,b(b). Then φ is linear and multiplicative. This result
was proved by Kowalski and Slodkowski in [5]. Motivated by these considerations,
Šemrl [9] introduced the following definition. A mapping φ : A → A is called
a 2-local automorphism (2-local derivation) if for every a, b ∈ A there is an
automorphism (derivation) φa,b : A → A depending on a and b such that φ(a) =
φa,b(a) and φ(b) = φa,b(b). Let us point out that here no linearity or additivity
of φ is assumed. Therefore, this notion has the advantage that it can be defined
on arbitrary algebraic structures and not only on algebras. Šemrl proved that
every 2-local automorphism (2-local derivation) of B(H), where H is a separable
Hilbert space, is an automorphism (derivation) [9, Theorem 1 and Theorem 2].
Our aim is to investigate a ∗-version of these results. First we will observe 2-
local ∗-automorphisms and 2-local ∗-antiautomorphisms on certain algebras with
involution. After that we will study 2-local Jordan ∗-derivations.

2. 2-local ∗-automorphisms and 2-local ∗-antiautomorphisms

Let A be an algebra with involution ∗. A bijective linear mapping φ : A →
A is called a ∗-automorphism (∗-antiautomorphism) on A if φ(ab) = φ(a)φ(b)
(φ(ab) = φ(b)φ(a)) and φ(a∗) = φ(a)∗ for all a, b ∈ A. Motivated by Šemrl’s
results we introduce the following definition.

Definition 2.1. A mapping φ : A → A is called a 2-local ∗-automorphism (2-
local ∗-antiautomorphism) if for every a, b ∈ A there exists a ∗-automorphism (∗-
antiautomorphism) φa,b : A → A depending on a and b such that φ(a) = φa,b(a)
and φ(b) = φa,b(b).

Of course, every ∗-automorphism on a ∗-algebra A is a 2-local ∗-automorphism
on A, but the converse is in general not true. Furthermore, every 2-local ∗-
automorphism is in fact a special type of 2-local automorphisms of the underlying
algebra. Namely, ∗-automorphisms of a ∗-algebra A are automorphisms of A
with an additional property φ(a∗) = φ(a)∗, a ∈ A. The same is true for ∗-
antiautomorphisms.

Remark 2.2. Note that in the definition of 2-local ∗-automorphisms (2-local ∗-
antiautomorphisms) we did not assumed linearity or additivity. Now, suppose
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that φ : A → A is a 2-local ∗-automorphism (2-local ∗-antiautomorphisms) on a
∗-algebra A. Then

φ(λa) = λφ(a)

for every a ∈ A and every scalar λ. Namely, there exists a ∗-automorphism
(∗-antiautomorphisms) φλa,a : A → A such that

φ(λa) = φλa,a(λa) = λφλa,a(a) = λφ(a).

Before continuing with our results, let us point out that every ∗-automorphism
φ on B(H), the algebra of all bounded linear operators on a Hilbert space H, is
inner, i.e., there exists a unitary U ∈ B(H) such that φ(A) = UAU∗, A ∈ B(H).

The next result is a direct consequence of Theorem 1 in [9].

Theorem 2.3. Let H be an infinite-dimensional separable Hilbert space and B(H)
the algebra of all bounded linear operators on H. Suppose that φ : B(H) → B(H)
is a 2-local ∗-automorphism. Then φ is a ∗-automorphism on B(H).

Proof. Since φ is a 2-local automorphism on B(H), it follows from [9, Theorem
1] that φ is an automorphism on B(H). Moreover, there exists an invertible
T ∈ B(H) such that

φ(A) = TAT−1

for every A ∈ B(H). Now, let A ∈ B(H). Then there exists a ∗-automorphism
φA,A∗ : B(H) → B(H) such that

φ(A∗) = φA,A∗(A∗) = φA,A∗(A)∗ = φ(A)∗.

The proof is completed. �

Remark 2.4. We actually proved that every 2-local ∗-automorphism φ on B(H)
is of the form

φ(A) = UAU∗, A ∈ B(H),

where U ∈ B(H) is a fixed unitary operator.

As usual, Mn(C) will denote the algebra of all n× n matrices over the field of
complex numbers. In the recent paper [4] S. O. Kim and J. S. Kim proved that
every 2-local ∗-automorphism of the algebra Mn(C) is a ∗-automorphism. In the
present paper, using a different approach, we give a short proof of this result.
The main idea is taken from [9].

Theorem 2.5. Every 2-local ∗-automorphism φ : Mn(C) →Mn(C) is of the form

φ(A) = UAU∗, A ∈Mn(C),

where U ∈Mn(C) is a fixed unitary matrix.

Proof. Let φ : Mn(C) → Mn(C) be a 2-local ∗-automorphism and let Eij, 1 ≤
i, j ≤ n, be the standard basis of Mn(C). Denote

N =
n−1∑
k=1

Ek(k+1) ∈ Mn(C).
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Since every ∗-automorphism of an algebra Mn(C) is inner we have

φ(N) = φN,I(N) = UNU∗

for some unitary matrix U ∈ Mn(C) which depends on N and the identity I ∈
Mn(C). Replacing φ by the mapping A 7→ U∗AU , if necessary, we may assume
that φ(N) = N . Now, let A ∈Mn(C). We would like to show that φ(A) = A.

We know that there exists a unitary V ∈Mn(C) such that

φ(A) = φA,N(A) = V AV ∗.

On the other hand,
N = φ(N) = φA,N(N) = V NV ∗.

Therefore, V commutes with N . Thus,

V =


v1 v2 . . . vn

0 v1
. . .

...
...

...
. . . v2

0 0 . . . v1


for some scalars v1, v2, . . . , vn ∈ C. Since V is a unitary matrix, we have |v1|2 = 1
and v2 = . . . = vn = 0. It follows that V = v1I and φ(A) = A. The proof is
completed. �

In the same way we can actually prove that the statement holds true also for
Mn(R).

Remark 2.6. Let us point out that S. O. Kim and J. S. Kim [4] showed the
above result using a certain preserving property. In particular, their proof heav-
ily rely on [7, Theorem 3.4.1] which gives a non-linear characterization of the
automorphisms of Mn(C) via preserving the system of all eigenvalues of ma-
trices listed according to multiplicity. Motivated by these observations, note
that every 2-local ∗-automorphism φ on Mn(C) also preserves commutativity.
Namely, if A,B ∈ Mn(C) and AB = BA, then there exists a ∗-automorphism
φA,B : Mn(C) → Mn(C) such that

φ(A)φ(B) = φA,B(A)φA,B(B) = φA,B(AB) = φA,B(BA)

= φA,B(B)φA,B(A) = φ(B)φ(A).

Thus, φ maps commuting pairs of matrices into commuting pairs of matrices.
Therefore, we can use the results on commutativity preservers (see [10, 2, 7] and
references therein) and give a new short proof of Theorem 2.5.

Now, let φ : A → A be a 2-local ∗-antiautomorphism on a ∗-algebra A and let
us define a map ψ : A → A by

ψ(a) = φ(a)∗, a ∈ A.
Then it is easy to see that ψ is a 2-local ∗-automorphism on A. Namely, for every
a, b ∈ A there exists a ∗-antiautomorphism φa,b : A → A depending on a and b
such that φ(a) = φa,b(a) and φ(b) = φa,b(b). But then the mapping ψa,b : A → A
defined by

ψa,b(c) = φa,b(c)
∗, c ∈ A,
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is a ∗-automorphism on A. Moreover, ψ(a) = ψa,b(a) and ψ(b) = ψa,b(b). Thus,
we have the next two consequences of Theorem 2.3 and Theorem 2.5.

Theorem 2.7. Let H be an infinite-dimensional separable Hilbert space and B(H)
the algebra of all bounded linear operators on H. Suppose that φ : B(H) →
B(H) is a 2-local ∗-antiautomorphism. Then φ is a ∗-antiautomorphism on A.
Moreover,

φ(A) = UA∗U∗, A ∈ B(H),

where U ∈ B(H) is a fixed unitary operator.

Theorem 2.8. Every 2-local ∗-antiautomorphism φ : Mn(C) → Mn(C) is of the
form

φ(A) = UA∗U∗, A ∈ A,
where U ∈Mn(C) is a fixed matrix.

3. 2-local Jordan ∗-derivations

LetA be a complex algebra with involution ∗. A real linear mapping δ : A → A
is called a Jordan ∗-derivation on A if δ(a2) = δ(a)a∗ + aδ(a) for every a ∈ A.
Analogously, as Šemrl introduced 2-local derivations, we can define 2-local Jordan
∗-derivations.

Definition 3.1. A mapping δ : A → A is called a 2-local Jordan ∗-derivation if
for every a, b ∈ A there exists a Jordan ∗-derivation δa,b : A → A depending on a
and b such that δ(a) = δa,b(a) and δ(b) = δa,b(b).

Remark 3.2. In the above definition we did not assumed linearity or additivity
of δ. But, in the same way as in Remark 2.2, we can show that

δ(λa) = λδ(a)

for all a ∈ A and every scalar λ ∈ R. Moreover, for every a ∈ A there exists an
appropriate Jordan ∗-derivation δa2,a : A → A such that

δ(a2) = δa2,a(a
2) = δa2,a(a)a

∗ + aδa2,a(a) = δ(a)a∗ + aδ(a).

Thus,

δ(a2) = δ(a)a∗ + aδ(a)

for all a ∈ A.

Of course, every Jordan ∗-derivation on a ∗-algebra A is a 2-local Jordan ∗-
derivation on A. But in general we can not expect the converse statement. And
the natural question here is, for which ∗-algebras every 2-local Jordan ∗-derivation
is automatically a Jordan ∗-derivation.

Let H be a complex Hilbert space, dimH > 1, and B(H) the algebra of all
bounded linear operators on H. We will denote by F(H) ⊆ B(H) the subalgebra
of bounded finite rank operators. We call a subalgebra A of B(H) standard, if it
contains F(H). Šemrl [8] proved that every Jordan ∗-derivation δ : A → B(H) is
of the form δ(A) = TA∗ − AT , A ∈ A, where T ∈ B(H) is a fixed operator.
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Theorem 3.3. Let H be a complex Hilbert space, dimH > 1, and A a unital
standard operator algebra on H. Suppose that δ : A → B(H) is a 2-local Jordan
∗-derivation. Then δ is a Jordan ∗-derivation on A. Moreover, there exists a
linear operator T ∈ B(H) such that

δ(A) = TA∗ − AT

for every A ∈ A.

Proof. Let δ : A → B(H) be a 2-local Jordan ∗-derivation on A. Without loss
of generality we may assume that δ(iI) = 0. Namely, if δ(iI) 6= 0, we replace
a mapping δ with a mapping δ − δiI,I , where δiI,I is an appropriate Jordan ∗-
derivation depending on iI and the identity I ∈ A. Now, let A ∈ A. We would
like to prove that δ(A) = 0.

We have

δ(A) = δA,iI(A) = TA∗ − AT

for some T ∈ B(H) depending on A and iI. On the other hand,

δ(iI) = δA,iI(iI) = T (iI)∗ − (iI)T = −2iT = 0.

This yields that T = 0 and δ(A) = 0. Thus, δ is a Jordan ∗-derivation on A and,
according to [8, Theorem], there exists T ∈ B(H) such that

δ(A) = TA∗ − AT

for every A ∈ A. The proof is completed. �

Theorem 3.4. Every 2-local Jordan ∗-derivation δ : Mn(C) → Mn(C) is of the
form

δ(A) = TA∗ − AT, A ∈ A,
where T ∈Mn(C) is a fixed matrix.

Proof. The main idea of the proof is the same as the main idea in the proof of
Theorem 3.3. First we assume that δ(iI) = 0, where I ∈ Mn(C) is the identity
matrix. Then we take an arbitrary matrix A ∈ Mn(C) and show that δ(A) = 0,
which yields that δ is a Jordan ∗-derivation on Mn(C). Moreover, there exists a
matrix T ∈Mn(C) such that δ(A) = TA∗ − AT for every A ∈Mn(C). �
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