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POSITIVE DEFINITENESS, REPRODUCING KERNEL
HILBERT SPACES AND BEYOND

J. C. FERREIRA1∗ AND V. A. MENEGATTO2

Communicated by V. Valov

Abstract. Positive definiteness, reproducing kernel Hilbert spaces, integral
operators and Mercer’s theorem in its various formats are common topics in
many branches of mathematics. In this paper we review and upgrade upon
some recent results that always involve at least two of them and indicate a few
directions in which additional research could be carried out.

1. Introduction

This paper is mainly concerned with a few concepts with we immediately recall.
LetX be a non-empty set andK a positive definite kernel onX, that is, a function
K : X ×X → C satisfying the inequality

n∑
i,j=1

cicjK(xi, xj) ≥ 0,

whenever n ≥ 1, {x1, x2, . . . , xn} is a subset of X and {c1, c2, . . . , cn} is a subset
of C. For x ∈ X, let us write Kx to denote the function y ∈ X → K(y, x) ∈ C.
The unique Hilbert space HK defined by the properties
- Kx ∈ HK , x ∈ X;
- the linear span of {Kx : x ∈ X} is dense in HK ;
- the inner product 〈·, ·〉K of HK satisfies f(x) = 〈f,Kx〉K , x ∈ X, f ∈ HK ,
is called the reproducing kernel Hilbert space (RKHS) associated to K. The
equality above is usually referred to as the reproducing property and usually plays
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a significant role in most problems where RKHSs enter. For instance, they enter
in the solution of many problems in Approximation Theory, Learning Theory,
Functional Analysis and many other areas as one can ratify in the references
[1, 9, 11, 26, 27, 28, 29]. If we assume X is endowed with a convenient measure
ν and the integral operator K : L2(X, ν)→ L2(X, ν) given by the formula

K(f)(x) =

∫
X

K(x, y)f(y) dν(y), f ∈ L2(X, ν), x ∈ X,

is well defined then it is quite frequent to find results dealing with the analysis
of many questions related to K and K in connection with the space HK . We
mention Saitoh’s book [26] for theoretical aspects of reproducing kernel Hilbert
spaces and the papers [9, 31, 33] for applications. Other references included there
increment the list of sources for the exigent reader.

One of our intentions in writing this paper is then to describe some of the
problems we alluded to in the previous paragraph, but putting them in a slightly
more general setting not considered before. A second intention is to justify prop-
erly all the results announced in [12]. These two goals will be achieved in Sections
1-5. Subsequently, after restricting ourselves to the case in which X is an open
subset of Euclidean space, we consider some results involving the differentiability
of positive definite kernels. In the cases in which a certain degree of smooth-
ness is guaranteed, we tackle on Mercer’s representation for certain derivatives
of the kernels. This topic is of interest in the search for improved decay rates for
eigenvalues and singular values of integral operators, when an additional assump-
tion on certain derivatives of the generating kernel is to be used. These results
and some circumstances where they were used before are described in Section 6.
There we also consider the search for reproducing like formulas for derivatives of
functions in the associated RKHS. Finally, still considering X as a subset of an
Euclidean space, Section 7 is devoted to the description of some results involving
both positive definite kernels and the usual Fourier transform in Euclidean space,
a topic not fully studied yet.

Despite being a bit disconnected, the paper is intended to serve as motivation
for future research related to the different topics covered here or elsewhere.

2. Embedding the RKHS in other spaces

A good starting point for what we intend to cover in this section is reference
[31]. There, some interesting properties involving HK and spectral properties of
K related to Mercer’s theorem were obtained in the case in which X is a metric
space endowed with a strictly positive measure ν and having a compactness struc-
ture of the following type: X = ∪∞n=1Xn, where each Xn is a compact set of finite
measure, Xn ⊂ Xn+1, n = 1, 2, . . ., and every compact subset of X is a subset
of some Xn. Assuming a technical assumption on the operator K, a more gen-
eral version of the classical Mercer’s theorem was established. Among properties
related to HK , it can be found proved there a intimate connection between the
inner product of HK and the inner product of L2(X, ν), which allows one to see
HK as a subspace of L2(X, ν). This study continued in [33], now assuming that
X was just a metric space endowed with a probability measure ν. A particular
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result obtained in this setting was the compactness of the inclusion of HK into
spaces of continuous functions, under two basic assumptions: compactness of X
and continuity of K. The proofs of these results used the metric or compactness
assumptions on the space in a decisive manner.

Here, we tackle some of these very same issues when the space X has neither
a metric nor a compactness structure. Precisely, we will consider cases in which
X is a topological space endowed with a (complete) Borel measure on X. Thus,
throughout this section and the other two to come, X and ν are as above and
the kernel K is positive definite on X, carrying no additional assumptions.

As continuity of K is not assumed, we begin with a little discussion about it.
Usually, the continuity of K is closely related to the continuity of the so-called
feature map η : X → HK given by

η(x) = Kx, x ∈ X.
Since

‖η(x)‖2K = K(x, x) := κ(x), x ∈ X,
η is uniformly bounded if and only if κ is bounded. Also, the equality

‖η(x)−η(y)‖2K = 〈Kx−Ky, Kx−Ky〉K = κ(x)−K(x, y)−K(y, x)+κ(y), (2.1)

along with the inequality

|K(x, y)−K(u, v)| = |〈η(x), η(y)〉K − 〈η(u), η(v)〉K |
≤ |〈η(x)− η(u), η(y)〉K |+ |〈η(u), η(y)− η(v)〉K |,

for all x, y, u, v ∈ X, imply an equivalence between the continuity of K and that
of η, as we will detail in the next lemma. We write C(X) to denote the set of all
complex continuous functions on X.

Lemma 2.1. The kernel K is continuous if and only if η is so. In particular, if
K is continuous then HK ⊂ C(X).

Proof. Suppose that the function K is continuous. Let A be an open set in HK

and g = η(x) ∈ A, for some x ∈ X. Pick, as we can, an ε > 0 such that the ball in
HK of radius

√
3ε centered in η(x) is a subset of A and also an open set O ⊂ X

for which x ∈ O and

|K(x, x)−K(y, z)| < ε, y, z ∈ O.
It follows that

|K(y, y)−K(y, x)| ≤ |K(y, y)−K(x, x)|+ |K(x, x)−K(y, x)| < 2ε, y ∈ O.
Hence, by using the comments preceding the lemma, we can see that

‖η(x)− η(y)‖2K ≤ |K(x, x)−K(x, y)|+ |K(y, y)−K(y, x)| ≤ 3ε, y ∈ O.
This clearly means that η(O) ⊂ A and η is continuous. For the converse, we use
the equality

K(x, y) = 〈η(y), η(x)〉K , x, y ∈ X.
If f ∈ HK then f(·) = 〈f, η(·)〉K and a similar calculation leads to the continuity
of f . �
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The proof of the next result is very close to that in the metric case that appeared
in [33] and uses a general version of Arzela–Ascoli’s theorem ([23, p. 290]).

Lemma 2.2. If X is also compact and Hausdorff then the continuity of K implies
the compactness of the inclusion map i : HK ↪→ C(X). The converse is also true.

Proof. If K is continuous then it is bounded and there exists M > 0 such that

|f(x)| = 〈f,Kx〉K ≤
√
K(x, x)‖f‖K ≤M‖f‖K , x ∈ X, f ∈ HK .

It follows that the inclusion map is bounded. Since HK ⊂ C(X) and

|f(x)− f(y)|2 = |〈f,Kx −Ky〉K |2 ≤ ‖f‖2K‖Kx −Ky‖2K , x, y ∈ X, f ∈ HK .

Equation (2.1) may be used to see that every bounded set ofHK is equi-continuous
([23, p. 276]). Now Arzela–Ascoli’s theorem guarantees the compacity of the
inclusion map (see also Theorem 4.6 in [23, p. 283]). To the converse, if i is
compact, B is the unitary closed ball in HK and x, y ∈ X, then

sup
f∈B
|〈f,Kx −Ky〉K | = sup

f∈B
|f(x)− f(y)| = ‖Kx −Ky‖K = ‖η(x)− η(y)‖K .

It follows from Arzela–Ascoli’s theorem that B is equi-continuous and hence η is
continuous. Lemma 2.1 may be used to ensure that K is also continuous. �

Lemma 2.3 below is essentially proved in [26, p.36]. It reveals that convergence
in the topology ofHK is not too far from uniform convergence on compact subsets
of X. The result follows from the inequality

|fn(x)− f(x)| = |〈fn − f,Kx〉K | ≤ ‖fn − f‖Kκ(x)1/2, x ∈ X,
a direct consequence of the reproducing property and the Cauchy–Schwarz in-
equality.

Lemma 2.3. If {fn} converges to f in the topology of HK then the convergence
is actually uniform on any subset A of X in which κ is bounded.

Next, we detail how one can embed HK into C(X) under weaker assumptions.
Additional structure on X is needed.

Theorem 2.4. If X is either a first countable or a locally compact topological
space, every function Kx is continuous and the restriction of κ to every compact
subset of X is bounded then HK is a subset of C(X).

Proof. We will show that if {fn} converges to f in the topology of HK and every

fn is of the form fn =
∑jn

i=1 ciK
xi , ci ∈ C, xi ∈ X, then f is continuous. Let A

be a compact subset of X. If κ is bounded in A, Lemma 2.3 implies that fn is
uniformly convergent to f in A. If X is first countable we use Theorem 1.1 in [23]
to obtain the continuity of f . If X is locally compact, the same conclusion can
be reached with the help of Theorem 10.6 in [23]. �

Clearly, the continuity of K is an ideal replacement for the two assumptions
involving K mentioned in the statement of the theorem.

In Learning Theory, the continuity and compactness of the inclusion map i :
HK ↪→ C(X) are used to prove the existence of the so-called uniform covering
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numbers ([33]). Such properties of i are always guaranteed when the space X is
metric.

Next, we embed HK into L2(X, ν).

Proposition 2.5. Assume every function in HK is ν-measurable. If κ belongs to
L1(X, ν) then HK ⊂ L2(X, ν). In that case, the inclusion map i : HK ↪→ L2(X, ν)

has norm at most ‖κ‖1/21 .

Proof. It suffices to see that

‖f‖2 ≤ ‖κ‖1/21 ‖f‖K , f ∈ HK .

�

Since the measure ν is a Borel (complete) measure, the measurability assump-
tion in the previous proposition can be dropped whenever HK ⊂ C(X). In par-
ticular, that is the case when K is continuous. Also, if κ belongs to L1(X, ν) then
the well known inequality

|K(x, y)|2 ≤ κ(x)κ(y), x, y ∈ X,
implies that Kx belogs to L2(X, ν).

Another important issue is to describe conditions under which HK contains a
copy of the range of K. Proposition 2.6 gives an answer to that.

Proposition 2.6. Assume every function in HK is ν-measurable. If κ belongs to
L1(X, ν) then the range of K is a subset of HK. In that case,

〈K(f), g〉K = 〈f, g〉2, g ∈ HK , f ∈ L2(X, ν).

Proof. Let f ∈ L2(X, ν) and consider the linear functional ψf : HK → C given
by ψf (g) = 〈g, f〉2, g ∈ HK . Applying the Cauchy–Schwarz inequality, we deduce
that

|ψf (g)| ≤ ‖f‖2‖κ‖1/21 ‖g‖K , g ∈ HK ,

that is, ψf is bounded. The Riesz representation theorem implies the existence of
h ∈ HK such that

ψf (g) = 〈g, f〉2 = 〈g, h〉K , g ∈ HK .

In particular,

h(x) = 〈h,Kx〉K = 〈f,Kx〉2 = K(f)(x), x ∈ X,
and, consequently, K(f) ∈ HK . The equality in the statement of the proposition
is implicit in the arguments above. �

Versions of the above results that hold in a metric setting can be found in [31,
33]. We advise that the assumptions used there are stronger than ours. Finally, we
observe that in many particular settings, a relevant problem that requires further
analysis is that of finding reasonable conditions in order to embed HK in spaces
of smooth functions, whenever the generating kernel K carries a smoothness
assumption. Here, the smoothness in HK and that of K need to agree somehow.
We will discuss some of that ahead.
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3. Results along Mercer’s theorem

We now change direction and describe results related to series representations
for K, K and the square root K1/2 of K when K is at least positive definite. We
will assume X is a topological space endowed with a strictly positive measure ν,
that is, a (complete) Borel measure on X for which two properties hold: every
open nonempty subset of X has positive measure and every x ∈ X belongs to
an open subset of X having finite measure. The need for the assumptions above
on X and ν arise in technical arguments (see also [15] for more details). Some
assumptions on K will be added in each instance. In a certain sense, the results
to be presented here can be seen as applications, extensions and generalizations
of others proved in [14, 15, 31, 33].

An interesting situation occurs when the kernel K is L2(X, ν)-positive definite,
that is, when K is bounded and

〈K(f), f〉2 ≥ 0, f ∈ L2(X, ν).

In that case, if the function x ∈ X → Kx ∈ L2(X, ν) is continuous, the formula

K(f)(x) = 〈f,Kx〉2, f ∈ L2(X, ν), x ∈ X,

shows at once that the range of K is a subset of C(X). If the compactness of K is
assured then a quite general version of Mercer’s theorem along the lines of those
proved in [13, 15, 31] holds for K. Precisely, one can deduce that K is self-adjoint
and possesses a L2(X, ν)-convergent spectral representation in the form

K(f) =
∞∑
n=1

λn(K)〈f, φn〉2φn, f ∈ L2(X, ν),

in which {φn} is an orthonormal subset of L2(X, ν) and {λn(K)} decreases to 0.
Also, since every function in the sequence {λn(K)φn} is continuous then one can
show that K has a series representation in the form

K(x, y) =
∞∑
n=1

λn(K)φn(x)φn(y), x, y ∈ X, (3.1)

Further, the convergence in both series is absolute and uniform on compact sub-
sets. More details on these facts are to be found in [14, 15].

The comments above suggest the following definition. A continuous kernel K
on X will be termed a Mercer’s kernel when it possesses a series representation of
the form (3.1) in which {φn} is an L2(X, ν)-orthonormal sequence of continuous
functions on X, {λn(K)} decreases to 0 and the series converges uniformly on
compact subsets of X×X. We will assume the representation (3.1) of a Mercer’s
kernel is such that λn(K)φn 6= 0 for all n and advise the reader that the results to
come can be adapted to hold in the case when the series above becomes a finite
sum. A Mercer’s kernel is necessarily L2(X, ν)-positive definite. In particular, it
is also positive definite in the usual sense. In addition, by using Lemma 2.1, it
is promptly seen that the operator K has all the properties mentioned in the
previous paragraph.



70 J.C. FERREIRA, V.A. MENEGATTO

The actual verification that a continuous and positive definite kernel is a Mer-
cer’s kernel is not an easy task and it does not become easier, even when X is
either locally compact or possesses the compactness structure adopted in [31].
An ideal general setting for that to happen is described in the first result in this
section.

Theorem 3.1. Let K be continuous and L2(X, ν)-positive definite on X. If κ
belongs to L1(X, ν) then K is a Mercer’s kernel.

Proof. Assume κ ∈ L1(X, ν). Since K is positive definite in the usual sense then∫
X

|K(x, y)|2d(ν × ν)(x, y) ≤
(∫

X

κ(x)dν(x)

)2

<∞,

that is, K ∈ L2(X × X, ν × ν). In particular, K is compact and self-adjoint.
Invoking Lemma 2.1 and Proposition 2.6, we deduce that the range of K is a
subset of C(X). As so, the usual spectral theorem for compact and self-adjoint
operators on Hilbert spaces informs us that K has an L2(X, ν)-convergent series
representation in the form

K(f) =
∞∑
n=1

λn(K)〈f, φn〉2φn, f ∈ L2(X, ν), (3.2)

where {λn(K)} decreases to 0 and {φn} is L2(X, ν)-orthonormal. In addition, we
can assume that each φn is continuous. The rest of the proof follows well-known
arguments which we reproduce for the convenience of the reader. For each p ≥ 1,
the formula

Kp(x, y) = K(x, y)−
p∑

n=1

λn(K)φn(x)φn(y), x, y ∈ X,

defines a continuous element of L2(X ×X, ν × ν). Standard computations show
that it is positive definite. As so, Kp(x, x) ≥ 0, x ∈ X, that is,

p∑
n=1

λn(K)|φn(x)|2 ≤ K(x, x), x ∈ X.

On the other hand, the inequality∣∣∣∣∣
p+q∑
n=p

λn(K)〈f, φn〉2φn(x)

∣∣∣∣∣
2

≤ λ1(K) sup
y∈Y

K(y, y)

p+q∑
n=p

|〈f, φn〉2|2, x ∈ Y,

holds whenever Y ⊂ X and q, p ≥ 1. As so, the convergence of the series in (3.2)
is uniform on those subsets of X on which κ is bounded. The inequality∣∣∣∣∣

p+q∑
n=p

λn(K)φn(x)φn(z)

∣∣∣∣∣
2

≤ K(z, z)

p+q∑
n=p

λn(K)|φn(x)|2, x, z ∈ X, p, q ≥ 1,

holds due to the Cauchy–Schwarz inequality while the continuity of K guarantees
that every y ∈ X has an open neighborhood Oy ⊂ X for which

κ(z) ≤ κ(y) + 1, z ∈ Oy.
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Thus, if x is held fixed, the Cauchy criterion for convergence implies the uniform
convergence of the series

∑∞
n=1 λn(K)φn(x)φn(z) on Oy, to a function Gx : X →

C. That means that Gx ∈ C(X). Hence,∫
X

Gx(y)f(y) dν(y) =
∞∑
n=1

λn(K)〈f, φn〉2φn(x) = K(f)(x), f ∈ L2(X, ν), x ∈ X,

that is, ∫
X

[Gx(y)−K(x, y)] f(y) dν(y) = 0, f ∈ L2(X, ν), x ∈ X.

The basic assumptions on X and ν enter in the deduction of
∞∑
n=1

λn(K)φn(x)φn(y) = K(x, y), x, y ∈ X,

while a help of Dini’s theorem leads to
∞∑
n=1

λn(K)|φn(x)|2 = K(x, x), x ∈ X,

with uniform and absolute convergence on compact subsets of X. Finally, by
applying the Cauchy criterion for uniform convergence and the Cauchy–Schwarz
inequality we obtain the uniform and absolute convergence of the series (3.4) on
compact subsets of X ×X. �

Since Theorem 3.1 does not use either compactness or a metric structure on X,
we like to think it is a significant improvement to many other similar results found
in the literature (see [3, 12, 14, 15, 18, 22, 24, 31] for example). It also produces
other relevant consequences in all the areas surrounding the theory of integral
operators generated by positive definite kernels. For instance, a simple application
of the monotone convergence theorem reveals that ‖κ‖1 =

∑∞
n=1 λn(K). Such

equality reduces itself to what is called the basic decay rate for the sequence of
eigenvalues of K, since it implies λn(K) = o(n−1) as n → ∞ ([16, 17]). Better
decay rates can be reached when we restrict the setting and add smoothness
assumptions on K. As a matter of fact this is an interesting area of research that
has not found its end yet. Some recent results related to such problem can be
found in [3, 8, 14, 15, 17] and many others quoted there. There are plenty of
questions still to be analyzed along these lines.

Moving on, we now discuss a method to construct an orthonormal basis for the
Hilbert space HK when K is a Mercer’s kernel.

Theorem 3.2. Let K be a continuous and L2(X, ν)-positive definite kernel on X.
Assume that κ belongs to L1(X, ν). With the notation in (3.1), an orthonormal

basis to HK is the set
{√

λn(K)φn : n = 1, 2, . . .
}

.

Proof. The operator K is representable as described in the beginning of the sec-
tion. As so,

K(φn) = λn(K)φn, n = 1, 2, . . . ,
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and, consequently, each φn belongs to HK ∩ L2(X, ν). If κ belongs to L1(X, ν),
Proposition 2.6 can be used in the deduction of

〈λn(K)φn, φm〉K = 〈K(φn), φm〉K = 〈φn, φm〉2 = δm,n.

Consequently, {λn(K)1/2φn : n = 1, 2, . . .} is an orthonormal subset of HK . To
complete the proof, first we use the reproducing property φn(x) = 〈φn, Kx〉K ,
x ∈ X, to see that

Kx = K(·, x) =
∞∑
n=1

λn(K)φn(x)φn =
∞∑
n=1

〈Kx, φn〉Kλn(K)φn, x ∈ X.

Now, if f ∈ HK satisfies 〈f, φn〉K = 0, n = 1, 2, . . . then

f(x) =

〈
f,

∞∑
n=1

〈Kx, φn〉K λn(K)φn

〉
K

=
∞∑
n=1

〈f, φn〉Kλn(K)φn(x) = 0, x ∈ X.

Therefore, {λn(K)1/2φn : n = 1, 2, . . .} is also a basis of HK . �

To finalize the section, we will use the previous theorem to characterize HK

as a special separable subspace of L2(X, ν). Before that, we need to list some
information regarding the square root of the integral operator generated by a
Mercer’s kernel.

If K is a Mercer’s kernel, basic functional analysis reveals that K has a unique
positive square rootK1/2 : L2(X, ν)→ L2(X, ν) satisfyingK1/2(φn) = λn(K)1/2φn,
n = 1, 2, . . .. It can also be shown that

K1/2(f)(x) =
∞∑
n=1

λn(K)1/2〈f, φn〉2φn(x), f ∈ L2(X, ν), x ∈ X,

(with uniform convergence on compact subsets of X) and that the range of K1/2

contains continuous functions only (the proof is similar to that in the metric case
described in [15]).

For a subset B of L2(X, ν), we will write B to denote the closure of B in
L2(X, ν) while B⊥ will denote the orthogonal complement of B in that space. In
addition, we will write [B] to denote the linear span of B.

Theorem 3.3. Let K be a continuous and L2(X, ν)-positive definite kernel on
X. If κ belongs to L1(X, ν) then K1/2 settles an isometric isomorphism between

[Kx : x ∈ X] and HK.

Proof. Assume κ belongs to L1(X, ν). Since K is a Mercer’s kernel, consider the
set {φn : n = 1, 2, . . .} from the representation (3.1) once again. Since [{Kx :

x ∈ X}] ⊂ [{φn}], the inclusion [{Kx : x ∈ X}] ⊂ [{φn}] follows at once. An

immediate consequence is the inclusion [{φn}]
⊥
⊂ [{Kx : x ∈ X}]

⊥
. Going the

other way around, if f ∈ L2(X, ν) is orthogonal to [{Kx : x ∈ X}] then

K(f)(x) = 〈f,Kx〉2 = 0, x ∈ X,
that is, K(f) = 0. Proposition 2.5 implies that

〈f, φn〉2 = 〈K(f), φn〉K = 0, n = 1, 2, . . . .
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Due to the orthonormality of {φn} in L2(X, ν), we deduce that 〈f, g〉2 = 0,

whenever g ∈ [{φn}]. It is now clear that [{φn}]
⊥
⊃ [{Kx : x ∈ X}]

⊥
. To complete

the proof, first observe that if g ∈ HK , then

g =
∞∑
n=1

βnλn(K)1/2φn = K1/2(f),

with f =
∑∞

n=1 βnφn ∈ [{Kx : x ∈ X}]. Finally, the equality

K1/2(f) =
∞∑
n=1

αnλn(K)1/2φn, f =
∞∑
n=1

αnφn ∈ [{Kx : x ∈ X}]

and an application of Parseval’s identity leads to ‖K1/2(f)‖2K =
∑∞

n=1 |αn|2 =
‖f‖22. The proof is complete. �

The following complement of the previous theorem refines Proposition 2.5.

Theorem 3.4. Let K be a continuous and L2(X, ν)-positive definite kernel on
X. If κ belongs to L1(X, ν) then the inclusion map i : HK ↪→ L2(X, ν) has norm
at most λ1(K)1/2.

Proof. With the same notation used in Theorem 3.3, let f be of the form

f =
m∑
i=1

αiK
xi =

∞∑
n=1

(
λn(K)1/2

m∑
i=1

αiφn(xi)

)
λn(K)1/2φn,

in which {φn : n = 1, 2, . . .} comes from Mercer’s representation (3.1). If κ belongs
to L1(X, ν), then f ∈ HK ∩ L2(X, ν) and Bessel’s inequality implies that

‖f‖22 =
∞∑
n=1

∣∣∣∣∣λn(K)1/2
m∑
i=1

αiφn(xi)

∣∣∣∣∣
2

λn(K) ≤ λ1(K)‖f‖2K .

To conclude the proof it suffices to observe that [Kx : x ∈ X] is both, a subset
of L2(X, ν) ∩HK and dense in HK . �

The results in this section contain a certain degree of generality we believe is
not transposable. But that should deserve a solid reasoning which we don’t have
at this moment. A possible line of investigation is to move out one of the primary
assumptions and to analyze what can be done in order to maintain the outcomes
in the previous results. In the next section, we do such an analysis by dropping
the integrability of κ.

4. Mercer’s theory without integrability of κ

As we have seen, if K is continuous and L2(X, ν)-positive definite, then the
integrability of κ implies the square integrability of K and hence the compactness
of K. However, it is plausible that we can have a situation in which K is not
compact, HK is still composed of continuous functions and containing the range
of K (see [20] for a such a case). In a certain sense, this situation justifies the
pertinency of the analysis in this section.
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The basic assumptions on X and ν as in the previous sections persist here.
The first result refers to the action of K on elements of L2

c(X, ν), the set of all
functions in L2(X, ν) having compact support.

Proposition 4.1. Let K be a continuous and L2(X, ν)-positive definite kernel
on X. Then K takes L2

c(X, ν) into HK and

〈K(f), g〉K = 〈f, g〉2, f ∈ L2
c(X, ν), g ∈ HK .

Proof. The proof relies on the very same arguments used in the proof of Propo-
sition 2.5. The estimation on the linear functional ψ takes the form

|ψf (g)|2 ≤ ‖f‖22‖g‖2K
∫
Y

k(x)dν(x),

where Y denotes the support of f which we know is a subset of X of finite
measure. The remaining details can be easily accomplished. �

Proposition 4.2 below takes care of the extension of the previous property to
L2
c(X, ν).

Proposition 4.2. Let K be a continuous and L2(X, ν)-positive definite kernel on
X. If a sequence {fn} in L2

c(X, ν) converges to f in L2(X, ν) then K(f) belongs
to HK ∩ C(X) and

〈K(f), g〉K = lim
n→∞
〈fn, g〉2, g ∈ HK .

Proof. Let {fn} ⊂ L2
c(X). The previous proposition implies that each K(fn)

belongs to HK and

‖K(fn)−K(fm)‖2K = 〈fn− fm,K(fn)−K(fm)〉2 ≤ ‖fn− fm‖2‖K(fn)−K(fm)‖2,
for all m,n ≥ 1. If {fn} converges to f in L2(X, ν), the continuity of K implies
that {K(fn)} converges to K(f) in L2(X, ν) while the previous inequality reveals
that {K(fn)} is a Cauchy sequence in HK . As so, it converges there to the same
limit K(f). Applying Lemma 2.1, we conclude that the convergence is uniform
on compact subsets of X. It follows that K(f) ∈ HK and

〈K(f), g〉K = lim
n→∞
〈K(fn), g〉K = lim

n→∞
〈fn, g〉2, g ∈ HK .

The proof is complete. �

An alternative version of Theorem 3.1 is as follows.

Theorem 4.3. Let K be a continuous and L2(X, ν)-positive definite kernel on X.
If L2

c(X, ν) is dense in L2(X, ν) and K is compact then K is a Mercer’s kernel.

Proof. It is a consequence of Proposition 4.2 and an adaptation of the procedure
used in the proof of Theorem 3.1. �

The additional denseness requirement in the statement of Theorem 4.3 may
appear unexpected. What is important to notice is that such property holds
automatically in at least two important situations, that in which X is locally
compact and ν is a Radon measure and the other in which X is a metric space
possessing a compact structure as described in [31]. To exhibit a concrete setting
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where the denseness assumption does not hold is not easy and will not be done
here.

Another quite interesting point to be noticed by the critical reader is that
Theorem 4.3 implies that the set of assumptions used in Section 3 in [31] is
redundant. Also, it shows that some of the assumptions used in [3, 24] are too
demanding. We do not intend to go any further on that in the present work,
leaving any additional analysis to the interested reader.

Theorem 4.4. Let K be a Mercer’s kernel on X. Assume that L2
c(X, ν) is dense

in L2(X, ν). If {φn : n = 1, 2, . . .} is the orthonormal set provided by (3.1) then
the set {λn(K)1/2φn : n = 1, 2, . . .} is an orthonormal basis of HK.

Proof. Since each φn is an element of HK ∩ L2(X, ν) we can modify the proof
of Theorem 3.3, replacing Proposition 2.6 with Proposition 4.2, to achieve the
orthonormality assertion. �

A way to identify HK with a subspace of L2(X, ν) is described in our next
result.

Theorem 4.5. Let K be a Mercer’s kernel on X. Assume that L2
c(X, ν) is dense

in L2(X, ν). Then K1/2 settles an isometric isomorphism between [{Kx : x ∈ X}]
and HK. Also, the inclusion map i : HK ↪→ L2(X, ν) is bounded and its norm is
at most λ1(K)1/2.

Proof. It is sufficient to see that

‖Kx‖22 =
∞∑
n=1

λn(K)2|φn(x)|2 ≤ λ1(K)κ(x) <∞, x ∈ X,

and to repeat the arguments used in the proofs of theorems 3.3 and 3.4, replacing
Proposition 2.6 with Proposition 4.2. �

We close the section with another representation for the reproducing kernel
Hilbert space HK . A particular version of this result in the case when X is a
subset of an Euclidean space can be found in [9].

Theorem 4.6. Let us assume the setting in either Theorem 3.2 or Theorem 4.4.
Then the elements in HK can be represented in the form

f =
∞∑
n=1

〈f, φn〉2 φn,
∞∑
n=1

λn(K)−1|〈f, φn〉2|2 <∞. (4.1)

The convergence in the first series is absolute and uniform on compact subsets of
X. In particular,

〈f, g〉K =
∞∑
n=1

λn(K)−1〈f, φn〉2〈φn, g〉2, f, g ∈ HK .

Proof. Under the conditions stated, if f ∈ L2(X, ν) has the description in (4.1)
then it is easily seen that f ∈ HK . On the other hand, Theorem 3.2 (respect.
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Theorem 4.4) and Proposition 2.6 (respect. 4.2), lead to a representation for each
f ∈ HK in the form

f =
∞∑
n=1

〈f, λn(K)1/2φn〉Kλn(K)1/2φn =
∞∑
n=1

〈f,K(φn)〉Kφn =
∞∑
n=1

〈f, φn〉2 φn.

The inequality∣∣∣∣∣
∞∑
n=j

〈f, λn(K)1/2φn〉Kλn(K)1/2φn(x)

∣∣∣∣∣
2

≤ ‖f‖2Kκ(x), x ∈ X, j = 1, 2, . . . ,

produces the absolute and uniformly convergence on compact subsets of X. The
continuity of the inner product of HK plus the previous arguments lead to the
final statement in the theorem. �

5. RKHS of Lipchitzian functions

In this section we intend to describe conditions under which HK and the range
of both K and K1/2 are spaces of lipschitzian functions. For obvious reasons, we
need to assume that X is metrizable while ν continues to be a strictly positive
measure on X. The metric in X will be written as d.

For α > 0, the symbol Lipα(X, ν) will designate the class of all kernels K on
X satisfying the following condition: there exists δ > 0 and a function A : X →
[0,∞] in L2(X, ν) such that

|K(x, y)−K(z, y)| ≤ A(y)d(x, z)α,

whenever x, y, z ∈ X and d(x, z) < δ.
Proposition 5.1 below reveals a basic property the bounded operator K has

when K comes from Lipα(X, ν). The reader should notice that the Lipschitz
condition just introduced does not guarantee continuity of K.

Proposition 5.1. Let K be a kernel in L2(X × X, ν × ν). If K belongs to
Lipα(X, ν) then the range of K is entirely composed of usual α-Lipschitzian func-
tions.

Proof. If K ∈ Lipα(X, ν) ∩ L2(X ×X, ν × ν) and f ∈ L2(X, ν) then it is easily
seen that

|K(f)(x)−K(f)(z)| ≤
∫
X

|K(x, y)−K(z, y)||f(y)|dν(y)

≤ d(x, z)α
∫
X

A(y)|f(y)|dν(y),

whenever x, z ∈ X and d(x, z) < δ, in which A is the function that realizes the
definition above for K. An application of Hölder’s inequality leads to

|K(f)(x)−K(f)(z)| ≤ ‖A‖2‖f‖2d(x, z)α,

whenever x, z ∈ X and d(x, z) < δ. This is precisely what the usual definition of
an α-Lipschitzian function requires. �
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The following concept is a variation of the previous one. It seems to be more
suitable in the analysis of decay rates for the eigenvalues of K in some special
settings (see [14, 15, 17] for example). For α > 0, the kernel K is said to be
α-Lipschtizian in the diagonal of X ×X when there exists a positive constant A
so that

|K(x, x)−K(x, y)| ≤ Ad(x, y)α,

whenever x, y ∈ X and d(x, y) < δ.
If a kernel K is α-Lipschtizian in the diagonal of X ×X then κ is continuous

and Kx is continuous at y = x. In addition the following result holds.

Proposition 5.2. Let K be positive definite on X. If it is α-Lipschtizian in the
diagonal of X ×X then HK is entirely composed of α/2-Lipschitzian functions.

Proof. Assume K is α-Lipschitzian in the diagonal of X×X. Invoking the repro-
ducing propositionerty in HK and (2.1), we immediately obtain

|f(x)− f(y)| ≤ ‖f‖K(|K(x, x)−K(x, y)|+ |K(y, y)−K(y, x)|)1/2

≤ ‖f‖K(2A)1/2d(x, y)α/2, f ∈ HK ,

whenever x, y ∈ X and d(x, z) < δ. The result follows. �

We now recall that for a continuous and L2(X, ν)-positive definite kernel K,
the operator K possesses a unique positive square root K1/2. Depending on the
setting, the following additional propositionerties may also be true: K1/2 is a well
defined operator on L2(X, ν), it is an integral operator generated by a kernel K1/2

on X and the original kernel K can be recovered from K1/2 (see [15]), that is,∫
X

K1/2(x, u)K1/2(x, v) dν(x) = K(v, u), u, v ∈ X.

In that case, we have the following additional result.

Proposition 5.3. If, in addition to what was mentioned in the previous para-
graph, K is α-Lipschtizian in the diagonal of X × X, then the range of K1/2 is
entirely composed of α/2-Lipschitzian functions.

Proof. If f ∈ L2(X, ν) and K is α-Lipschtizian in the diagonal of X × X, an
application of Hölder’s inequality leads to∣∣K1/2(f)(x)−K1/2(f)(z)

∣∣ ≤ ∫
X

|K1/2(x, y)−K1/2(z, y)||f(y)|dν(y)

≤
(∫

X

|K1/2(x, y)−K1/2(z, y)|2dν(y)

)1/2

‖f‖2,

for all x, z ∈ X. Using the recovery formula, the integral I appearing above can
be estimated in the following way

I =

∫
X

(K1/2(x, y)−K1/2(z, y))(K1/2(x, y)−K1/2(z, y))dν(y)

= κ(x)−K(x, z)−K(z, x) + κ(z)

≤ 2Ad(x, z)α,

whenever x, z ∈ X and d(x, z) < δ. The result follows. �
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Preliminary versions of the results described in this section appeared in [13] for
some specific choices of X. An interesting problem which we think has no answer
so far is to determine the most general setting under which K possesses a unique
square root having some or all the properties mentioned before Proposition 5.3.
It seems to be mandatory that the setting include the continuity of K but that
requires a clear proof.

6. RKHS of differentiable functions

In this section, we will assume X is an open subset of the Euclidian space Rd

and ν is the usual Lebesgue measure. We will denote by Cs(X) the set of all
functions defined on X and possessing continuous partial derivatives up to order
s. We will also put C∞(X) = ∩∞s=1C

s(X). Our concern here is to establish a
setting in order to obtain RKHSs entirely composed of differentiable functions
on X and to deduce reproducing formulas for the derivatives of functions in the
RKHS. While the results described here are based on those in [13], there are
many other related research works where similar results are obtained for different
choices of X and alternative concepts of differentiability. We mention [32, 34] for
results in a setting similar to the one adopted here and [8, 20, 21] for results on
the unit sphere through two different notions of differentiability. There are plenty
of work to be done along this line of research, the application of the results in
other areas being a relevant issue. Proofs and references for the results cited here
can be found in [13].

If α is a multi-index in Zd+ and f is a locally integrable function in X then the
αth-weak derivative of f is a function Dα

wf with domain X satisfying∫
X

Dα
wf(x)g(x)dν(x) = (−1)|α|

∫
X

f(x)Dαg(x)dν(x), g ∈ C∞0 (X),

in which
C∞0 (X) = {g ∈ C∞(X) : supp (g) ⊂ X},

and

Dαg :=
∂|α|g

∂αx
=

∂|α|g

∂α1x1∂α2x2 . . . ∂αdxd
.

If Dαf exists and is locally integrable then Dα
wf exists and both derivatives

coincide. If s is a nonnegative integer, let us write

Hs := {f ∈ L2(X, ν) : Dα
wf ∈ L2(X, ν), |α| ≤ s}.

The set Hs becomes a Hilbert space when we endow it with the inner product

〈f, g〉2,s :=
∑

0≤|α|≤s

〈Dα
wf,D

α
wg〉2, f, g ∈ Hs,

and the set {f ∈ Cs(X) : Dαf ∈ L2(X, ν), |α| ≤ s} becomes a dense subset of
Hs.

If K is a continuous kernel on X defining an element in L2(X ×X), standard
analysis can be used to show that every function in the range of K has weak
derivatives up to order s whenever s > 0 and the usual αth-partial derivative
Dα
xK of K with respect to the variable x belongs to L2(X ×X, ν × ν), whenever
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0 ≤ |α| ≤ s. In addition, the range of K is a subset of Hs and the corresponding
inclusion of this range into Hs has norm at most ∑

0≤|α|≤s

‖Dα
xK‖

2
2

1/2

.

If Dα
xK exists and is continuous on X, an application of Leibnitz’s rule ([23,

p.324]) leads to the formula

DαK(f)(x) =

∫
X

Dα
xK(x, y)f(y)dν(y), f ∈ C∞0 (X), x ∈ X.

From now on we will assume K is as described in the previous paragraph and
will add other assumptions at specific points where they are needed. For multi-
indices α and β in Zd+ the symbol Dαβ

xyK will stand for the βth-partial derivative
of Dα

xK with respect to the variable y.

Proposition 6.1. Assume K is L2(X, ν)-positive definite on X. If α is a multi-
index for which Dα

xK exists and is locally integrable and Dαα
xyK belongs to L2(X×

X, ν × ν), then Dαα
xyK is L2(X, ν)-positive definite.

Proof. It suffices to obtain the L2(X, ν)-positive definiteness for functions in

C∞0 (X). If f is such one function and f ⊗ f(x, y) := f(x)f(y), x, y ∈ X, Fu-
bini’s theorem and the L2(X, ν)-positive definiteness of K, is all that is needed
in order to deduce that∫

X×X
Dαα
xyKf ⊗ fdν × ν = (−1)|α|

∫
X

(∫
X

Dα
xK(·, y)Dαf(y)dν(y)

)
fdν

=

∫
X

(∫
X

K(x, y)Dαf(y)dν(y)

)
Dαf(x)dν(x)

is nonnegative. �

A bonus derived from the previous result is as follows ([13]). Its proof can be
reached by adapting the methods used in [5, 6, 7].

Proposition 6.2. Assume K is L2(X, ν)-positive definite on X. If K belongs to
C2s(X ×X) then∣∣Dαβ

xyK(x, y)
∣∣2 ≤ Dαα

xyK(x, x)Dββ
xyK(y, y), |α|, |β| ≤ s, x, y ∈ X.

Also, if κ belongs to L1(X, ν) then

Dαβ
xyK(x, y) =

∞∑
n=1

λn(K)Dαφn(x)Dβφn(y), x, y ∈ X, |α|, |β| ≤ s,

with absolute and uniformly convergence on compact subsets of X × X. The φn
comes from the Mercer’s representation implied by Theorem 3.1. The range of K
is a subset of Cs(X) and

DαK(f)(x) =

∫
X

Dα
xK(x, y)f(y)d ν(y), x ∈ X, f ∈ L2(X, ν), |α| ≤ s.
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In the statement and proof of the next result we make use of the partial deriv-
ative Dα

yK of K with respect to the second variable y.

Theorem 6.3. Let K be a L2(X, ν)-positive definite kernel in C2s(X ×X). If κ
belongs to L1(X, ν) and |α| ≤ s then the following assertions hold:
(i) HK ⊂ Cs(X);
(ii) If f ∈ HK then

|Dαf(x)| ≤
(
Dαα
xyK(x, x)

)1/2 ‖f‖K , x ∈ X;

(iii) The norm of the inclusion map i : HK → Hs is upper bounded by ∑
0≤|α|≤s

∫
X

Dαα
xyK(x, x)dν(x)

1/2

;

(iv) Each derivative Dα
yK(·, x) belongs to HK and

Dαf(x) =
〈
f,Dα

yK(·, x)
〉
K
, x ∈ X, f ∈ HK ;

(v) If {fn} is a bounded sequence in HK and Y is a compact subset of X, then
there exists a subsequence {fnj

} and f ∈ HK such that {Dαfnj
} converges uni-

formly to Dαf on Y .

Proof. Assume κ belongs to L1(X, ν). If r ≥ 1/2 and |α| ≤ s, we can employ the
Cauchy–Schwarz inequality, Theorem 6.2 and Bessel’s inequality to deduce that∣∣∣∣∣

∞∑
n=j

λn(K)r〈f, φn〉2Dαφn(x)

∣∣∣∣∣
2

≤
∞∑
n=j

|〈f, φn〉2|2
∞∑
n=j

λn(K)2r|Dαφn(x)|2

≤ λ1(K)2r−1Dαα
xyK(x, x)‖f‖22,

for all x ∈ X, f ∈ L2(X, ν), whenever j ≥ 1. To handle (i), let f ∈ Hk. Using
the representation for Hk described in theorems 3.2 and 3.3, we can write

f(x) = K1/2(g)(x) =
∞∑
n=1

λn(K)1/2〈g, φn〉2φn(x), x ∈ X,

for some g ∈ L2(X, ν) with ‖f‖K = ‖g‖2. In particular, f ∈ Cs(X). Since

|Dαf(x)|2 =

∣∣∣∣∣
∞∑
n=1

λn(K)1/2〈g, φn〉2Dαφn(x)

∣∣∣∣∣
2

≤ Dαα
xyK(x, x)‖g‖22, x ∈ X,

assertions (ii) and (iii) follow. Since the formula

Dα
yK(·, x) =

∞∑
n=1

λn(K)1/2Dαφn(x)λn(K)1/2φn, x ∈ X,

holds (see Theorem 6.2), it follows from Theorem 3.2 that Dα
yK(·, x) ∈ HK ,

x ∈ X, and

〈Dα
yK(·, x), Dα

yK(·, y)〉K = Dαα
xyK(y, x), x, y ∈ X.
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Hence, if f = K1/2(g) for some g ∈ L2(X, ν), then

DαK1/2(g)(x) =
∞∑
n=1

λn(K)1/2〈g, φn〉2Dαφn(x) =
〈
K1/2(g), Dα

yK(·, x)
〉
K
, x ∈ X,

and the reproducing property in (iv) follows. In order to take care of (v), let {fn}
be bounded in HK . Due to (iv), we have that

|Dαfn(x)−Dαfn(y)|2 =
∣∣∣〈fn, Dα

yK(·, x)−Dα
yK(·, y)

〉
K

∣∣∣2
≤

∥∥Dα
yK(·, x)−Dα

yK(·, y)
∥∥2
K

sup
n
‖fn‖2K ,

=
[
Dαα
xyK(x, x) +Dαα

xyK(y, y)−Dαα
xyK(x, y)

−Dαα
xyK(y, x)

]
sup
j
‖fnj
‖2K ,

whenever x, y ∈ Y and Y is a bounded subset of X. Thus, recalling that Dαα
xyK

is uniformly continuous on compact subsets of X ×X, an application of Ascoli–
Arzela’s theorem reveals that the restriction of Dαfnj

to Y converges uniformly

to DαfY , for some fY ∈ Cs
B(Y ). To see that fY is the restriction to Y of a function

in HK , we use the weak compactness of closed balls in HK ([25, p.202]), to find
a subsequence {fnjl

} of {fnj
}, weakly convergent to some f in HK . Since

Dαfnji
(x)−Dαfnjl

(x) =
〈
fnji
− fnjl

, Dα
yK(·, x)

〉
K
, x ∈ X, l ≥ i,

we can see that Dαfnjl
, converges pointwise to Dαf . It follows that fY is the

restriction of f to Y . �

An easy consequence of this theorem is the next technical result ([13]).

Corollary 6.4. Let K be a positive definite kernel in C2s(X × X) for which
κ belongs to L1(X, ν). If {fn} is a bounded sequence in HK then there exists a
subsequence {fnj

} of {fn} and f ∈ HK such that {Dαfnj
} converges uniformly

to Dαf on any compact subset of X, whenever |α| ≤ s.

We can adapt the results presented in the previous sections to hold for functions
defined in the closure X of X. We will write Cs(X) to denote the linear space
of all functions in Cs(X) for which all partial derivatives up to order s have a
continuous extension to X. We will write Cs

B(X) to denote the Banach space of
all functions in Cs(X) which possess bounded partial derivatives, endowed with
the norm

‖g‖ = max
0≤|α|≤s

sup
x∈X
|Dαg(x)| , g ∈ Cs

B(X).

Also, we will denote by K1 the extension of K to X ×X.

Theorem 6.5. Let K be a positive definite kernel in C2s(X × X) for which
κ belongs to L1(X, ν). Assume all the partial derivatives of K are continuously
extendable to X ×X and that each mapping

x ∈ X → Dαα
xyK(x, x), |α| ≤ s,
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is bounded. The following assertions hold:
(i) Both inclusion maps i : HK → Cs

B(X) and i1 : HK1 → Cs
B(X) have norm at

most

max
0≤|α|≤s

sup
x∈X

(
Dαα
xyK(x, x)

)1/2
;

(ii) The image of a bounded and closed subset of HK1 by i1 is closed in Cs
B(X).

In particular, if either X is bounded or lim x∈X
|x|→∞

k(x) = 0, the inclusion map i1

is compact.

Proof. We can see that Dαg has an extension to X, for all g ∈ HK . Theorem 6.3
implies that

|Dαg(x)| ≤ sup
y∈X

(
Dαα
xyK(y, y)

)1/2 ‖g‖K , x ∈ X, g ∈ HK1 .

It follows that the functions in HK1 can be seen as functions in Cs
B(X). As so,

the assertions in (i) follow. To finish the proof, let B be a bounded and closed
subset of HK1 . If {fn} is a uniformly convergent sequence in B, Theorem 6.3-(v)
and Corollary 6.4 imply that its limit f belongs to HK1 . Since B is also weakly
compact, there exists a subsequence of {fn} weakly (and pointwise) convergent
in B. It follows that f belongs to B, that is, B is a closed set in C(X). If either
X is bounded or lim x∈X

|x|→∞
k(x) = 0 then Corollary 6.4 implies the compactness of

B (see also [19, p.132]). �

7. Fourier transform and positive definiteness

In this section we change the focus a little bit to present some results involving
both concepts, positive definiteness and the Fourier transform in Rm. Some of
the results were motivated by others proved in [4].

The notation and basic properties of the Fourier transform are those from [19].
Here, the usual inner product of two points x, y in the euclidian space Rm will be
written as x ·y. As so, the Fourier transform is the linear mapping f ∈ L1(Rm) 7→
f̂ given by the formula

f̂(v) =

∫
Rm

f(x)e−2πix·v dx, v ∈ Rm.

Since

|f̂(v)| ≤
∫
Rm

|f(x)e−2πix·v| dx =

∫
Rm

|f(x)|dx, v ∈ Rm,

it is easily seen that the range of the Fourier transform is composed of bounded
functions.

Below, we quote an important result from Fourier transform theory ([19, p.253])
due to Plancherel.

Proposition 7.1. If f ∈ L1(Rm) ∩ L2(Rm) then f̂ ∈ L2(Rm). Also, there is a
unique isometric operator F : L2(Rm)→ L2(Rm) such that

F(f) = f̂ , f ∈ L1(Rm) ∩ L2(Rm).



POSITIVE DEFINITENESS AND RKHS 83

The above result shows that the Fourier transform acting on L1(Rm)∩L2(Rm)
has a unique extension to a linear isometric mapping L2(Rm) → L2(Rm). This
isometry is actually a unitary map and, consequently, it is possible to speak of
Fourier transforms of functions in L2(Rm). Thus keeping the notation above for
the Fourier transform of functions in L2(Rm), the following consequence holds:

〈f, g〉2 =

∫
Rm

f(x)g(x) dx =

∫
Rm

f̂(x)ĝ(x) dx = 〈f̂ , ĝ〉2, f, g ∈ L2(Rm).

Next, we continue with some technical results to be used ahead. We will de-
note by C0 the set of all uniformly continuous functions f : Rm → C for which
lim|v|→∞ f(v) = 0. Lemma 7.2 below is proved in [19, p. 249].

Lemma 7.2. If f belongs to L1(Rm) then f̂ is an element of C0.

Lemma 7.3. If f belongs to L2(Rm) then
ˆ

f(v) = f̂(−v), v ∈ Rm.

Using the usual identification between Rm×Rm and R2m, the Fourier transform
of a function f in L1(Rm×Rm) can be given, via Fubini’s theorem, by the formula

f̂(v, w) =

∫
Rm

∫
Rm

f(x, y)e−2πi(x,y)·(v,w) dx dy =

∫
R2m

g(z)e−2πiz·u dz = ĝ(z),

in which z = (x, y) and g(z) = f(x, y). With this information in mind, we have
the following technical result.

Lemma 7.4. If φ and ψ belongs to L2(Rm) and φ⊗ψ(v, w) := φ(v)ψ(w), v, w ∈
Rm, then

φ̂⊗ ψ(v, w) = φ̂(v)ψ̂(w), v, w ∈ Rm.

Proof. Let φ and ψ be in L2(Rm). There are two sequences {φn} and {ψn} in
L1(Rm) ∩ L2(Rm) convergent (in L2(Rm)) to φ and ψ, respectively. It is easily
seen that the sequence {φn ⊗ ψn} converges to φ ⊗ ψ in L2(Rm × Rm). Hence,
φn ⊗ ψn ∈ L1(Rm × Rm) ∩ L2(Rm × Rm), n = 1, 2, . . . , and

̂φn ⊗ ψn(v, w) = φ̂n(v)ψ̂n(w), v, w ∈ Rm, n = 1, 2, . . . .

The continuity of the Fourier transform implies that φ̂⊗ ψ(v, w) = φ̂(v)ψ̂(w),

v, w ∈ Rm a.e.. By changing φ̂⊗ ψ in a null, if needed, the result follows. �

If the reader is asking himself about what connections may exist between pos-
itive definiteness and Fourier transforms, the classical result below may be sug-
gestive (see [30] and many other references).

Theorem 7.5. A kernel K of the form K(x, y) = K ′(x−y), x, y ∈ Rm, for some
function K ′ : Rm → R, is positive definite if and only if there exists a finite Borel
measure σ for which

K ′(x) =

∫
Rm

eiy·x dσ(y), x ∈ Rm.
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To proceed, we introduce the notation

K̃(u, v) := K̂(u,−v), u, v ∈ Rm,

whenever K belongs to L2(Rm × Rm). Hence, K̃ denotes the integral operator
generated by K̃.

Theorem 7.6. If K is a positive definite kernel in L2(Rm × Rm) then it holds

K̂(f) = K̃(f̂), f ∈ L2(Rm).

Proof. If K ∈ L2(Rm × Rm) is positive definite then K is a compact self-adjoint
operator. Using its spectral decomposition

K(f) =
∞∑
n=1

λn(K)〈f, φn〉2φn, f ∈ L2(Rm),

we can deduce that

K̂(f) =
∞∑
n=1

λn(K)〈f̂ , φ̂n〉2φ̂n, f ∈ L2(Rm).

Since

K =
∞∑
n=1

λn(K)φn ⊗ φn,

then

K̂(x, y) =
∞∑
n=1

λn(K)φ̂n(x)φ̂n(−y), x, y ∈ X a.e,

and we can use lemmas 7.3 and 7.4 to conclude that K̂(f) = K̃(f̂), f ∈ L2(Rm).
�

An immediate consequence of the previous theorem is a series of results describ-
ing clear methods to construct L2(Rm, ν)-positive definite kernels from a given
one.

Corollary 7.7. If K belongs to L2(Rm×Rm) then K is L2(Rm, ν)-positive definite
if and only if K̃ is so.

Corollary 7.8. If K belongs to L2(Rm×Rm) then K is L2(Rm, ν)-positive definite
if and only if there exists a L2(Rm, ν)-positive definite kernel G such that K = G̃.

Corollary 7.9. Let K be an element of L2(Rm × Rm) and define K(1) = K,

K(n) = K̃(n−1), n = 2, 3, . . .. If K is L2(Rm, ν)-positive definite then the kernels
K(n) are so.

In the next theorem we register a Mercer’s representation for the kernel K̃
when K is a Mercer’s kernel on Rm.
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Theorem 7.10. If K is a Mercer’s kernel on Rm and κ1/2 belongs to L1(Rm)
then K̃ is a Mercer’s kernel with the following series representation derived from
that of K:

K̃(x, y) =
∞∑
n=1

λn(K)φ̂n(x)φ̂n(y), x, y ∈ Rm.

The convergence is absolute and uniform on compact subsets of Rm. The range
of K̃ is a subset of C0(Rm) ∩ L2(Rm).

Proof. If κ1/2 ∈ L1(Rm) then K ∈ L1(Rm × Rm) and

|K(f)(x)| ≤ λ1(K)κ(x)1/2‖f‖2, f ∈ L2(Rm), x ∈ Rm.

As so, the range of K is a subset of C(Rm)∩L1(Rm). To close the proof, it suffices
to apply Lemma 7.2 and use the series representation for K̃ obtained from that
of K, as in the proof of Theorem 7.6. �

Returning to RKHSs, the following result is quite interesting.

Theorem 7.11. If K is a Mercer’s kernel and κ1/2 belongs to L1(Rm) then

〈K(f), g〉K = 〈f, g〉2 = 〈f̂ , ĝ〉2 = 〈K̃(f̂), ĝ〉K̃ , f ∈ L2(X, ν), g ∈ HK .

Also,
HK̃ = {f̂ : f ∈ HK}.

Proof. If the assumptions in the statement of the theorem hold, Proposition 4.2
implies that

〈K(f), g〉K = 〈f, g〉2, f ∈ L2(Rm), g ∈ HK .

Hence, the first assertion of the theorem follows from theorems 7.1 and 7.10.
As for the last one, let f be in HK . Since K is a Mercer’s kernel, there exists
g ∈ L2(Rm) such that

f(x) = K1/2(g)(x) =
∞∑
n=1

λn(K)1/2〈g, φn〉2φn(x), x ∈ Rm.

Hence,

f̂ =
∞∑
n=1

λn(K)1/2〈ĝ, φ̂n〉2φ̂n = K̃1/2(ĝ)

and, consequently, f̂ ∈ HK̃ . The remaining inclusion is due to the fact that the
Fourier transform is an isometric isomorphism in L2(Rm). �

8. Beyond positive definiteness

In this section we indicate a direction one can pursuit, trying to replace the
positive definiteness of the kernel in the arguments with a weaker concept.

Let P be a subset of CX , where X is any of the sets or spaces considered in the
previous sections. An hermitian kernel K : X ×X → C is conditionally positive
definite with respect to P when

n∑
i,j=1

cicjK(xi, xj) ≥ 0,
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for all n ≥ 1, {x1, x2, . . . , xn} ⊂ X and c := (c1, c2, . . . , cn) ∈ Cn satisfying

n∑
i=1

cip(xi) = 0, p ∈ P .

In the most common cases where the concept above shows up, those in approx-
imation theory being typical examples, the space P is chosen to be polynomial
and finite-dimensional.

The integral version of the above definition requires P to be composed of
square-integrable functions and is as follows: an hermitian kernel K is L2(X, ν)-
conditionally positive definite when∫

X

∫
X

K(x, y)f(x)f(y)dν(x) dν(y) ≥ 0, f ∈ P⊥,

where

P⊥ =

{
f ∈ L2(X, ν) :

∫
X

f(x)g(x)dν(x) = 0, g ∈ P
}
.

Since we are assuming that K is hermitian, the following representation for K
holds

K(f) =
∞∑
n=1

λ+n (K)〈f, φ+
n 〉2φ+

n +
∑
m

λ−m(K)〈f, φ−m〉2φ−m, f ∈ L2(X),

whenever K is compact. Here, {φ+
n } − {0} is orthonormal in P⊥, {φ−n } − {0} is

orthonormal in P , and the numbers λ+n (K) and −λ−m(K) are all nonnegative.
With just a few additional assumptions, it can be shown that

K1(x, y) := K(x, y)−
p∑
m

λ−m(K)φ−m(x)φ−m(y), x, y ∈ X

is a continuous L2(X, ν)-positive definite kernel. As a matter of fact, this kernel
becomes a Mercer’s kernel on X.

The analysis of questions similar to those considered before for kernels and
operators having a description as above makes perfect sense in some cases. We
mention the recent paper [35] and also [27, 28] where reproducing kernel Hilbert
spaces associated with kernels as above are analyzed in details. Those papers also
describe directions for additional research which we think have not been done
yet. A further extension of conditionally positive definite kernels, the so called
operator valued conditionally positive definite kernels, have appeared in [2]. Fi-
nally, we cannot omit an alternative direction for research that involves abstract
extensions of Mercer’s theorem on series representation for kernels and operators.
References [10, 14] contain relevant results related to that and references quoted
there points additional variants.
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2. G. Berschneider, W. Zu Castell and S.J. Schrödl, Function spaces for conditionally positive
definite operator-valued kernels, Math. Comp. 81 (2012), no. 279, 1551–1569.

3. J. Buescu, Positive integral operators in unbounded domains, J. Math. Anal. Appl. 296
(2004), no. 1, 244–255.

4. J. Buescu, A.C. Paixão, F. Garcia and I. Lourtie, Positive-definiteness, integral equations
and Fourier transforms, J. Integral Equations Appl. 16 (2004), no. 1, 33–52.

5. J. Buescu and A.C. Paixão, Inequalities for differentiable reproducing kernels and an appli-
cation to positive integral operators, J. Inequal. Appl. 2006 (2006), 1–9.

6. J. Buescu and A.C. Paixão, Positive definite matrices and differentiable reproducing kernel
inequalities, J. Math. Anal. Appl. 320 (2006), 279–292.

7. J. Buescu and A.C. Paixão, Positive definite matrices and integral equations on unbounded
domains, Differential Integral Equations 19 (2006), no. 2, 189–210.

8. M.H. Castro and V.A. Menegatto, Eigenvalue decay of positive integral operators on the
sphere, Math. Comp. 81 (2012), no. 280, 2303-2317.

9. F. Cucker and S. Smale, On the mathematical foundations of learning, Bull. Amer. Math.
Soc. (N.S.) 39 (2002), no. 1, 1-49.
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