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4 Continuous Functions of Several Real Vari-

ables

4.1 Basic Properties of Vectors and Norms

We denote by Rn the set consisting of all n-tuples (x1, x2, . . . , xn) of real
numbers. The set Rn represents n-dimensional Euclidean space (with respect
to the standard Cartesian coordinate system). Let x and y be elements of
Rn, where

x = (x1, x2, . . . , xn), y = (y1, y2, . . . , yn),

and let λ be a real number. We define

x + y = (x1 + y1, x2 + y2, . . . , xn + yn),

x− y = (x1 − y1, x2 − y2, . . . , xn − yn),

λx = (λx1, λx2, . . . , λxn),

x · y = x1y1 + x2y2 + · · ·+ xnyn,

|x| =
√
x2

1 + x2
2 + · · ·+ x2

n.

The quantity x · y is the scalar product (or inner product) of x and y, and
the quantity |x| is the Euclidean norm of x. Note that |x|2 = x · x. The
Euclidean distance between two points x and y of Rn is defined to be the
Euclidean norm |y − x| of the vector y − x.

Proposition 4.1 (Schwarz’s Inequality) Let x and y be elements of Rn.
Then |x · y| ≤ |x||y|.

Proof We note that |λx + µy|2 ≥ 0 for all real numbers λ and µ. But

|λx + µy|2 = (λx + µy).(λx + µy) = λ2|x|2 + 2λµx · y + µ2|y|2.

Therefore λ2|x|2 + 2λµx · y + µ2|y|2 ≥ 0 for all real numbers λ and µ. In
particular, suppose that λ = |y|2 and µ = −x · y. We conclude that

|y|4|x|2 − 2|y|2(x · y)2 + (x · y)2|y|2 ≥ 0,

so that (|x|2|y|2 − (x · y)2) |y|2 ≥ 0. Thus if y 6= 0 then |y| > 0, and hence

|x|2|y|2 − (x · y)2 ≥ 0.

But this inequality is trivially satisfied when y = 0. Thus |x · y| ≤ |x||y|, as
required.
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Corollary 4.2 (Triangle Inequality) Let x and y be elements of Rn. Then
|x + y| ≤ |x|+ |y|.

Proof Using Schwarz’s Inequality, we see that

|x + y|2 = (x + y).(x + y) = |x|2 + |y|2 + 2x · y
≤ |x|2 + |y|2 + 2|x||y| = (|x|+ |y|)2.

The result follows directly.

It follows immediately from the Triangle Inequality (Corollary 4.2) that

|z− x| ≤ |z− y|+ |y − x|

for all points x, y and |z| of Rn. This important inequality expresses the
geometric fact that the length of any triangle in a Euclidean space is less
than or equal to the sum of the lengths of the other two sides.

4.2 Convergence of Sequences in Euclidean Spaces

Definition A sequence x1,x2,x3, . . . of points in Rn is said to converge to a
point p if and only if the following criterion is satisfied:—

given any real number ε satisfying ε > 0 there exists some positive
integer N such that |p− xj| < ε whenever j ≥ N .

We refer to p as the limit lim
j→+∞

xj of the sequence x1,x2,x3, . . . .

Lemma 4.3 Let p be a point of Rn, where p = (p1, p2, . . . , pn). Then a
sequence x1,x2,x3, . . . of points in Rn converges to p if and only if the ith
components of the elements of this sequence converge to pi for i = 1, 2, . . . , n.

Proof Let xji and pi denote the ith components of xj and p, where p =
lim

j→+∞
xj. Then |xji − pi| ≤ |xj − p| for all j. It follows directly from the

definition of convergence that if xj → p as j → +∞ then xji → pi as
j → +∞.

Conversely suppose that, for each i, xji → pi as j → +∞. Let ε > 0 be
given. Then there exist positive integers N1, N2, . . . , Nn such that |xji−pi| <
ε/
√
n whenever j ≥ Ni. Let N be the maximum of N1, N2, . . . , Nn. If j ≥ N

then

|xj − p|2 =
n∑
i=1

(xji − pi)2 < n(ε/
√
n)2 = ε2,

so that xj → p as j → +∞.
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4.3 Continuity of Functions of Several Real Variables

Definition Let X and Y be a subsets of Rm and Rn respectively. A function
f :X → Y from X to Y is said to be continuous at a point p of X if and
only if the following criterion is satisfied:—

given any strictly positive real number ε, there exists some strictly
positive real number δ such that |f(x) − f(p)| < ε whenever
x ∈ X satisfies |x− p| < δ.

The function f :X → Y is said to be continuous on X if and only if it is
continuous at every point p of X.

Lemma 4.4 Let X, Y and Z be subsets of Rm, Rn and Rk respectively, and
let f :X → Y and g:Y → Z be functions satisfying f(X) ⊂ Y . Suppose that
f is continuous at some point p of X and that g is continuous at f(p). Then
the composition function g ◦ f :X → Z is continuous at p.

Proof Let ε > 0 be given. Then there exists some η > 0 such that |g(y)−
g(f(p))| < ε for all y ∈ Y satisfying |y − f(p)| < η. But then there exists
some δ > 0 such that |f(x)− f(p)| < η for all x ∈ X satisfying |x− p| < δ.
It follows that |g(f(x)) − g(f(p))| < ε for all x ∈ X satisfying |x − p| < δ,
and thus g ◦ f is continuous at p, as required.

Lemma 4.5 Let X and Y be a subsets of Rm and Rn respectively, and let
f :X → Y be a continuous function from X to Y . Let x1,x2,x3, . . . be a
sequence of points of X which converges to some point p of X. Then the
sequence f(x1), f(x2), f(x3), . . . converges to f(p).

Proof Let ε > 0 be given. Then there exists some δ > 0 such that |f(x)−
f(p)| < ε for all x ∈ X satisfying |x − p| < δ, since the function f is
continuous at p. Also there exists some positive integerN such that |xj−p| <
δ whenever j ≥ N , since the sequence x1,x2,x3, . . . converges to p. Thus if
j ≥ N then |f(xj) − f(p)| < ε. Thus the sequence f(x1), f(x2), f(x3), . . .
converges to f(p), as required.

Let X and Y be a subsets of Rm and Rn respectively, and let f :X → Y
be a function from X to Y . Then

f(x) = (f1(x), f2(x), . . . , fn(x))

for all x ∈ X, where f1, f2, . . . , fn are functions from X to R, referred to as
the components of the function f .
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Proposition 4.6 Let X and Y be a subsets of Rm and Rn respectively, and
let p ∈ X. A function f :X → Y is continuous at the point p if and only if
its components are all continuous at p.

Proof Note that the ith component fi of f is given by fi = πi ◦ f , where
πi:Rn → R is the continuous function which maps (y1, y2, . . . , yn) ∈ Rn

onto its ith coordinate yi. Now any composition of continuous functions is
continuous, by Lemma 4.4. Thus if f is continuous at p, then so are the
components of f .

Conversely suppose that the components of f are continuous at p ∈ X.
Let ε > 0 be given. Then there exist positive real numbers δ1, δ2, . . . , δn such
that |fi(x) − fi(p)| < ε/

√
n for x ∈ X satisfying |x − p| < δi. Let δ be the

minimum of δ1, δ2, . . . , δn. If x ∈ X satisfies |x− p| < δ then

|f(x)− f(p)|2 =
n∑
i=1

|fi(x)− fi(p)|2 < ε2,

and hence |f(x) − f(p)| < ε. Thus the function f is continuous at p, as
required.

Lemma 4.7 The functions s:R2 → R and m:R2 → R defined by s(x, y) =
x+ y and m(x, y) = xy are continuous.

Proof Let (u, v) ∈ R2. We first show that s:R2 → R is continuous at (u, v).
Let ε > 0 be given. Let δ = 1

2
ε. If (x, y) is any point of R2 whose distance

from (u, v) is less than δ then |x− u| < δ and |y − v| < δ, and hence

|s(x, y)− s(u, v)| = |x+ y − u− v| ≤ |x− u|+ |y − v| < 2δ = ε.

This shows that s:R2 → R is continuous at (u, v).
Next we show that m:R2 → R is continuous at (u, v). Now

m(x, y)−m(u, v) = xy − uv = (x− u)(y − v) + u(y − v) + (x− u)v.

for all points (x, y) of R2. Thus if the distance from (x, y) to (u, v) is less
than δ then |x − u| < δ and |y − v| < δ, and hence |m(x, y) − m(u, v)| <
δ2 + (|u|+ |v|)δ. Let ε > 0 is given. If δ > 0 is chosen to be the minimum of
1 and ε/(1 + |u|+ |v|) then δ2 + (|u|+ |v|)δ < (1 + |u|+ |v|)δ < ε, and thus
|m(x, y)−m(u, v)| < ε for all points (x, y) of R2 whose distance from (u, v)
is less than δ. This shows that p:R2 → R is continuous at (u, v).

Proposition 4.8 Let X be a subset of Rn, and let f :X → R and g:X → R
be continuous functions from X to R. Then the functions f + g, f − g and
f · g are continuous. If in addition g(x) 6= 0 for all x ∈ X then the quotient
function f/g is continuous.
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Proof Note that f + g = s ◦ h and f · g = m ◦ h, where h:X → R2,
s:R2 → R and m:R2 → R are given by h(x) = (f(x), g(x)), s(u, v) = u + v
and m(u, v) = uv for all x ∈ X and u, v ∈ R. It follows from Proposition 4.6,
Lemma 4.7 and Lemma 4.4 that f + g and f · g are continuous, being com-
positions of continuous functions. Now f − g = f + (−g), and both f and
−g are continuous. Therefore f − g is continuous.

Now suppose that g(x) 6= 0 for all x ∈ X. Note that 1/g = r ◦ g, where
r:R \ {0} → R is the reciprocal function, defined by r(t) = 1/t. Now the
reciprocal function r is continuous. Thus the function 1/g is a composition
of continuous functions and is thus continuous. But then, using the fact that
a product of continuous real-valued functions is continuous, we deduce that
f/g is continuous.

Example Consider the function f :R2 \ {(0, 0)} → R2 defined by

f(x, y) =

(
x

x2 + y2
,
−y

x2 + y2

)
.

The continuity of the components of the function f follows from straightfor-
ward applications of Proposition 4.8. It then follows from Proposition 4.6
that the function f is continuous on R2 \ {(0, 0)}.

Lemma 4.9 Let X be a subset of Rm, let f :X → Rn be a continuous func-
tion mapping X into Rn, and let |f |:X → R be defined such that |f |(x) =
|f(x)| for all x ∈ X. Then the real-valued function |f | is continuous on X.

Proof Let x and p be elements of X. Then

|f(x)| = |(f(x)− f(p)) + f(p)| ≤ |f(x)− f(p)|+ |f(p)|

and
|f(p)| = |(f(p)− f(x)) + f(x)| ≤ |f(x)− f(p)|+ |f(x)|,

and therefore ∣∣∣|f(x)| − |f(p)|
∣∣∣ ≤ |f(x)− f(p)|.

The result now follows from the definition of continuity, using the above
inequality. Indeed let p be a point of X, and let some positive real number ε
be given. Then there exists a positive real number δ small enough to ensure
that |f(x)− f(p)| < ε for all x ∈ X satisfying |x− p| < δ. But then∣∣∣|f(x)| − |f(p)|

∣∣∣ ≤ |f(x)− f(p)| < ε

for all x ∈ X satisfying |x− p| < δ, and thus the function |f | is continuous,
as required.
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4.4 Open Sets in Euclidean Spaces

Definition Given a point p of Rn and a non-negative real number r, the
open ball B(p, r) in Rn of radius r about p is defined to be the subset of Rn

defined so that
B(p, r) = {x ∈ Rn : |x− p| < r}.

(Thus B(p, r) is the set consisting of all points of Rn that lie within a sphere
of radius r centred on the point p.)

The open ball B(p, r) of radius r about a point p of Rn is bounded by
the sphere of radius r about p. This sphere is the set

{x ∈ Rn : |x− p| = r}.

Definition A subset V of Rn is said to be an open set (in Rn) if, given
any point p of V , there exists some strictly positive real number δ such that
B(p, δ) ⊂ V , where B(p, δ) is the open ball in Rn of radius δ about the
point p, defined so that

B(p, δ) = {x ∈ Rn : |x− p| < δ}.

Example Let H = {(x, y, z) ∈ R3 : z > c}, where c is some real number.
ThenH is an open set in R3. Indeed let p be a point ofH. Then p = (u, v, w),
where w > c. Let δ = w − c. If the distance from a point (x, y, z) to the
point (u, v, w) is less than δ then |z − w| < δ, and hence z > c, so that
(x, y, z) ∈ H. Thus B(p, δ) ⊂ H, and therefore H is an open set.

The previous example can be generalized. Given any integer i between 1
and n, and given any real number ci, the sets

{(x1, x2, . . . , xn) ∈ Rn : xi > ci}

and
{(x1, x2, . . . , xn) ∈ Rn : xi < ci}

are open sets in Rn.

Example Let

V = {(x, y, z) ∈ R3 : x2 + y2 + z2 < 9}.

Then the subset R3 of R3 is the open ball of radius 3 in R3 about the origin.
This open ball is an open set. Indeed let x be a point of V . Then |x| < 3.
Let δ = 3 − |x|. Then δ > 0. Moreover if y is a point of R3 that satisfies
|y − x| < δ then

|y| = |x + (y − x)| ≤ |x|+ |y − x| < |x|+ δ = 3,

and therefore y ∈ V . This proves that V is an open set.
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More generally, an open ball of any positive radius about any point of
a Euclidean space Rn of any dimension n is an open set in that Euclidean
space. A more general result is proved below (see Lemma 4.10).

4.5 Open Sets in Subsets of Euclidean Spaces

Definition Let X be a subset of Rn. Given a point p of X and a non-
negative real number r, the open ball BX(p, r) in X of radius r about p is
defined to be the subset of X defined so that

BX(p, r) = {x ∈ X : |x− p| < r}.

(Thus BX(p, r) is the set consisting of all points of X that lie within a sphere
of radius r centred on the point p.)

Definition Let X be a subset of Rn. A subset V of X is said to be open in X
if, given any point p of V , there exists some strictly positive real number δ
such that BX(p, δ) ⊂ V , where BX(p, δ) is the open ball in X of radius δ
about on the point p. The empty set ∅ is also defined to be an open set in
X.

Example Let U be an open set in Rn. Then for any subset X of Rn, the
intersection U ∩X is open in X. (This follows directly from the definitions.)
Thus for example, let S2 be the unit sphere in R3, given by

S2 = {(x, y, z) ∈ R3 : x2 + y2 + z2 = 1}

and let N be the subset of S2 given by

N = {(x, y, z) ∈ Rn : x2 + y2 + z2 = 1 and z > 0}.

Then N is open in S2, since N = H ∩ S2, where H is the open set in R3

given by
H = {(x, y, z) ∈ R3 : z > 0}.

Note that N is not itself an open set in R3. Indeed the point (0, 0, 1) belongs
to N , but, for any δ > 0, the open ball (in R3 of radius δ about (0, 0, 1)
contains points (x, y, z) for which x2 + y2 + z2 6= 1. Thus the open ball of
radius δ about the point (0, 0, 1) is not a subset of N .

Lemma 4.10 Let X be a subset of Rn, and let p be a point of X. Then, for
any positive real number r, the open ball BX(p, r) in X of radius r about p
is open in X.
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Proof Let x be an element of BX(p, r). We must show that there exists
some δ > 0 such that BX(x, δ) ⊂ BX(p, r). Let δ = r− |x−p|. Then δ > 0,
since |x− p| < r. Moreover if y ∈ BX(x, δ) then

|y − p| ≤ |y − x|+ |x− p| < δ + |x− p| = r,

by the Triangle Inequality, and hence y ∈ BX(p, r). Thus BX(x, δ) ⊂
BX(p, r). This shows that BX(p, r) is an open set, as required.

Lemma 4.11 Let X be a subset of Rn, and let p be a point of X. Then, for
any non-negative real number r, the set {x ∈ X : |x−p| > r} is an open set
in X.

Proof Let x be a point of X satisfying |x− p| > r, and let y be any point
of X satisfying |y − x| < δ, where δ = |x− p| − r. Then

|x− p| ≤ |x− y|+ |y − p|,

by the Triangle Inequality, and therefore

|y − p| ≥ |x− p| − |y − x| > |x− p| − δ = r.

Thus BX(x, δ) is contained in the given set. The result follows.

Proposition 4.12 Let X be a subset of Rn. The collection of open sets in X
has the following properties:—

(i) the empty set ∅ and the whole set X are both open in X;

(ii) the union of any collection of open sets in X is itself open in X;

(iii) the intersection of any finite collection of open sets in X is itself open
in X.

Proof The empty set ∅ is an open set by convention. Moreover the definition
of an open set is satisfied trivially by the whole set X. This proves (i).

Let A be any collection of open sets in X, and let U denote the union of
all the open sets belonging to A. We must show that U is itself open in X.
Let x ∈ U . Then x ∈ V for some set V belonging to the collection A. It
follows that there exists some δ > 0 such that BX(x, δ) ⊂ V . But V ⊂ U ,
and thus BX(x, δ) ⊂ U . This shows that U is open in X. This proves (ii).

Finally let V1, V2, V3, . . . , Vk be a finite collection of subsets of X that
are open in X, and let V denote the intersection V1 ∩ V2 ∩ · · · ∩ Vk of these
sets. Let x ∈ V . Now x ∈ Vj for j = 1, 2, . . . , k, and therefore there
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exist strictly positive real numbers δ1, δ2, . . . , δk such that BX(x, δj) ⊂ Vj for
j = 1, 2, . . . , k. Let δ be the minimum of δ1, δ2, . . . , δk. Then δ > 0. (This is
where we need the fact that we are dealing with a finite collection of sets.)
Now BX(x, δ) ⊂ BX(x, δj) ⊂ Vj for j = 1, 2, . . . , k, and thus BX(x, δ) ⊂ V .
Thus the intersection V of the sets V1, V2, . . . , Vk is itself open in X. This
proves (iii).

Example The set {(x, y, z) ∈ R3 : x2 + y2 + z2 < 4 and z > 1} is an open
set in R3, since it is the intersection of the open ball of radius 2 about the
origin with the open set {(x, y, z) ∈ R3 : z > 1}.

Example The set {(x, y, z) ∈ R3 : x2 + y2 + z2 < 4 or z > 1} is an open set
in R3, since it is the union of the open ball of radius 2 about the origin with
the open set {(x, y, z) ∈ R3 : z > 1}.

Example The set

{(x, y, z) ∈ R3 : (x− n)2 + y2 + z2 < 1
4

for some n ∈ Z}

is an open set in R3, since it is the union of the open balls of radius 1
2

about
the points (n, 0, 0) for all integers n.

Example For each positive integer k, let

Vk = {(x, y, z) ∈ R3 : k2(x2 + y2 + z2) < 1}.

Now each set Vk is an open ball of radius 1/k about the origin, and is therefore
an open set in R3. However the intersection of the sets Vk for all positive
integers k is the set {(0, 0, 0)}, and thus the intersection of the sets Vk for all
positive integers k is not itself an open set in R3. This example demonstrates
that infinite intersections of open sets need not be open.

Proposition 4.13 Let X be a subset of Rn, and let U be a subset of X.
Then U is open in X if and only if there exists some open set V in Rn for
which U = V ∩X.

Proof First suppose that U = V ∩X for some open set V in Rn. Let u ∈ U .
Then the definition of open sets in Rn ensures that there exists some positive
real number δ such that

{x ∈ Rn : |x− u| < δ} ⊂ V.

Then
{x ∈ X : |x− u| < δ} ⊂ U.
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This shows that U is open in X.
Conversely suppose that the subset U of X is open in X. For each point u

of U there exists some positive real number δu such that

{x ∈ X : |x− u| < δu} ⊂ U.

For each u ∈ U , let B(u, δu) denote the open ball in Rn of radius δu about
the point u, so that

B(u, δu) = {x ∈ Rn : |x− u| < δu}

for all u ∈ U , and let V be the union of all the open balls B(u, δu) as u
ranges over all the points of U . Then V is an open set in Rn.

Indeed every open ball in Rn is an open set (Lemma 4.10), and any union
of open sets in Rn is itself an open set (Proposition 4.12). The set V is a
union of open balls. It is therefore a union of open sets, and so must itself
be an open set.

Now B(u, δu) ∩ X ⊂ U . for all u ∈ U . Also every point of V belongs
to B(u, δu) for at least one point u of U . It follows that V ∩ X ⊂ U . But
u ∈ B(u, δu) and B(u, δu) ⊂ V for all u ∈ U , and therefore U ⊂ V , and thus
U ⊂ V ∩X. It follows that U = V ∩X, as required.

4.6 Convergence of Sequences and Open Sets

Lemma 4.14 A sequence x1,x2,x3, . . . of points in Rn converges to a point p
if and only if, given any open set U which contains p, there exists some
positive integer N such that xj ∈ U for all j satisfying j ≥ N .

Proof Suppose that the sequence x1,x2,x3, . . . has the property that, given
any open set U which contains p, there exists some positive integer N such
that xj ∈ U whenever j ≥ N . Let ε > 0 be given. The open ball B(p, ε) of
radius ε about p is an open set by Lemma 4.10. Therefore there exists some
positive integer N such that xj ∈ B(p, ε) whenever j ≥ N . Thus |xj−p| < ε
whenever j ≥ N . This shows that the sequence converges to p.

Conversely, suppose that the sequence x1,x2,x3, . . . converges to p. Let
U be an open set which contains p. Then there exists some ε > 0 such that
the open ball B(p, ε) of radius ε about p is a subset of U . Thus there exists
some ε > 0 such that U contains all points x of X that satisfy |x − p| < ε.
But there exists some positive integer N with the property that |xj −p| < ε
whenever j ≥ N , since the sequence converges to p. Therefore xj ∈ U
whenever j ≥ N , as required.
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4.7 Closed Sets in Euclidean Spaces

Let X be a subset of Rn. A subset F of X is said to be closed in X if and
only if its complement X \ F in X is open in X. (Recall that X \ F = {x ∈
X : x 6∈ F}.)
Example The sets {(x, y, z) ∈ R3 : z ≥ c}, {(x, y, z) ∈ R3 : z ≤ c}, and
{(x, y, z) ∈ R3 : z = c} are closed sets in R3 for each real number c, since the
complements of these sets are open in R3.

Example Let X be a subset of Rn, and let x0 be a point of X. Then the
sets {x ∈ X : |x − x0| ≤ r} and {x ∈ X : |x − x0| ≥ r} are closed for
each non-negative real number r. In particular, the set {x0} consisting of
the single point x0 is a closed set in X. (These results follow immediately
using Lemma 4.10 and Lemma 4.11 and the definition of closed sets.)

Let A be some collection of subsets of a set X. Then

X \
⋃
S∈A

S =
⋂
S∈A

(X \ S), X \
⋂
S∈A

S =
⋃
S∈A

(X \ S)

(i.e., the complement of the union of some collection of subsets of X is the
intersection of the complements of those sets, and the complement of the
intersection of some collection of subsets of X is the union of the complements
of those sets).

Indeed let A be some collection of subsets of a set X, and let x be a point
of X. Then

x ∈ X \
⋃
S∈A

S ⇐⇒ x 6∈
⋃
S∈A

S

⇐⇒ for all S ∈ A, x 6∈ S
⇐⇒ for all S ∈ A, x ∈ X \ S
⇐⇒ x ∈

⋂
S∈A

(X \ S),

and therefore
X \

⋃
S∈A

S =
⋂
S∈A

(X \ S).

Again let x be a point of X. Then

x ∈ X \
⋂
S∈A

S ⇐⇒ x 6∈
⋂
S∈A

S

⇐⇒ there exists S ∈ A for which x 6∈ S
⇐⇒ there exists S ∈ A for which x ∈ X \ S
⇐⇒ x ∈

⋃
S∈A

(X \ S),
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and therefore
X \

⋂
S∈A

S =
⋃
S∈A

(X \ S).

The following result therefore follows directly from Proposition 4.12.

Proposition 4.15 Let X be a subset of Rn. The collection of closed sets
in X has the following properties:—

(i) the empty set ∅ and the whole set X are both closed in X;

(ii) the intersection of any collection of closed sets in X is itself closed in
X;

(iii) the union of any finite collection of closed sets in X is itself closed in
X.

Lemma 4.16 Let X be a subset of Rn, and let F be a subset of X which is
closed in X. Let x1,x2,x3, . . . be a sequence of points of F which converges
to a point p of X. Then p ∈ F .

Proof The complement X \F of F in X is open, since F is closed. Suppose
that p were a point belonging to X\F . It would then follow from Lemma 4.14
that xj ∈ X \ F for all values of j greater than some positive integer N ,
contradicting the fact that xj ∈ F for all j. This contradiction shows that p
must belong to F , as required.

4.8 Continuous Functions and Open Sets

Let X and Y be subsets of Rm and Rn, and let f :X → Y be a function
from X to Y . We recall that the function f is continuous at a point p of X
if, given any ε > 0, there exists some δ > 0 such that |f(x) − f(p)| < ε
for all points x of X satisfying |x − p| < δ. Thus the function f :X → Y
is continuous at p if and only if, given any ε > 0, there exists some δ > 0
such that the function f maps BX(p, δ) into BY (f(p), ε) (where BX(p, δ)
and BY (f(p), ε) denote the open balls in X and Y of radius δ and ε about
p and f(p) respectively).

Given any function f :X → Y , we denote by f−1(V ) the preimage of a
subset V of Y under the map f , defined by f−1(V ) = {x ∈ X : f(x) ∈ V }.

Proposition 4.17 Let X and Y be subsets of Rm and Rn, and let f :X → Y
be a function from X to Y . The function f is continuous if and only if f−1(V )
is open in X for every open subset V of Y .

58



Proof Suppose that f :X → Y is continuous. Let V be an open set in Y .
We must show that f−1(V ) is open in X. Let p ∈ f−1(V ). Then f(p) ∈
V . But V is open, hence there exists some ε > 0 with the property that
BY (f(p), ε) ⊂ V . But f is continuous at p. Therefore there exists some
δ > 0 such that f maps BX(p, δ) into BY (f(p), ε) (see the remarks above).
Thus f(x) ∈ V for all x ∈ BX(p, δ), showing that BX(p, δ) ⊂ f−1(V ). This
shows that f−1(V ) is open in X for every open set V in Y .

Conversely suppose that f :X → Y is a function with the property that
f−1(V ) is open in X for every open set V in Y . Let p ∈ X. We must
show that f is continuous at p. Let ε > 0 be given. Then BY (f(p), ε) is
an open set in Y , by Lemma 4.10, hence f−1 (BY (f(p), ε)) is an open set
in X which contains p. It follows that there exists some δ > 0 such that
BX(p, δ) ⊂ f−1 (BY (f(p), ε)). Thus, given any ε > 0, there exists some
δ > 0 such that f maps BX(p, δ) into BY (f(p), ε). We conclude that f is
continuous at p, as required.

Let X be a subset of Rn, let f :X → R be continuous, and let c be some
real number. Then the sets {x ∈ X : f(x) > c} and {x ∈ X : f(x) < c}
are open in X, and, given real numbers a and b satisfying a < b, the set
{x ∈ X : a < f(x) < b} is open in X.

4.9 Limits of Functions of Several Real Variables

Definition Let X be a subset of m-dimensional Euclidean space Rm, and
let p ∈ Rm. The point p is said to be a limit point of the set X if, given any
δ > 0, there exists some point x of X such that 0 < |x− p| < δ.

It follows easily from the definition of convergence of sequences of points
in Euclidean space that if X is a subset of m-dimensional Euclidean space Rm

and if p is a point of Rm then the point p is a limit point of the set X if
and only if there exists an infinite sequence x1,x2,x3, . . . of points of X, all
distinct from the point p, such that lim

j→+∞
xj = p.

Definition Let X be a subset of m-dimensional Euclidean space Rm, let
f :X → Rn be a function mapping the set X into n-dimensional Euclidean
space Rn, let p be a limit point of the set X, and let q be a point in Rn. The
point q is said to be the limit of f(x), as x tends to p in X, if and only if
the following criterion is satisfied:—

given any strictly positive real number ε, there exists some strictly
positive real number δ such that |f(x)− q| < ε whenever x ∈ X
satisfies 0 < |x− p| < δ.

59



Let X be a subset of m-dimensional Euclidean space Rm, let f :X → Rn

be a function mapping the set X into n-dimensional Euclidean space Rn,
let p be a limit point of the set X, and let q be a point of Rn. If q is the
limit of f(x) as x tends to p in X then we can denote this fact by writing
lim
x→p

f(x) = q.

Lemma 4.18 Let X and Y be subsets of Rm and Rn respectively, let p be a
limit point of X, let q be a point of Y , let f :X → Y be a function satisfying
f(X) ⊂ Y , and let g:Y → Rk be a function from Y to Rk. Suppose that

lim
x→p

f(x) = q

and that the function g is continuous at q. Then

lim
x→p

g(f(x)) = g(q).

Proof Let ε > 0 be given. Then there exists some η > 0 such that |g(y)−
g(q)| < ε for all y ∈ Y satisfying |y − q| < η, because the function g is
continuous at q. But then there exists some δ > 0 such that |f(x)− q| < η
for all x ∈ X satisfying 0 < |x− p| < δ. It follows that |g(f(x))− g(q)| < ε
for all x ∈ X satisfying 0 < |x− p| < δ, and thus

lim
x→p

g(x) = g(q),

as required.

Proposition 4.19 Let X be a subset of Rm, let p be a limit point of X, and
let q be a point of Rn. A function f :X → Rn has the property that

lim
x→p

f(x) = q

if and only if
lim
x→p

fi(x) = qi

for i = 1, 2, . . . , n, where f1, f2, . . . , fn are the components of the function f
and q = (q1, q2, . . . , qn).

Proof Note that the ith component fi of f is given by fi = πi ◦ f , where
πi:Rn → R is the continuous function which maps (y1, y2, . . . , yn) ∈ Rn onto
its ith coordinate yi. It therefore follows from Lemma 4.18 that

lim
x→p

f(x) = q
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then
lim
x→p

fi(x) = qi

for i = 1, 2, . . . , n.
Conversely suppose that

lim
x→p

fi(x) = qi

for i = 1, 2, . . . , n. Let ε > 0 be given. Then there exist positive real
numbers δ1, δ2, . . . , δn such that 0 < |fi(x)− qi| < ε/

√
n for x ∈ X satisfying

0 < |x − p| < δi. Let δ be the minimum of δ1, δ2, . . . , δn. If x ∈ X satisfies
0 < |x− p| < δ then

|f(x)− q|2 =
n∑
i=1

|fi(x)− qi|2 < ε2,

and hence |f(x)− q| < ε. Thus

lim
x→p

f(x) = q,

as required.

Proposition 4.20 Let X be a subset of m-dimensional Euclidean space Rm,
let f :X → Rn be a function mapping the set X into n-dimensional Euclidean
space Rn, and let p be a point of the set X that is also a limit point of X. Then
the function f is continuous at the point p if and only if lim

x→p
f(x) = f(p).

Proof The result follows directly on comparing the relevant definitions.

Let X be a subset of m-dimensional Euclidean space Rm, and let p be a
point of the set X. Suppose that the point p is not a limit point of the set X.
Then there exists some strictly positive real number δ0 such that |x−p| ≥ δ0

for all x ∈ X satisfying x 6= p. The point p is then said to be an isolated
point of X.

Let X be a subset of m-dimensional Euclidean space Rm. The definition
of continuity then ensures that any function f :X → Rn mapping the set X
into n-dimensional Euclidean space Rn is continuous at any isolated point of
its domain X.

Proposition 4.21 Let X be a subset of m-dimensional Euclidean space Rm,
let f :X → Rn and g:X → Rn be functions mapping X into n-dimensional
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Euclidean space Rn, let p be a limit point of X, and let q and r be points of
Rn. Suppose that

lim
x→p

f(x) = q

and
lim
x→p

g(x) = r.

Then
lim
x→p

(f(x) + g(x)) = q + r.

Proof Let some strictly positive real number ε be given. Then there exist
strictly positive real numbers δ1 and δ2 such that

|f(x)− q| < 1
2
ε

whenever x ∈ X satisfies 0 < |x− p| < δ1 and

|g(x)− r| < 1
2
ε

whenever x ∈ X satisfies 0 < |x− p| < δ2.
Let δ be the minimum of δ1 and δ2. Then δ > 0, and if x ∈ X satisfies

0 < |x− p| < δ then
|f(x)− q| < 1

2
ε

and
|g(x)− r| < 1

2
ε,

and therefore

|f(x) + g(x)− (q + r)| ≤ |f(x)− q|+ |g(x)− r|
< 1

2
ε+ 1

2
ε = ε.

It follows that
lim
x→p

(f(x) + g(x)) = q + r,

as required.

Definition Let f :X → Rn be a function mapping some subset X of m-
dimensional Euclidean space Rm into Rn, and let p be a limit point of X.
We say that f(x) remains bounded as x tends to p in X if strictly positive
constants C and δ can be determined so that |f(x)| ≤ C for all x ∈ X
satisfying 0 < |x− p| < δ.
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Proposition 4.22 Let f :X → Rm be a function mapping some subset X of
Rm into Rn, let h:X → R be a real-valued function on X, and let p be a
limit point of X. Suppose that lim

x→p
f(x) = 0. Suppose also that h(x) remains

bounded as x tends to p in X. Then

lim
x→p

(
h(x)f(x)

)
= 0.

Proof Let some strictly positive real number ε be given. Now h(x) remains
bounded as x tends to p in X, and therefore positive constants C and δ0 can
be determined so that |h(x)| ≤ C for all x ∈ X satisfying 0 < |x− p| < δ0.
A strictly positive real number ε0 can then be chosen small enough to ensure
that Cε0 < ε. There then exists a strictly positive real number δ1 that is
small enough to ensure that |f(x)| < ε0 whenever 0 < |x − p| < δ1. Let
δ be the minimum of δ0 and δ1. Then δ > 0, and if 0 < |x − p| < δ then
|h(x)| ≤ C and |f(x)| < ε0, and therefore

|h(x)f(x)| < Cε0 < ε.

The result follows.

Proposition 4.23 Let f :X → Rm be a function mapping some subset X of
Rm into Rn, let h:X → R be a real-valued function on X, and let p be a
limit point of X. Suppose that lim

x→p
h(x) = 0. Suppose also that f(x) remains

bounded as x tends to p in X. Then

lim
x→p

(h(x)f(x)) = 0.

Proof Let some strictly positive real number ε be given. Now f(x) remains
bounded as x tends to p in X, and therefore positive constants C and δ0 can
be determined such that |f(x)| ≤ C for all x ∈ X satisfying 0 < |x−p| < δ0.
A strictly positive real number ε0 can then be chosen small enough to ensure
that Cε0 < ε. There then exists a strictly positive real number δ1 that is
small enough to ensure that |h(x)| < ε0 whenever 0 < |x − p| < δ1. Let
δ be the minimum of δ0 and δ1. Then δ > 0, and if 0 < |x − p| < δ then
|f(x)| ≤ C and |h(x)| < ε0, and therefore

|h(x)f(x)| < Cε0 < ε.

The result follows.
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Proposition 4.24 Let X be a subset of m-dimensional Euclidean space Rm,
let f :X → Rn and g:X → Rn be functions mapping X into n-dimensional
Euclidean space Rn, and let p be a limit point of X. Suppose that lim

x→p
f(x) =

0. Suppose also that g(x) remains bounded as x tends to s in X. Then

lim
x→p

(
f(x) · g(x)

)
= 0.

Proof Let some strictly positive real number ε be given. Now g(x) remains
bounded as x tends to p in X, and therefore positive constants C and δ0 can
be determined such that |g(x)| ≤ C for all x ∈ X satisfying 0 < |x−p| < δ0.
A strictly positive real number ε0 can then be chosen small enough to ensure
that Cε0 < ε. There then exists a strictly positive real number δ1 that is
small enough to ensure that |f(x)| < ε0 whenever 0 < |x−p| < δ1. Let δ be
the minimum of δ0 and δ1. Then δ > 0, and if 0 < |x−p| < δ then |f(x)| < ε0

and |g(x)| ≤ C. It then follows from Schwarz’s Inequality (Proposition 4.1)
that

|f(x) · g(x)| ≤ |f(x)| |g(x)| < Cε0 < ε.

The result follows.

Proposition 4.25 Let X be a subset of m-dimensional Euclidean space Rm,
let f :X → Rn be a function mapping X into n-dimensional Euclidean space
Rn, let h:X → R be a real-valued function on X, let p be a limit point of X,
let q be a point of Rn and let s be a real number. Suppose that

lim
x→p

f(x) = q

and
lim
x→p

h(x) = s.

Then
lim
x→p

h(x)f(x) = sq.

Proof The functions f and h satisfy the equation

h(x)f(x) = h(x)
(
f(x)− q

)
+ (h(x)− s)q + sq,

where
lim
x→p

(
f(x)− q

)
= 0 and lim

x→p

(
h(x)− s

)
= 0.

Moreover there exists a strictly positive constant δ0 such that |h(x)− s| < 1
for all x ∈ X satisfying 0 < |x−p| < δ0. But it then follows from the Triangle
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Inequality that |h(x)| < |s| + 1 for all x ∈ X satisfying 0 < |x − p| < δ0.
Thus h(x) remains bounded as x tends to p in X. It follows that

lim
x→p

(h(x)(f(x)− q)) = 0

(see Proposition 4.23). Similarly

lim
x→p

(h(x)− s) q = 0.

It follows that

lim
x→p

(h(x)f(x))

= lim
x→p

(h(x)(f(x)− q)) + lim
x→p

((
h(x)− s

)
q
)

+ sq

= 0 + sq,

as required.

Proposition 4.26 Let X be a subset of m-dimensional Euclidean space Rm,
let f :X → Rn and g:X → Rn be functions mapping X into n-dimensional
Euclidean space Rn, let p be a limit point of X, and let q and r be points of
Rn. Suppose that

lim
x→p

f(x) = q

and
lim
x→p

g(x) = r.

Then
lim
x→p

(f(x) · g(x)) = q · r.

Proof The functions f and g satisfy the equation

f(x) · g(x) = (f(x)− q) · g(x) + q · (g(x)− r) + q · r,

where
lim
x→p

(
f(x)− q

)
= 0 and lim

x→p

(
g(x)− r

)
= 0.

Moreover there exists a strictly positive constant δ0 such that |g(x)− r| < 1
for all x ∈ X satisfying 0 < |x−p| < δ0. But it then follows from the Triangle
Inequality that |g(x)| < |r| + 1 for all x ∈ X satisfying 0 < |x − p| < δ0.
Thus g(x) remains bounded as x tends to p in X. It follows that

lim
x→p

((
f(x)− q

)
· g(x)

)
= 0
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(see Proposition 4.24). Similarly

lim
x→p

(
q ·
(
g(x)− r

))
= 0.

It follows that

lim
x→p

(f(x) · g(x))

= lim
x→p

((
f(x)− q

)
· g(x)

)
+ lim

x→p

(
q ·
(
g(x)− r

))
+ q · r

= q · r,

as required.

Proposition 4.27 Let X be a subset of m-dimensional Euclidean space Rm,
let f :X → R and g:X → R be real-valued functions on X, and let p be a
limit point of the set X. Suppose that lim

x→p
f(x) and lim

x→p
g(x) both exist. Then

so do lim
x→p

(f(x) + g(x)), lim
x→p

(f(x)− g(x)) and lim
x→p

(f(x)g(x)), and moreover

lim
x→p

(f(x) + g(x)) = lim
x→p

f(x) + lim
x→p

g(x),

lim
x→p

(f(x)− g(x)) = lim
x→p

f(x)− lim
x→p

g(x),

lim
x→p

(f(x)g(x)) = lim
x→p

f(x)× lim
x→p

g(x),

If moreover g(x) 6= 0 for all x ∈ X and lim
x→p

g(x) 6= 0 then

lim
x→p

f(x)

g(x)
=

lim
x→p

f(x)

lim
x→p

g(x)
.

First Proof It follows from Proposition 4.21 (applied in the case when the
target space is one-dimensional) that

lim
x→p

(f(x) + g(x)) = lim
x→p

f(x) + lim
x→p

g(x).

Replacing the function g by −g, we deduce that

lim
x→p

(f(x)− g(x)) = lim
x→p

f(x)− lim
x→p

g(x).

It follows from Proposition 4.25 (applied in the case when the target space
is one-dimensional), or alternatively from Proposition 4.26, that

lim
x→p

(f(x)g(x)) = lim
x→p

f(x)× lim
x→p

g(x).

66



Now suppose that g(x) 6= 0 for all x ∈ X and that lim
x→p

g(x) 6= 0. Let

r:R \ {0} → R be the reciprocal function defined so that r(t) = 1/t for
all non-zero real numbers t. Then the reciprocal function r is continuous.
Applying the result of Lemma 4.18, we find that

lim
x→p

1

g(x)
= lim

x→p
r(g(x)) = r

(
lim
x→p

g(x)

)
=

1

lim
x→p

g(x)
.

It follows that

lim
x→p

f(x)

g(x)
=

lim
x→p

f(x)

lim
x→p

g(x)
,

as required.

Second Proof Let l = lim
x→p

f(x) and m = lim
x→p

g(x), and let h:X → R2 be

defined such that
h(x) = (f(x), g(x))

for all x ∈ X. Then
lim
x→p

h(x) = (l,m)

(see Proposition 4.19).
Let s:R2 → R and m:R2 → R be the functions from R2 to R defined such

that s(u, v) = u+ v and m(u, v) = uv for all u, v ∈ R. Then the functions s
and m are continuous (see Lemma 4.7). Also f + g = s ◦h and f · g = m ◦ f .
It follows from this that

lim
x→p

(f(x) + g(x)) = lim
x→p

s(f(x), g(x)) = lim
x→p

s(h(x))

= s

(
lim
x→p

h(x)

)
= s(l,m) = l +m,

and

lim
x→p

(f(x)g(x)) = lim
x→p

m(f(x), g(x)) = lim
x→p

m(h(x))

= m

(
lim
x→p

h(x)

)
= m(l,m) = lm

(see Lemma 4.18).
Also

lim
x→p

(−g(x)) = −m.
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It follows that
lim
x→p

(f(x)− g(x)) = l −m.

Now suppose that g(x) 6= 0 for all x ∈ X and that lim
x→p

g(x) 6= 0. Rep-

resenting the function sending x ∈ X to 1/g(x) as the composition of the
function g and the reciprocal function r:R \ {0} → R, where r(t) = 1/t for
all non-zero real numbers t, we find, as in the first proof, that the function
sending each point x of X to

lim
x→p

(
1

g(x)

)
=

1

m
.

It then follows that

lim
x→p

f(x)

g(x)
=

l

m
,

as required.

Proposition 4.28 Let X and Y be subsets of Rm and Rn respectively, and
let f :X → Y and g:Y → Rk be functions satisfying f(X) ⊂ Y . Let p be a
limit point of X in Rm, let q be a limit point of Y in Rn let r be a point of
Rk. Suppose that the following three conditions are satisfied:

(i) lim
x→p

f(x) = q;

(ii) lim
y→q

g(y) = r;

(iii) there exists some positive real number δ0 such that f(x) 6= q for all
x ∈ X satisfying |x− p| < δ0.

Then
lim
x→p

g(f(x)) = r.

Proof Let some positive real number ε be given. Then there exists some
positive real number η such that |g(y) − r| < ε whenever y ∈ Y satisfies
0 < |y − q| < η. There then exists some positive real number δ1 such that
|f(x) − q| < η whenever x ∈ X satisfies 0 < |x − p| < δ1. Also there
exists some positive real number δ0 such that f(x) 6= q whenever x ∈ X
satisfies |x− p| < δ0. Let δ be the minimum of δ0 and δ1. Then δ > 0, and
0 < |f(x)− q| < η whenever x ∈ X satisfies 0 < |x− p| < δ. But this then
ensures that |g(f(x))− r| < ε whenever x ∈ X satisfies 0 < |x−p| < δ. The
result follows.
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4.10 Limits and Neighbourhoods

Definition Let X be a subset of m-dimensional Euclidean space Rm, and
let p be a point of X. A subset N of X is said to be a neighbourhood of p
in X if there exists some strictly positive real number δ for which

{x ∈ X : |x− p| < δ} ⊂ N.

Lemma 4.29 Let X be a subset of m-dimensional Euclidean space Rm, and
let p be a point of X that is not an isolated point of X. Let f :X → Rn be a
function mapping X into some Euclidean space Rn, and let q ∈ Rn. Then

lim
x→p

f(x) = q

if and only if, given any positive real number ε, there exists a neighbourhood N
of p in X such that

|f(x)− q| < ε

for all points x of N that satisfy x 6= p.

Proof This result follows directly from the definitions of limits and neigh-
bourhoods.

Remark Let X be a subset of m-dimensional Euclidean space Rm, and let
p be a limit point of X that does not belong to X. Let f :X → Rn be a
function mapping X into some Euclidean space Rn, and let q ∈ Rn. Then

lim
x→p

f(x) = q

if and only if, given any positive real number ε, there exists a neighbour-
hood N of p in X ∪ {p} such that

|f(x)− q| < ε

for all points x of N that satisfy x 6= p. Thus the result of Lemma 4.29 can
be extended so as to apply to limits of functions taken at limit points of the
domain that do not belong to the domain of the function.
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5 Compact Subsets of Euclidean Spaces

5.1 The Multidimensional Bolzano-Weierstrass Theo-
rem

A sequence x1,x2,x3, . . . of points in Rn is said to be bounded if there exists
some constant K such that |xj| ≤ K for all j.

Example Let

(xj, yj, zj) =

(
sin(π

√
j), (−1)j, cos

(
2π log j

log 2

))
for j = 1, 2, 3, . . .. This sequence of points in R3 is bounded, because the
components of its members all take values between −1 and 1. Moreover
xj = 0 whenever j is the square of a positive integer, yj = 1 whenever j is
even and zj = 1 whenever j is a power of two.

The infinite sequence x1, x2, x3, . . . has a convergent subsequence

x1, x4, x9, x16, x25, . . .

which includes those xj for which j is the square of a positive integer. The
corresponding subsequence y1, y4, y9, . . . of y1, y2, y3, . . . is not convergent, be-
cause its values alternate between 1 and −1. However this subsequence is
bounded, and we can extract from this sequence a convergent subsequence

y4, y16, y36, y64, y100, . . .

which includes those xj for which j is the square of an even positive integer.
The subsequence

x4, x16, x36, y64, y100, . . .

is also convergent, because it is a subsequence of a convergent subsequence.
However the corresponding subsequence

z4, z16, z36, z64, z100, . . .

does not converge. (Indeed zj = 1 when j is an even power of 2, but
zj = cos(2π log(9)/ log(2)) when j = 9 × 22p for some positive integer p.)
However this subsequence is bounded, and we can extract from it a conver-
gent subsequence

z4, z16, z64, z256, z1024, . . .
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which includes those xj for which j is equal to two raised to the power of
an even positive integer. Then the first, second and third components of the
following subsequence

(x4, y4, z4), (x16, y16, z16), (x64, y64, z64), (x256, y256, z256), . . .

of the original sequence of points in R3 converge, and it therefore follows
from Lemma 4.3 that this sequence is a convergent subsequence of the given
sequence of points in R3.

Example Let

xj =


1 if j = 4k for some integer k
0 if j = 4k + 1 for some integer k
−1 if j = 4k + 2 for some integer k
0 if j = 4k + 3 for some integer k

and

yj =


0 if j = 4k for some integer k,
1 if j = 4k + 1 for some integer k,
0 if j = 4k + 2 for some integer k,
−1 if j = 4k + 3 for some integer k,

,

and let uj = (xj, yj) for j = 1, 2, 3, 4, . . .. Then the first components xj for
which the index j is odd constitute a convergent sequence x1, x3, x5, x7, . . .
of real numbers, and the second components yj for which the index j is even
also constitute a convergent sequence y2, y4, y6, y8, . . . of real numbers.

However one would not obtain a convergent subsequence of u1,u2,u3, . . .
simply by selecting those indices j for which xj is in the convergent subse-
quence x1, x3, x5, . . . and yj is in the convergent subsequence y2, y4, y6, . . .,
because there no values of the index j for which xj and yj both belong to the
respective subsequences. However the one-dimensional Bolzano-Weierstrass
Theorem (Theorem 1.3) guarantees that there is a convergent subsequence
of y1, y3, y5, y7, . . ., and indeed y1, y5, y9, y13, . . . is such a convergent subse-
quence. This yields a convergent subsequence u1,u5,u9,u13, . . . of the given
bounded sequence of points in R2.

Theorem 5.1 (The Multidimensional Bolzano-Weierstrass Theo-
rem)
Every bounded sequence of points in Rn has a convergent subsequence.

Proof We prove the result by induction on the dimension n of the Euclidean
space Rn that contains the infinite sequence in question. It follows from the
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one-dimensional Bolzano-Weierstrass Theorem (Theorem 1.3) that the the-
orem is true when n = 1. Suppose that n > 1, and that every bounded se-
quence in Rn−1 has a convergent subsequence. Let x1,x2,x3, . . . be a bounded
infinite sequence of elements of Rn, and let xj,i denote the ith component of xj
for i = 1, 2, . . . , n and for all positive integers j. The induction hypothesis re-
quires that all bounded sequences in Rn−1 contain convergent subsequences.
It follows that there exist real numbers p1, p2, . . . , pn−1 and an increasing
sequence m1,m2,m3, . . . of positive integers such that lim

k→+∞
xmk,i = pi for

i = 1, 2, . . . , n− 1. The nth components

xm1,n, xm2,n, xm3,n, . . .

of the members of the subsequence

xm1 ,xm2 ,xm3 , . . .

then constitute a bounded sequence of real numbers. It follows from the one-
dimensional Bolzano-Weierstrass Theorem (Theorem 1.3) that there exists an
increasing sequence k1, k2, k3, . . . of positive integers for which the sequence

xmk1
,n, xmk2

,n, xmk3
,n, . . .

converges.
Let sj = mkj for all positive integers j, and let

pn = lim
j→+∞

xmkj
,n = lim

j→+∞
xsj ,n.

Then the sequence xs1,i, xs2,i, xs3,i, . . . converges for values of i between 1 and
n− 1, because it is a subsequence of the convergent sequence

xm1,i, xm2,i, xm3,i, . . . .

Moreover
xs1,n, xs2,n, xs3,n, . . .

also converges. Thus the ith components of the infinite sequence

xm1 ,xm2 ,xm3 , . . .

converge for i = 1, 2, . . . , n. It then follows from Lemma 4.3 that

lim
j→+∞

xsk = p,

where p = (p1, p2, . . . , pn). The result follows.
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5.2 Cauchy Sequences in Euclidean Spaces

Definition A sequence x1,x2,x3, . . . of points of n-dimensional Euclidean
space Rn is said to be a Cauchy sequence if the following condition is satisfied:

given any strictly positive real number ε, there exists some pos-
itive integer N such that |xj − xk| < ε for all positive integers j
and k satisfying j ≥ N and k ≥ N .

Lemma 5.2 Every Cauchy sequence of points of n-dimensional Euclidean
space Rn is bounded.

Proof Let x1,x2,x3, . . . be a Cauchy sequence of points in Rn. Then there
exists some positive integer N such that |xj − xk| < 1 whenever j ≥ N
and k ≥ N . In particular, |xj| ≤ |xN | + 1 whenever j ≥ N . Therefore
|xj| ≤ R for all positive integers j, where R is the maximum of the real
numbers |x1|, |x2|, . . . , |xN−1| and |xN | + 1. Thus the sequence is bounded,
as required.

Theorem 5.3 (Cauchy’s Criterion for Convergence) An infinite sequence of
points of n-dimensional Euclidean space Rn is convergent if and only if it is
a Cauchy sequence.

Proof First we show that convergent sequences in Rn are Cauchy sequences.
Let x1,x2,x3, . . . be a convergent sequence of points in Rn, and let p =
lim

j→+∞
xj. Let some strictly positive real number ε be given. Then there

exists some positive integer N such that |xj − p| < 1
2
ε for all j ≥ N . Thus

if j ≥ N and k ≥ N then |xj − p| < 1
2
ε and |xk − p| < 1

2
ε, and hence

|xj − xk| = |(xj − p)− (xk − p)| ≤ |xj − p|+ |xk − p| < ε.

Thus the sequence x1,x2,x3, . . . is a Cauchy sequence.
Conversely we must show that any Cauchy sequence x1,x2,x3, . . . in Rn

is convergent. Now Cauchy sequences are bounded, by Lemma 5.2. The se-
quence x1,x2,x3, . . . therefore has a convergent subsequence xk1 ,xk2 ,xk3 , . . .,
by the multidimensional Bolzano-Weierstrass Theorem (Theorem 5.1). Let
p = limj→+∞ xkj . We claim that the sequence x1,x2,x3, . . . itself converges
to p.

Let some strictly positive real number ε be given. Then there exists some
positive integer N such that |xj − xk| < 1

2
ε whenever j ≥ N and k ≥ N

(since the sequence is a Cauchy sequence). Let m be chosen large enough to
ensure that km ≥ N and |xkm − p| < 1

2
ε. Then

|xj − p| ≤ |xj − xkm |+ |xkm − p| < 1
2
ε+ 1

2
ε = ε

whenever j ≥ N . It follows that xj → p as j → +∞, as required.

73



5.3 The Multidimensional Extreme Value Theorem

Proposition 5.4 Let X be a closed bounded set in m-dimensional Euclidean
space, and let f :X → Rn be a continuous function mapping X into n-
dimensional Euclidean space Rn. Then there exists a point w of X such
that |f(x)| ≤ |f(w)| for all x ∈ X.

Proof Let g:X → R be defined such that

g(x) =
1

1 + |f(x)|

for all x ∈ X. Now the function mapping each x ∈ X to |f(x)| is continuous
(see Lemma 4.9) and quotients of continuous functions are continuous where
they are defined (see Lemma 4.8). It follows that the function g:X → R is
continuous.

Let
m = inf{g(x) : x ∈ X}.

Then there exists an infinite sequence x1,x2,x3, . . . in X such that

g(xj) < m+
1

j

for all positive integers j. It follows from the multidimensional Bolzano-
Weierstrass Theorem (Theorem 5.1) that this sequence has a subsequence
xk1 ,xk2 ,xk3 , . . . which converges to some point w of Rn.

Now the point w belongs to X because X is closed (see Lemma 4.16).
Also

m ≤ g(xkj) < m+
1

kj

for all positive integers j. It follows that g(xkj) → m as j → +∞. It then
follows from Lemma 4.5 that

g(w) = g

(
lim

j→+∞
xkj

)
= lim

j→+∞
g(xkj) = m.

Then g(x) ≥ g(w) for all x ∈ X, and therefore |f(x)| ≤ |f(w)| for all x ∈ X,
as required.

Theorem 5.5 (The Multidimensional Extreme Value Theorem)
Let X be a closed bounded set in m-dimensional Euclidean space, and let
f :X → R be a continuous real-valued function defined on X. Then there
exist points u and v of X such that f(u) ≤ f(x) ≤ f(v) for all x ∈ X.
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Proof It follows from Proposition 5.4 that the function f is bounded on
X. It follows that there exists a real number C large enough to ensure that
f(x) + C > 0 for all x ∈ X. It then follows from Proposition 5.4 that there
exists some point v of X such that

f(x) + C ≤ f(v) + C.

for all x ∈ X. But then f(x) ≤ f(v) for all x ∈ X. Applying this result
with f replaced by −f , we deduce that there exists some u ∈ X such that
−f(x) ≤ −f(u) for all x ∈ X. The result follows.

5.4 Uniform Continuity for Functions of Several Real
Variables

Definition Let X be a subset of Rm. A function f :X → Rn from X to
Rn is said to be uniformly continuous if, given any ε > 0, there exists some
δ > 0 (which does not depend on either x′ or x) such that |f(x′)− f(x)| < ε
for all points x′ and x of X satisfying |x′ − x| < δ.

Theorem 5.6 Let X be a subset of Rm that is both closed and bounded.
Then any continuous function f :X → Rn is uniformly continuous.

Proof Let ε > 0 be given. Suppose that there did not exist any δ > 0 such
that |f(x′)− f(x)| < ε for all points x′,x ∈ X satisfying |x′− x| < δ. Then,
for each positive integer j, there would exist points uj and vj in X such
that |uj −vj| < 1/j and |f(uj)− f(vj)| ≥ ε. But the sequence u1,u2,u3, . . .
would be bounded, since X is bounded, and thus would possess a subsequence
uj1 ,uj2 ,uj3 , . . . converging to some point p (Theorem 5.1). Moreover p ∈ X,
since X is closed. The sequence vj1 ,vj2 ,vj3 , . . . would also converge to p,
since lim

k→+∞
|vjk − ujk | = 0.

But then the sequences

f(uj1), f(uj2), f(uj3), . . . and f(vj1), f(vj2), f(vj3), . . .

would both converge to f(p), since f is continuous (Lemma 4.5), and thus

lim
k→+∞

|f(ujk)− f(vjk)| = 0.

But this is impossible, since uj and vj have been chosen so that

|f(uj)− f(vj)| ≥ ε

for all j. We conclude therefore that there must exist some positive real
number δ such that |f(x′) − f(x)| < ε for all points x′,x ∈ X satisfying
|x′ − x| < δ, as required.
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5.5 Lebesgue Numbers

Definition Let X be a subset of n-dimensional Euclidean space Rn. A
collection of subsets of Rn is said to cover X if and only if every point of X
belongs to at least one of these subsets.

Definition Let X be a subset of n-dimensional Euclidean space Rn. An
open cover of X is a collection of subsets of X that are open in X and cover
the set X.

Proposition 5.7 Let X be a closed bounded set in n-dimensional Euclidean
space, and let V be an open cover of X. Then there exists a positive real
number δL with the property that, given any point u of X, there exists a
member V of the open cover V for which

{x ∈ X : |x− u| < δL} ⊂ V.

Proof Let
BX(u, δ) = {x ∈ X : |x− u| < δ}

for all u ∈ X and for all positive real numbers δ. Suppose that there did
not exist any positive real number δL with the stated property. Then, given
any positive number δ, there would exist a point u of X for which the ball
BX(u, δ) would not be wholly contained within any open set V belonging to
the open cover V . Then

BX(u, δ) ∩ (X \ V ) 6= ∅

for all members V of the open cover V . There would therefore exist an infinite
sequence

u1,u2,u3, . . .

of points of X with the property that, for all positive integers j, the open
ball

BX(uj, 1/j) ∩ (X \ V ) 6= ∅

for all members V of the open cover V . The sequence

u1,u2,u3, . . .

would be bounded, because the set X is bounded. It would then follow from
the multidimensional Bolzano-Weierstrass Theorem (Theorem 5.1) that there
would exist a convergent subsequence

uj1 ,uj2 ,uj3 , . . .
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of
u1,u2,u3, . . . .

Let p be the limit of this convergent subsequence. Then the point p would
then belong to X, because X is closed (see Lemma 4.16). But then the
point p would belong to an open set V belonging to the open cover V . It
would then follow from the definition of open sets that there would exist a
positive real number δ for which BX(p, 2δ) ⊂ V . Let j = jk for a positive
integer k large enough to ensure that both 1/j < δ and uj ∈ BX(p, δ).
The Triangle Inequality would then ensure that every point of X within a
distance 1/j of the point uj would lie within a distance 2δ of the point p,
and therefore

BX(uj, 1/j) ⊂ BX(p, 2δ) ⊂ V.

But B(uj, 1/j) ∩ (X \ V ) 6= ∅ for all members V of the open cover V , and
therefore it would not be possible for this open set to be contained in the
open set V . Thus the assumption that there is no positive number δL with
the required property has led to a contradiction. Therefore there must exist
some positive number δL with the property that, for all u ∈ X the open ball
BX(u, δL) in X is contained wholly within at least one open set belonging to
the open cover V , as required.

Definition Let X be a subset of n-dimensional Euclidean space, and let V
be an open cover of X. A positive real number δL is said to be a Lebesgue
number for the open cover V if, given any point p of X, there exists some
member V of the open cover V for which

{x ∈ X : |x− p| < δL} ⊂ V.

Proposition 5.7 ensures that, given any open cover of a closed bounded
subset of n-dimensional Euclidean space, there exists a positive real number
that is a Lebesgue number for that open cover.

Definition The diameter diam(A) of a bounded subset A of n-dimensional
Euclidean space is defined so that

diam(A) = sup{|x− y| : x,y ∈ A}.

It follows from this definition that diam(A) is the smallest real number K
with the property that |x− y| ≤ K for all x,y ∈ A.
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A hypercube in n-dimensional Euclidean space Rn is a subset of Rn of the
form

{(x1, x2, . . . , xn) ∈ Rn : ui ≤ xi ≤ ui + l},
where l is a positive constant that is the length of the edges of the hypercube
and (u1, u2, . . . , un) is the point in Rn at which the Cartesian coordinates
of points in the hypercube attain their minimum values. The diameter of a
hypercube with edges of length l is l

√
n.

Lemma 5.8 Let X be a bounded subset of n-dimensional Euclidean space,
and let δ be a positive real number. Then there exists a finite collection
A1, A2, . . . , As of subsets of X such that the diam(Ai) < δ for i = 1, 2, . . . , s
and

X = A1 ∪ A2 ∪ · · · ∪ Ak.

Proof The set X is bounded, and therefore there exists some positive real
number M such that that if (x1, x2, . . . , xn) ∈ X then −M ≤ xj ≤ M for
j = 1, 2, . . . , n. Choose k large enough to ensure that 2M/k < δL/

√
n. Then

the large hypercube

{(x1, x2, . . . , xn) ∈ Rn : −M ≤ xj ≤M for j = 1, 2, . . . , n}

can be subdivided into kn hypercubes with edges of length l, where l = 2M/k.
Each of the smaller hypercubes is a set of the form

{(x1, x2, . . . , xn) ∈ Rn : uj ≤ xj ≤ uj + l for j = 1, 2, . . . , n},

where (u1, u2, . . . , un) is the corner of the hypercube at which the Cartesian
coordinates have their minimum values. If p is a point belonging to such a
small hypercube, then all points of the hypercube lie within a distance l

√
n

of the point p. It follows that the small hypercube is wholly contained within
the open ball BRn(p, δL) of radius δ about the point p.

Now the number of small hypercubes resulting from the subdivision is
finite. Let H1, H2, . . . , Hs be a listing of the small hypercubes that intersect
the set X, and let Ai = Hi ∩X. Then diam(Hi) ≤

√
nl < δL and

X = A1 ∪ A2 ∪ · · · ∪ Ak,

as required.

Definition Let V and W be open covers of some subset X of a Euclidean
space. Then W is said to be a subcover of V if and only if every open set
belonging to W also belongs to V .
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Definition A subset X of a Euclidean space is said to be compact if and
only if every open cover of X possesses a finite subcover.

Theorem 5.9 (The Multidimensional Heine-Borel Theorem) A subset of n-
dimensional Euclidean space Rn is compact if and only if it is both closed and
bounded.

Proof Let X be a compact subset of Rn and let

Vj = {x ∈ X : |x| < j}

for all positive integers j. Then the sets V1, V2, V3, . . . constitute an open
cover of X. This open cover has a finite subcover, and therefore there exist
positive integers j1, j2, . . . , jk such that

X ⊂ Vj1 ∪ Vj2 ∪ · · · ∪ Vjk .

Let M be the largest of the positive integers j1, j2, . . . , jk. Then |x| ≤M for
all x ∈ X. Thus the set X is bounded.

Let q be a point of Rn that does not belong to X, and let

Wj =

{
x ∈ X : |x− q| > 1

j

}
for all positive integers j. Then the sets W1,W2,W3, . . . constitute an open
cover of X. This open cover has a finite subcover, and therefore there exist
positive integers j1, j2, . . . , jk such that

X ⊂ Wj1 ∪Wj2 ∪ · · · ∪Wjk .

Let δ = 1/M , where M is the largest of the positive integers j1, j2, . . . , jk.
Then |x − q| ≥ δ for all x ∈ X and thus the open ball of radius δ about
the point q does not intersect the set X. We conclude that the set X is
closed. We have now shown that every compact subset of Rn is both closed
and bounded.

We now prove the converse. Let X be a closed bounded subset of Rn, and
let V be an open cover of X. It follows from Proposition 5.7 that there exists
a Lebesgue number δL for the open cover V . It then follows from Lemma 5.8
that there exist subsets A1, A2, . . . , As of X such that diam(Ai) < δL for
i = 1, 2, . . . , s and

X = A1 ∪ A2 ∪ · · · ∪ As.

We may suppose that Ai is non-empty for i = 1, 2, . . . , s (because if Ai = ∅
then Ai could be deleted from the list). Choose pi ∈ Ai for i = 1, 2, . . . , s.
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Then Ai ⊂ BX(pi, δL) for i = 1, 2, . . . , s. The definition of the Lebesgue
number δL then ensures that there exist members V1, V2, . . . , Vs of the open
cover V such that BX(pi, δL) ⊂ Vi for i = 1, 2, . . . , s. Then Ai ⊂ Vi for
i = 1, 2, . . . , s, and therefore

X ⊂ V1 ∪ V2 ∪ · · · ∪ Vs.

Thus V1, V2, . . . , Vs constitute a finite subcover of the open cover U . We
have therefore proved that every closed bounded subset of n-dimensional
Euclidean space is compact, as required.
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6 The Multidimensional Riemann Integral

6.1 Rectangles and Partitions

Let Xi be a subset of R for i = 1, 2, . . . , n, where n is some positive integer.
The Cartesian product

X1 ×X2 × · · · ×Xn

of the sets X1, X2, . . . , Xn is the subset of Rn defined such that

X1 ×X2 × · · · ×Xn

= {(x1, x2, . . . , xn) ∈ Rn : xi ∈ Xi for i = 1, 2, . . . , n}.

We use the notation
n∏
i=1

Xi

to denote the Cartesian product X1 ×X2 × · · · ×Xn of sets X1, X2, . . . , Xn.

Definition We define a closed n-dimensional rectangle in n-dimensional Eu-
clidean space Rn to be Cartesian product of closed intervals in the real line.

A closed n-dimensional rectangle can thus be represented as a set of the
form

{(x1, x2, . . . , xn) ∈ Rn : ai ≤ xi ≤ bi for i = 1, 2, . . . , n},

where a1, a2, . . . , an and b1, b2, . . . , bn are real numbers such that ai ≤ bi for
i = 1, 2, . . . , n.

An n-dimensional rectangle may be referred to as an n-rectangle.
The interior of the closed n-rectangle

{(x1, x2, . . . , xn) ∈ Rn : ai ≤ xi ≤ bi for i = 1, 2, . . . , n}

is the open set

{(x1, x2, . . . , xn) ∈ Rn : ai < xi < bi for i = 1, 2, . . . , n},

for all real numbers a1, a2, . . . , an and b1, b2, . . . , bn satisfying ai ≤ bi for
i = 1, 2, . . . , n.

In other words, the interior of the closed n-rectangle
n∏
i=1

[ai, bi] is the open

set
n∏
i=1

(ai, bi).
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Definition Let a1, a2, . . . , an and b1, b2, . . . , bn be real numbers, where ai ≤
bi for i = 1, 2, . . . , n, and let K be the n-rectangle defined so that

S = {(x1, x2, x3, . . . , xn) ∈ Rn : ai ≤ xi ≤ bi for i = 1, 2, . . . , n}.

The volume (or content) v(K) of K is defined so that

v(S) =
n∏
i=1

(bi − ai) = (a1 − b1)(a1 − b2) · · · (an − bn).

Let a and b be real numbers, where a ≤ b. A partition of the closed
interval [a, b] is represented as a finite set P which includes the endpoints a
and b of the interval and whose elements belong to the interval. The elements
of such a partition P can be listed as x0, x1, x2, . . . , xm, where

a = x0 < x1 < x2 < · · · < xm = b.

Let ai and bi be real numbers satisfying ai ≤ bi for i = 1, 2, . . . , n, and let
Pi be a partition of the closed interval [ai, bi] for each i. We can then write

Pi = {xi,0, xi,1, xi,2, . . . , xi,m(i)},

where
ai = xi,0 < xi,1 < xi,2 < · · · < xi,m(i) = bi

for i = 1, 2, . . . , n and j = 0, 1, . . . ,m(i). Let K be the closed n-rectangle

defined so that K =
n∏
i=1

[ai, bi]. Then the partitions P1, P2, . . . , Pn of the

closed intervals
[a1, b1], [a2, b2], . . . [an, bn]

determine a partition P1 × P2 × · · · × Pn of the n-rectangle K as a union of
smaller closed n-rectangles Kj1,j2,...,jn , where ji is an integer between 1 and
m(i) for i = 1, 2, . . . , n, and where, for given integers j1, j2, . . . , jn satisfying
1 ≤ ji ≤ m(i) for i = 1, 2, . . . , n, the closed n-rectangle Kj1,j2,...,jn is defined
so that

Kj1,j2,...,jn =
n∏
i=1

[xi,ji−1, xi,ji ].

Definition Let ai and bi be real numbers satisfying ai ≤ bi for i = 1, 2, . . . , n,

and let K be the closed n-rectangle in Rn defined such that K =
n∏
i=1

[ai, bi].
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A partition of K is the decomposition of K as a union of closed n-rectangles
Kj1,j2,...,jn that is determined by partitions P1, P2, . . . , Pn of

[a1, b1], [a2, b2], . . . [an, bn]

respectively, where, for each integer i between 1 and n, the partition Pi is
representable in the form

Pi = {xi,0, xi,1, xi,2, . . . , xi,m(i)}

for real numbers xi,0, xi,1, xi2 , . . . , xi,m(i) that satisfy

ai = xi,0 < xi,1 < xi,2 < · · · < xi,m(i) = bi,

and where Kj1,j2,...,jn =
n∏
i=1

[xi,ji−1, xi,ji ] for all integers j1, j2, . . . , jn that sat-

isfy 1 ≤ ji ≤ m(i) for i = 1, 2, . . . , n.

Proposition 6.1 Let ai and bi be real numbers satisfying ai ≤ bi for i =

1, 2, . . . , n, and let K =
n∏
i=1

[ai, bi]. Let the partition Pi of [ai, bi] be represented

in the form Pi = {xi,0, xi,1, . . . , xi,m(i)} for i = 1, 2, . . . , n, where

ai = xi,0 < xi,1 < xi,2 < · · · < xi,m(i) = bi.

Then the volume v(K) of the n-rectangle K satisfies

v(K) =

m(1)∑
j1=1

m(2)∑
j2=2

· · ·
m(n)∑
jn=1

v(Kj1,j2,...,jn),

where Kj1,j2,...,jn =
n∏
i=1

[xi,ji−1, xi,ji ] for all n-tuples (j1, j2, . . . , jn) of integers

satisfying 1 ≤ ji ≤ m(i) for i = 1, 2, . . . , n.

Proof We must prove that

n∏
i=1

(bi − ai) =

m(1)∑
j1=1

· · ·
m(n)∑
jn=1

(x1,j1 − x1,j1−1) · · · (xn,jn − xn,jn−1).

First we note that

bn − an =

m(n)∑
in=1

(xn,jn − xn,jn−1).
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It follows directly that the result holds in the case when n = 1.
Suppose that n > 1 and that the result is known to hold for all partitions

of (n−1)-dimensional rectangles in Rn−1. Applying the result to the rectangle
n−1∏
i=1

[ai, bi] in Rn−1, we find that

n−1∏
i=1

(bi − ai)

=

m(1)∑
j1=1

· · ·
m(n−1)∑
jn−1=1

(x1,j1 − x1,j1−1) · · · (xn−1,jn−1 − xn−1,jn−1−1).

It follows that

n∏
i=1

(bi − ai) =

m(1)∑
j1=1

· · ·
m(n)∑
jn=1

(x1,j1 − x1,j1−1) · · · (xn,jn − xn,jn−1).

Thus if the result holds all partitions of (n − 1)-dimensional rectangles in
Rn−1 then it also holds for all partitions of n-dimensional rectangles in Rn.
The result follows.

We now introduce “multi-index” notation in order to reduce the com-
plexity of the notation involved in analysing the properties of n-dimensional
rectangles, partitions of such rectangles, and of real-valued functions defined
on such rectangles.

Let K be an closed n-dimensional closed rectangle in Rn, let

[a1, b1], [a2, b2], . . . , [an, bn]

be closed intervals such that K =
n∏
i=1

[ai, bi], where ai ≤ bi for i = 1, 2, . . . , n,

and let P be a partition of K. Then there exists a partition Pi of [ai, bi] for
i = 1, 2, . . . , n such that

P = P1 × P2 × · · · × Pk.

We let Pi = {xi,0, xi,1, xi,2, . . . , xi,m(i)} for i = 1, 2, . . . , n, where xi,0, xi,1, xi2 , . . . , xi,m(i)

are real numbers that satisfy

ai = xi,0 < xi,1 < xi,2 < · · · < xi,m(i) = bi.
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Now the n-rectangle K is the union of smaller n-rectangles Kj1,j2,...,jn deter-
mined by the partition P , where

Kj1,j2,...,jn =
n∏
i=1

[xi,ji−1, xi,ji ]

for i = 1, 2, . . . , n and ji = 1, 2, . . . ,m(i). We refer to these n-rectangles
Kj1,j2,...,jn as the cells determined by the partition P of the rectangle K.
Each cell Kj1,j2,...,jn is identified by a “multi-index” (j1, j2, . . . , jn). Such
“multi-indices” are typically denoted by Greek letters α, β, γ, . . ..

Accordingly we let

Ω(P ) = {(j1, j2, . . . , jn) : i = 1, 2, . . . , n and ji = 1, 2, . . . ,m(i)}.

Then Ω(P ) is the set consisting of the multi-indices that identify cells of the
partition P . Given a multi-index α, where α = (j1, j2, . . . , jn) for some
(j1, j2, . . . , jn) ∈ Ω(P ), we can denote by KP,α the cell Kj1,j2,...,jn of the
partition corresponding to the multi-index α. The result Proposition 6.1
can then be expressed by the identity

v(K) =
∑

α∈Ω(P )

v(KP,α)

where v(K) denotes the volume of the rectangle K and v(KP,α) denotes the
volume of the cell KP,α for all α ∈ Ω(P ).

Definition Let K be an n-dimensional rectangle in Rn and let P and R be
partitions of K. We say that the partition R is a refinement of P if every
cell of the partition R is contained within a cell of the partition P .

Lemma 6.2 Let K be an n-dimensional rectangle in Rn and let P and R
be partitions of K. Let the partition P represent K as a union of cells
KP,α, where the index α ranges over an indexing set Ω(P ), and where the
interiors of the cells are disjoint. Similarly let the partition R represent K as
a union of cells KR,β, where the index β ranges over an indexing set Ω(R),
and where the interiors of the cells are disjoint. Suppose that the partition R
is a refinement of the partition P . Then there is a well-defined function
λ: Ω(R) → Ω(P ) characterized by the requirement that, for every β ∈ Ω(R),
the cell KP,λ(β) of the partition P is the unique cell of that partition for which
KR,β ⊂ KP,λ(β).

Proof The definition of the cells of the partitions P and R ensures that
the interiors of these cells are non-empty. Moreover if a cell KR,β of the
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refinement R is contained in a cell KP,α of the partition P then the interior
of KR,β is contained in the interior of KP,α. But the interiors of the cells
of the partition P are disjoint, and therefore the interior of KR,β cannot
intersect the interiors of two or more cells of the partition P . Therefore KR,β

can be contained in at most one cell of the partition P . But the definition
of refinements ensures that KR,β is contained in the interior of at least one
cell of the partition P . The result follows.

Lemma 6.3 Let K be an n-dimensional rectangle in Rn, and let P and Q
be partitions of K. Then there exists a partition R of K that is a common
refinement of the partitions P and Q.

Proof Let K =
∏n

i=1[ai, bi], where ai and bi are real numbers satisfying
ai ≤ bi for i = 1, 2, . . . , n. It follows from the definition of partitions that
there exist partitions Pi and Qi of the closed bounded interval [ai, bi] for
i = 1, 2, . . . , n such that

P = P1 × P2 × · · · × Pn

and
Q = Q1 ×Q2 × · · · ×Qn.

For each i, Pi and Qi are finite sets containing the endpoints ai and bi of the
interval whose other elements all belong to the interval. Let Ri = Pi ∪Qi for
i = 1, 2, . . . , n, and let

R = R1 ×R2 × · · · ×Rn.

Then R is a partition of K that is a common refinement of the partitions P
and Q of K. The result follows.

6.2 Multidimensional Darboux Sums

Let f :K → R be a bounded real-valued function defined on an n-dimensional
rectangle K in Rn. A partition P of the n-rectangle K represents K as the
union of a collection

{KP,α : α ∈ Ω(P )}
of n-rectangles contained in K. The interior of each of these n-rectangles
is a non-empty open set in Rn, and distinct n-rectangles in this collection
intersect, if at all, only along their boundaries. Thus each point of K belongs
to the interior of at most one rectangle in the collection

{KP,α : α ∈ Ω(P )}.
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Also the volume v(K) of the n-dimensional rectangle K is the sum of the
volumes of the cells of the partition, and thus

v(K) =
∑

α∈Ω(P )

KP,α.

Let K be an n-dimensional rectangle in Rn and let P and R be partitions of
K. Then the partition R is a refinement of P if every cell of the partition R is
contained within a cell of the partition P . We have shown that if the partition
R of K is a refinement of a partition P of K, and if the cells of the partitions
P and R of K are indexed by indexing sets Ω(P ) and Ω(R) respectively,
then there is a well-defined function λ: Ω(R) → Ω(P ) characterized by the
property that, for each β ∈ Ω(P ), the cell KP,λ(β) is the unique cell of the
partition P for which KR,β ⊂ KP,λ(β) (see Lemma 6.2). We have also shown
that, given any two partitions P and Q of K, there exists a partition R of
K that is a common refinement of P and Q. (see Lemma 6.3.)

Remark The previous discussion contains more details regarding how the
partition of K is implemented, and how the cells of the partition are con-
structed, and how they can be indexed. The results just described will be
essential in the following discussion. But the details of how the cells of the
partition are indexed is immaterial to the following discussion, and we could
at this point choose an ordering of the cells of a given partition, and use this
ordering to represent the indexing set Ω(P ) associated with a partition P of
an n-dimensional rectangle K as a set of consecutive integers indexing the
cells of the partition P in accordance with the chosen ordering of those cells.
The cells determined by the partition P of K could then be denoted as

KP,1, KP,2, · · ·KP,r,

where r is the number of cells resulting from the partition P of K.

Definition Let f :K → R be a bounded real-valued function defined on an
n-dimensional rectangle K in Rn, let P be a partition of K, and let the cells
of this partition be indexed by the set Ω(P ). For each element α of the
indexing set Ω(P ), let KP,α denotes the cell of the partition indexed by α,
let v(KP , α) denote the volume of KP,α, and let

mP,α = inf{f(x) : x ∈ KP,α}

and
MP,α = sup{f(x) : x ∈ KP,α}.
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Then the Darboux lower sum L(P, f) and the Darboux upper sum U(P, f)
are defined by the formulae

L(P, f) =
∑

α∈Ω(P )

mP,α v(KP,α)

and
U(P, f) =

∑
α∈Ω(P )

MP,α v(KP,α),

Let f :K → R be a bounded real-valued function defined on an n-dimensional
rectangle K in Rn. Then the definition of the Darboux lower and upper sums
ensures that L(P, f) ≤ U(P, f) for all partitions P of the n-rectangle K.

Lemma 6.4 Let f :K → R be a bounded real-valued function defined on
an n-dimensional rectangle K in Rn, and let P and R be partitions of K.
Suppose that R is a refinement of P . Then

L(R, f) ≥ L(P, f) and U(R, f) ≤ U(P, f).

Proof Let the cells of the partitions P and R be indexed by indexing sets
Ω(P ) and ω(R) respectively. Also, for each α ∈ Ω(P ), let KP,α be the cell
of the partition P determined by α, and, for each β ∈ Ω(R), let KR,β be the
cell of the partition R determined by β. Then there is a well-defined function
λ: Ω(R)→ Ω(P ) characterized by the requirement that, for every β ∈ Ω(R),
the cell KP,λ(β) of the partition P is the unique cell of that partition for which
KR,β ⊂ KP,λ(β) (see Lemma 6.2). Now

L(P, f) =
∑

α∈Ω(P )

mP,α v(KP,α),

U(P, f) =
∑

α∈Ω(P )

MP,α v(KP,α),

where
mP,α = inf{f(x) : x ∈ KP,α}

and
MP,α = sup{f(x) : x ∈ KP,α}

for all α ∈ Ω(P ). Similarly

L(R, f) =
∑

β∈Ω(R)

mR,β v(KR,β),

U(R, f) =
∑

β∈Ω(R)

MR,β v(KR,β),
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where
mR,β = inf{f(x) : x ∈ KR,β}

and
MR,β = sup{f(x) : x ∈ KR,β}

for all β ∈ Ω(R).
Now

mR,β ≥ mP,λ(β)

for all β ∈ Ω(R), because KR,β ⊂ KP,λ(β). Also the partition R of K deter-
mines a partition of each cell KP,α of that partition P , decomposing the cell
KP,α as a union of the sets KR,β for which λ(β) = α. It follows that

KP,α =
∑

β∈Ω(R;α)

v(KR,β)

where
Ω(R;α) = {β ∈ Ω(R) : λ(β) = α}

for all α ∈ Ω(P ) (see Proposition 6.1). Therefore

L(R, f) =
∑

β∈Ω(R)

mR,β v(KR,β)

=
∑

α∈Ω(P )

∑
β∈Ω(R;α)

mR,β v(KR,β)

≥
∑

α∈Ω(P )

mP,α

∑
β∈Ω(R;α)

v(KR,β)

≥
∑

α∈Ω(P )

mP,α v(KP,α)

= L(P, f).

An analogous argument applies to upper sums. Now

MR,β ≥MP,λ(β)

for all β ∈ Ω(R), where

MP,α = sup{f(x) : x ∈ KP,α}

for all α ∈ Ω(P ) and

MR,β = sup{f(x) : x ∈ KR,β}
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for all β ∈ Ω(R), because KR,β ⊂ KP,λ(β). Also

KP,α =
∑

β∈Ω(R;α)

v(KR,β)

where
Ω(R;α) = {β ∈ Ω(R) : λ(β) = α}

for all α ∈ Ω(P ), as before. Therefore

U(R, f) =
∑

β∈Ω(R)

MR,β v(KR,β)

=
∑

α∈Ω(P )

∑
β∈Ω(R;α)

MR,β v(KR,β)

≤
∑

α∈Ω(P )

MP,α

∑
β∈Ω(R;α)

v(KR,β)

≥
∑

α∈Ω(P )

MP,α v(KP,α)

= U(P, f).

This completes the proof.

Lemma 6.5 Let f :K → R be a bounded real-valued function defined on an
n-dimensional rectangle K in Rn, and let P and Q be partitions of K. Then
then the Darboux sums of the function f for the partitions P and Q satisfy
L(P, f) ≤ U(Q, f).

Proof There exists a partition R of K that is a common refinement of the
partitions P and Q of K. (Lemma 6.3.) Moreover L(R, f) ≥ L(P, f) and
U(R, f) ≤ U(Q, f) (Lemma 6.4). It follows that

L(P, f) ≤ L(R, f) ≤ U(R, f) ≤ U(Q, f),

as required.

6.3 The Multidimensional Riemann-Darboux Integral

Definition Let K be an n-dimensional rectangle in Rn, and let f :K → R
be a bounded real-valued function on K. The lower Riemann integral and
the upper Riemann integral, denoted by

L
∫
K

f(x) dx1 dx2 · · · dxn and U
∫
K

f(x) dx1 dx2 · · · dxn
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respectively, are defined such that

L
∫
K

f(x) dx1 dx2 · · · dxn

= sup{L(P, f) : P is a partition of K},

U
∫
K

f(x) dx1 dx2 · · · dxn

= inf{U(P, f) : P is a partition of K}.

Lemma 6.6 Let f be a bounded real-valued function on an n-dimensional
rectangle K in Rn. Then

L
∫
K

f(x) dx ≤ U
∫
K

f(x) dx.

L
∫
K

f(x) dx1 dx2 · · · dxn ≤ U
∫
K

f(x) dx1 dx2 · · · dxn.

Proof It follows from Lemma 6.5 that L(P, f) ≤ L(Q, f) for all partitions P
and Q of K. It follows that, for a fixed partition Q, the upper sum U(Q, f)
is an upper bound on all the lower sums L(P, f), and therefore

L
∫
K

f(x) dx ≤ U(Q, f).

The lower Riemann integral is then a lower bound on all the upper sums,
and therefore

L
∫
K

f(x) dx1 dx2 · · · dxn ≤ U
∫
K

f(x) dx1 dx2 · · · dxn.

as required.

Definition A bounded function f :K → R on a closed n-dimensional rect-
angle K in Rn is said to be Riemann-integrable (or Darboux-integrable) on
K if

U
∫
K

f(x) dx1 dx2 · · · dxn = L
∫
K

f(x) dx1 dx2 · · · dxn,

in which case the Riemann integral
∫
K
f(x) dx1 dx2 · · · dxn (or Darboux inte-

gral) of f onX is defined to be the common value of U
∫
K
f(x) dx1 dx2 · · · dxn

and L
∫
K
f(x) dx1 dx2 · · · dxn.
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Lemma 6.7 Let f :K → R be a bounded function on a closed n-dimensional
rectangle K in Rn. Then the lower and upper Riemann integrals of f and
−f are related by the identities

U
∫
K

(−f(x)) dx1 dx2 · · · dxn = −L
∫
K

f(x) dx1 dx2 · · · dxn,

L
∫
K

(−f(x)) dx1 dx2 · · · dxn = −U
∫
K

f(x) dx1 dx2 · · · dxn.

Proof Let P be a partition of K, let Ω(P ) be the indexing set for the cells
of the partition P , and let the cell of the partition indexed by α ∈ Ω(P ) be
denoted by KP,α. Then the lower and upper sums of f for the partition P
satisfy the equations

L(P, f) =
∑

α∈Ω(P )

mP,α v(KP,α), U(P, f) =
∑

α∈Ω(P )

MP,α v(KP,α),

where

mP,α = inf{f(x) : x ∈ KP,α},
MP,α = sup{f(x) : x ∈ KP,α}.

Now

sup{−f(x) : x ∈ KP,α}
= − inf{f(x) : x ∈ KP,α} = −mP,α,

inf{−f(x) : x ∈ KP,α}
= − sup{f(x) : x ∈ KP,α} = −MP,α

It follows that

U(P,−f) =
∑

α∈Ω(P )

(−mP,α)v(KP,α) = −L(P, f),

L(P,−f) =
∑

α∈Ω(P )

(−MP,α)v(KP,α) = −U(P, f).

We have now shown that

U(P,−f) = −L(P, f) and L(P,−f) = −U(P, f)

for all partitions P of the interval K. Applying the definition of the upper
and lower integrals, we see that

U
∫
K

(−f(x)) dx1 dx2 · · · dxn
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= inf {U(P,−f) : P is a partition of K}
= inf {−L(P, f) : P is a partition of K}
= − sup {L(P, f) : P is a partition of K}

= −L
∫
K

f(x) dx1 dx2 · · · dxn

Similarly

L
∫
K

(−f(x)) dx1 dx2 · · · dxn

= sup {L(P,−f) : P is a partition of K}
= sup {−U(P, f) : P is a partition of K}
= − inf {U(P, f) : P is a partition of K}

= −U
∫
K

f(x) dx1 dx2 · · · dxn.

This completes the proof.

Lemma 6.8 Let f :K → R and g:K → R be bounded functions on a closed
n-dimensional rectangle K in Rn. Then the lower sums of the functions f ,
g and f + g satisfy

L(P, f + g) ≥ L(P, f) + L(P, g),

and the upper sums of these functions satisfy

U(P, f + g) ≤ U(P, f) + U(P, g).

Proof Let P be a partition of K, let Ω(P ) be the indexing set for the cells
of the partition P , and let the cell of the partition indexed by α ∈ Ω(P ) be
denoted by KP,α. Then

L(P, f) =
∑

α∈Ω(P )

mP,α(f)v(KP,α),

L(P, g) =
∑

α∈Ω(P )

mP,α(g)v(KP,α),

L(P, f + g) =
∑

α∈Ω(P )

mP,α(f + g)v(KP,α),

where

mP,α(f) = inf{f(x) : x ∈ KP,α},
mP,α(g) = inf{g(x) : x ∈ KP,α},

mP,α(f + g) = inf{f(x) + g(x) : x ∈ KP,α}
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for α ∈ Ω(P ).
Now

f(x) ≥ mP,α(f) and g(x) ≥ mP,α(g).

for all x ∈ KP,α. Adding, we see that

f(x) + g(x) ≥ mP,α(f) +mP,α(g)

for all x ∈ KP,α, and therefore mP,α(f) + mP,α(g) is a lower bound for the
set

{f(x) + g(x) : x ∈ KP,α}.
The greatest lower bound for this set is mP,α(f + g). Therefore

mP,α(f + g) ≥ mP,α(f) +mP,α(g).

It follows that

L(P, f + g)

=
∑

α∈Ω(P )

mP,α(f + g)v(KP,α)

≥
∑

α∈Ω(P )

(mP,α(f) +mP,α(g))v(KP,α)

=
∑

α∈Ω(P )

mP,α(f)v(KP,α) +
∑

α∈Ω(P )

mP,α(g)v(KP,α)

= L(P, f) + L(P, g).

An analogous argument applies to upper sums. Now

U(P, f) =
∑

α∈Ω(P )

MP,α(f)v(KP,α),

U(P, g) =
∑

α∈Ω(P )

MP,α(g)v(KP,α),

U(P, f + g) =
∑

α∈Ω(P )

MP,α(f + g)v(KP,α),

where

MP,α(f) = sup{f(x) : x ∈ KP,α},
MP,α(g) = sup{g(x) : x ∈ KP,α},

MP,α(f + g) = sup{f(x) + g(x) : x ∈ KP,α}
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for α ∈ Ω(P ).
Now

f(x) ≤MP,α(f) and g(x) ≤MP,α(g).

for all x ∈ KP,α. Adding, we see that

f(x) + g(x) ≤MP,α(f) +MP,α(g)

for all x ∈ KP,α, and therefore MP,α(f) +MP,α(g) is an upper bound for the
set

{f(x) + g(x) : x ∈ KP,α}.

The least upper bound for this set is MP,α(f + g). Therefore

MP,α(f + g) ≤MP,α(f) +MP,α(g).

It follows that

U(P, f + g)

=
∑

α∈Ω(P )

MP,α(f + g)v(KP,α)

≤
∑

α∈Ω(P )

(MP,α(f) +MP,α(g))v(KP,α)

=
∑

α∈Ω(P )

MP,α(f)v(KP,α) +
∑

α∈Ω(P )

MP,α(g)v(KP,α)

= U(P, f) + U(P, g).

This completes the proof that

L(P, f + g) ≥ L(P, f) + L(P, g)

and
U(P, f + g) ≤ U(P, f) + U(P, g).

Proposition 6.9 Let f :K → R and g:K → R be bounded Riemann-integrable
functions on a closed n-rectangle K. Then the functions f + g and f − g are
Riemann-integrable on K, and moreover∫

K

(f(x) + g(x)) dx1 dx2 · · · dxn

=

∫
K

f(x) dx1 dx2 · · · dxn +

∫
K

g(x) dx1 dx2 · · · dxn,
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and ∫
K

(f(x)− g(x)) dx1 dx2 · · · dxn

=

∫
K

f(x) dx1 dx2 · · · dxn −
∫
K

g(x) dx1 dx2 · · · dxn.

Proof Let some strictly positive real number ε be given. The definition
of Riemann-integrability and the Riemann integral ensures that there exist
partitions P and Q of K for which

L(P, f) >

∫
K

f(x) dx1 dx2 · · · dxn − 1
2
ε

and

L(Q, g) >

∫
K

g(x) dx1 dx2 · · · dxn − 1
2
ε.

Let the partition R be a common refinement of the partitions P and Q. Then

L(R, f) ≥ L(P, f) and L(R, g) ≥ L(P, g).

Applying Lemma 6.8, and the definition of the lower Riemann integral, we
see that

L
∫
K

(f(x) + g(x)) dx1 dx2 · · · dxn

≥ L(R, f + g) ≥ L(R, f) + L(R, g)

≥ L(P, f) + L(Q, g)

>

(∫
K

f(x) dx1 dx2 · · · dxn − 1
2
ε

)
+

(∫
K

g(x) dx1 dx2 · · · dxn − 1
2
ε

)
>

∫
K

f(x) dx1 dx2 · · · dxn +

∫
K

g(x) dx1 dx2 · · · dxn − ε

We have now shown that

L
∫
K

(f(x) + g(x)) dx1 dx2 · · · dxn

>

∫
K

f(x) dx1 dx2 · · · dxn +

∫
K

g(x) dx1 dx2 · · · dxn − ε

for all strictly positive real numbers ε. However the quantities of

L
∫
K

(f(x) + g(x)) dx1 dx2 · · · dxn,
∫
K

f(x) dx1 dx2 · · · dxn
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and ∫
K

g(x) dx1 dx2 · · · dxn

have values that have no dependence whatsoever on the value of ε.
It follows that

L
∫
K

(f(x) + g(x)) dx1 dx2 · · · dxn

≥
∫
K

f(x) dx1 dx2 · · · dxn +

∫
K

g(x) dx1 dx2 · · · dxn.

We can deduce a corresponding inequality involving the upper integral of
f +g by replacing f and g by −f and −g respectively (Lemma 6.7). We find
that

L
∫
K

(−f(x)− g(x)) dx1 dx2 · · · dxn

≥
∫
K

(−f(x)) dx1 dx2 · · · dxn +

∫
K

(−g(x)) dx1 dx2 · · · dxn

= −
∫
K

f(x) dx1 dx2 · · · dxn −
∫
K

g(x) dx1 dx2 · · · dxn

and therefore

U
∫
K

(f(x) + g(x)) dx1 dx2 · · · dxn

= −L
∫
K

(−f(x)− g(x)) dx1 dx2 · · · dxn

≤
∫
K

f(x) dx1 dx2 · · · dxn +

∫
K

g(x) dx1 dx2 · · · dxn.

Combining the inequalities obtained above, we find that∫
K

f(x) dx1 dx2 · · · dxn +

∫
K

g(x) dx1 dx2 · · · dxn

≤ L
∫
K

(f(x) + g(x)) dx1 dx2 · · · dxn

≤ U
∫
K

(f(x) + g(x)) dx1 dx2 · · · dxn

≤
∫
K

f(x) dx1 dx2 · · · dxn +

∫
K

g(x) dx1 dx2 · · · dxn.
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The quantities at the left and right hand ends of this chain of inequalities
are equal to each other. It follows that

L
∫
K

(f(x) + g(x)) dx1 dx2 · · · dxn

= U
∫
K

(f(x) + g(x)) dx1 dx2 · · · dxn

=

∫
K

f(x) dx1 dx2 · · · dxn +

∫
K

g(x) dx1 dx2 · · · dxn.

Thus the function f + g is Riemann-integrable on K, and∫
K

(f(x) + g(x)) dx1 dx2 · · · dxn

=

∫
K

f(x) dx1 dx2 · · · dxn +

∫
K

g(x) dx1 dx2 · · · dxn.

Then, replacing g by −g, we find that∫
K

(f(x)− g(x)) dx1 dx2 · · · dxn

=

∫
K

f(x) dx1 dx2 · · · dxn −
∫
K

g(x) dx1 dx2 · · · dxn.

as required.

Proposition 6.10 Let f :K → R be a bounded function on a closed n-
dimensional rectangle K in Rn. Then the function f is Riemann-integrable
on K if and only if, given any positive real number ε, there exists a parti-
tion P of K with the property that

U(P, f)− L(P, f) < ε.

Proof First suppose that f :K → R is Riemann-integrable on K. Let some
positive real number ε be given. Then∫

K

f(x) dx1 dx2 · · · dxn

is equal to the common value of the lower and upper integrals of the func-
tion f on K, and therefore there exist partitions Q and R of K for which

L(Q, f) >

∫
K

f(x) dx1 dx2 · · · dxn − 1
2
ε
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and

U(R, f) <

∫
K

f(x) dx1 dx2 · · · dxn + 1
2
ε.

Let P be a common refinement of the partitions Q and R. Now

L(Q, f) ≤ L(P, f) ≤ U(P, f) ≤ U(R, f).

(see Lemma 6.4). It follows that

U(P, f)− L(P, f) ≤ U(R, f)− L(Q, f) < ε.

Now suppose that f :K → R is a bounded function on K with the prop-
erty that, given any positive real number ε, there exists a partition P of K
for which U(P, f) − L(P, f) < ε. Let ε > 0 be given. Then there exists a
partition P of K for which U(P, f) − L(P, f) < ε. Now it follows from the
definitions of the upper and lower integrals that

L(P, f) ≤ L
∫
K

f(x) dx1 dx2 · · · dxn

≤ U
∫
K

f(x) dx1 dx2 · · · dxn ≤ U(P, f),

and therefore

U
∫
K

f(x) dx1 dx2 · · · dxn − L
∫
K

f(x) dx1 dx2 · · · dxn

< U(P, f)− L(P, f) < ε.

Thus the difference between the values of the upper and lower integrals of f
on K must be less than every strictly positive real number ε, and therefore

U
∫
K

f(x) dx1 dx2 · · · dxn = L
∫
K

f(x) dx1 dx2 · · · dxn.

This completes the proof.

Lemma 6.11 Let f :K → R be a bounded Riemann-integrable function on
a closed n-dimensional rectangle K in Rn, let |f |:K → R be the function
defined such that |f |(x) = |f(x)| for all x ∈ K, and let P be a partition of the
n-rectangle K. Then the Darboux sums U(P, f) and L(P, f) of the function f
on K and the Darboux sums U(P, |f |) and L(P, |f |) of the function |f | on K
satisfy the inequality

U(P, |f |)− L(P, |f |) ≤ U(P, f)− L(P, f).
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Proof Let P be a partition of K, let Ω(P ) be a set that indexes the cells of
the partition P of K, and let

MP,α(f) = sup{f(x) : x ∈ KP,α},
MP,α(|f |) = sup{|f(x)| : x ∈ KP,α},
mP,α(f) = inf{f(x) : x ∈ KP,α},
mP,α(|f |) = inf{|f(x)| : x ∈ KP,α}

for α ∈ Ω(P ). It follows from Lemma 3.8 that

MP,α(|f |)−mP,α(|f |) ≤MP,α(f)−mP,α(f)

for α ∈ Ω(P ). Now the Darboux sums of the functions f and |f | for the
partition P are defined by the identities

L(P, f) =
∑

α∈Ω(P )

mP,α(f)v(KP,α),

L(P, |f |) =
∑

α∈Ω(P )

mP,α(|f |)v(KP,α),

U(P, f) =
∑

α∈Ω(P )

MP,α(f)v(KP,α),

U(P, |f |) =
∑

α∈Ω(P )

MP,α(|f |)v(KP,α).

It follows that

U(P, |f |)− L(P, |f |) =
∑

α∈Ω(P )

(MP,α(|f |)−mP,α(|f |))v(KP,α)

≤
∑

α∈Ω(P )

(MP,α(f)−mP,α(f))v(KP,α)

= U(P, f)− L(P, f),

as required.

Proposition 6.12 Let f :K → R be a bounded Riemann-integrable function
on a closed n-dimensional rectangle K in Rn, and let |f |:K → R be the
function defined such that |f |(x) = |f(x)| for all x ∈ K. Then the function
|f | is Riemann-integrable on K, and∣∣∣∣∫ b

a

f(x) dx1 dx2 · · · dxn
∣∣∣∣ ≤ ∫ b

a

|f(x)| dx1 dx2 · · · dxn.
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Proof Let some positive real number ε be given. It follows from Proposi-
tion 6.10 that there exists a partition P of K such that

U(P, f)− L(P, f) < ε.

It then follows from Lemma 6.11 that

U(P, |f |)− L(P, |f |) ≤ U(P, f)− L(P, f) < ε.

Proposition 6.10 then ensures that the function |f | is Riemann-integrable on
K.

Now −|f(x)| ≤ f(x) ≤ |f(x)| for all x ∈ K. It follows that

−
∫ b

a

|f(x)| dx1 dx2 · · · dxn ≤
∫ b

a

f(x) dx1 dx2 · · · dxn

≤
∫ b

a

|f(x)| dx1 dx2 · · · dxn.

It follows that∣∣∣∣∫ b

a

f(x) dx1 dx2 · · · dxn
∣∣∣∣ ≤ ∫ b

a

|f(x)| dx1 dx2 · · · dxn,

as required.

Lemma 6.13 Let f :K → R and g:K → R be bounded Riemann-integrable
functions on a closed n-dimensional rectangle K in Rn, let B be a positive real
number with the property that |f(x)| ≤ B and |g(x)| ≤ B for all x ∈ K, and
let P be a partition of the n-rectangle K. Then the Darboux sums U(P, f),
U(P, g), U(P, f ·g), L(P, f), L(P, g) and L(P, f ·g) of the functions f , g and
f · g on K satisfy the inequality

U(P, f · g)− L(P, f · g)

≤ B
(
U(P, f)− L(P, f) + U(P, g)− L(P, g)

)
.

Proof Let P = {x0, x1, x2, . . . , xn}, where

a = x0 < x1 < x2 < · · · < xn = b.

Then

U(P, f) =
∑

α∈Ω(P )

MP,α(f)v(KP,α),

U(P, g) =
∑

α∈Ω(P )

MP,α(g)v(KP,α),

U(P, f · g) =
∑

α∈Ω(P )

MP,α(f · g)v(KP,α),
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L(P, f) =
∑

α∈Ω(P )

mP,α(f)v(KP,α),

L(P, g) =
∑

α∈Ω(P )

mP,α(g)v(KP,α),

L(P, f · g) =
∑

α∈Ω(P )

mP,α(f · g)v(KP,α),

where

MP,α(f) = sup{f(x) : x ∈ KP,α},
MP,α(g) = sup{g(x) : x ∈ KP,α},

MP,α(f · g) = sup{f(x)g(x) : x ∈ KP,α}
mP,α(f) = inf{f(x) : x ∈ KP,α},
mP,α(g) = inf{g(x) : x ∈ KP,α},

mP,α(f · g) = inf{f(x)g(x) : x ∈ KP,α}.

for α ∈ Ω(P ).
Now it follows from Lemma 3.11 that

MP,α(f · g)−mP,α(f · g) ≤ B
(
MP,α(f)−mP,α(f) +MP,α(g)−mP,α(g)

)
.

for α ∈ Ω(P ). The required inequality therefore holds on multiplying both
sides of the inequality above by v(KP,α) and summing over all integers be-
tween 1 and n.

Proposition 6.14 Let f :K → R and g:K → R be bounded Riemann-
integrable functions on a closed bounded n-dimensional rectangle K in Rn.
Then the function f · g is Riemann-integrable on K, where (f · g)(x) =
f(x)g(x) for all x ∈ K.

Proof The functions f and g are bounded on K, and therefore there exists
some positive real number B with the property that |f(x)| ≤ B and |g(x)| ≤
B for all x ∈ K.

Let some positive real number ε be given. It follows from Proposition 6.10
that there exist partitions Q and R of the closed n-rectangle K for which

U(Q, f)− L(Q, f) <
ε

2B

and
U(R, g)− L(R, g) <

ε

2B
.
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Let P be a common refinement of the partitions Q and R. It follows from
Lemma 6.4 that

U(P, f)− L(P, f) ≤ U(Q, f)− L(Q, f) <
ε

2B

and
U(P, g)− L(P, g) ≤ U(R, g)− L(R, g) <

ε

2B
.

It then follows from Proposition 6.13 that

U(P, f · g)− L(P, f · g)

≤ B
(
U(P, f)− L(P, f) + U(P, g)− L(P, g)

)
< ε

We have thus shown that, given any positive real number ε, there exists a
partition P of the closed n-dimensional rectangle K with the property that

U(P, f · g)− L(P, f · g) < ε.

It follows from Proposition 6.10 that the product function f · g is Riemann-
integrable, as required.

6.4 Integrability of Continuous functions

Theorem 6.15 Let K be a closed n-dimensional rectangle in Rn. Then any
continuous real-valued function on K is Riemann-integrable.

Proof Let f :K → R be a continuous real-valued function on K. Then f
is bounded above and below on K, and moreover f :K → R is uniformly
continuous on K. (These results follow from Theorem 5.5 and Theorem 5.6.)
Therefore there exists some strictly positive real number δ such that |f(u)−
f(w)| < ε whenever u,w ∈ K satisfy |u−w| < δ.

Choose a partition P of the n-rectangle K such that each cell in the par-
tition has diameter less than δ. Let Ω(P ) be an index set which indexes the
cells of the partition P and, for each α ∈ Ω(P ) let KP,α be the corresponding
cell of the partition P of K. Also let pα be a point of KP,α for all α ∈ Ω(P ).
Then |x− pα| < δ for all x ∈ KP,α. Thus if

mP,α = inf{f(x) : x ∈ KP,α}

and
MP,α = sup{f(x) : x ∈ KP,α}
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then
f(pα)− ε ≤ mP,α ≤MP,α ≤ f(pα) + ε

for all α ∈ Ω(P ). It follows that

n∑
i=1

f(pα)v(KP,α)− εv(K)

≤ L(P, f) ≤ U(P, f)

≤
n∑
i=1

f(pα)v(KP,α) + εv(K),

where L(P, f) and U(P, f) denote the lower and upper sums of the function f
for the partition P .

We have now shown that

0 ≤ U
∫
K

f(x) dx1 dx2 · · · dxn − L
∫
K

f(x) dx1 dx2 · · · dxn

≤ U(P, f)− L(P, f) ≤ 2εv(K).

But this inequality must be satisfied for any strictly positive real number ε.
Therefore

U
∫
K

f(x) dx1 dx2 · · · dxn = L
∫
K

f(x) dx1 dx2 · · · dxn,

and thus the function f is Riemann-integrable on K.

6.5 Repeated Integration

Let K be an n-rectangle in Rn, given by

K =
n∏
i=1

[ai, bi]

= {x ∈ Rn : ai ≤ xi ≤ bi for i = 1, 2, . . . , n},

where a1, a2, . . . , an and b1, b2, . . . , bn are real numbers which satisfy ai ≤ bi
for each i. Given any continuous real-valued function f on K, let us denote
by IK(f) the repeated integral of f over the n-rectangle K whose value is∫ bn

xn=an

(
· · ·
∫ b2

x2=a2

(∫ b1

x1=a1

f(x1, x2, . . . , xn) dx1

)
dx2 . . .

)
dxn.

(Thus IK(f) is obtained by integrating the function f first over the coordi-
nate x1, then over the coordinate x2, and so on).

104



Note that if m ≤ f(x) ≤M on K for some constants m and M then

mv(K) ≤ IK(f) ≤M v(K).

We shall use this fact to show that if f is a continuous function on some
n-rectangle K in Rn then

IK(f) =

∫
K

f(x) dx1 dx2 · · · dxn

(i.e., IK(f) is equal to the Riemann integral of f over K).

Theorem 6.16 Let f be a continuous real-valued function defined on some
n-rectangle K in Rn, where

K = {x ∈ Rn : ai ≤ xi ≤ bi}.

Then the Riemann integral∫
K

f(x) dx1 dx2 · · · dxn

of f over K is equal to the repeated integral∫ bn

xn=an

(
· · ·
∫ b2

x2=a2

(∫ b1

x1=a1

f(x1, x2, . . . , xn) dx1

)
dx2 . . .

)
dxn.

Proof Given a partition P of the n-rectangle K, we denote by L(P, f) and
U(P, f) the quantities so that

L(P, f) =
∑

α∈Ω(P )

mP,α(f) v(KP,α)

and
U(P, f) =

∑
α∈Ω(P )

MP,α(f) v(KP,α)

where Ω(P ) is an indexing set that indexes the cells of the partition P ,
and where, for all α ∈ Ω(P ), v(KP,α) is the volume of the cell KP,α of the
partition P indexed by α,

mP,α(f) = inf{f(x) : x ∈ KP,α},

and
MP,α(f) = sup{f(x) : x ∈ KP,α}.
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Now
mP,α(f) ≤ f(x) ≤MP,α(f)

for all α ∈ Ω(P ) and x ∈ KP,α, and therefore

mP,α(f) v(KP,α) ≤ IK,α(f) ≤MP,α(f) v(KP,α)

for all α ∈ Ω(P ). Summing these inequalities as α ranges over the indexing
set Ω(P ), we find that

L(P, f) =
∑

α∈Ω(P )

mP,α(f) v(KP,α)

≤
∑

α∈Ω(P )

IK,α(f)

≤
∑

α∈Ω(P )

MP,α(f) v(KP,α)

= U(P, f).

But ∑
α∈Ω(P )

IK,α(f) = IK(f).

It follows that
L(P, f) ≤ IK(f) ≤ U(P, f).

The Riemann integral of f is equal to the supremum of the quantities L(P, f)
as P ranges over all partitions of the n-rectangle K, hence∫

K

f(x) dx1 dx2 · · · dxn ≤ IK(f).

Similarly the Riemann integral of f is equal to the infimum of the quanti-
ties U(P, f) as P ranges over all partitions of the n-rectangle K, hence

IK(f) ≤
∫
K

f(x) dx1 dx2 · · · dxn.

Hence

IK(f) =

∫
K

f(x) dx1 dx2 · · · dxn,

as required.

Note that the order in which the integrations are performed in the re-
peated integral plays no role in the above proof. We may therefore deduce
the following important corollary.
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Corollary 6.17 Let f be a continuous real-valued function defined over some
closed rectangle K in R2, where

K = {(x, y) ∈ R2 : a ≤ x ≤ b, c ≤ y ≤ d}.

Then ∫ b

a

(∫ d

c

f(x, y) dy

)
dx =

∫ d

c

(∫ b

a

f(x, y) dx

)
dy.

Proof It follows directly from Theorem 6.16 that the repeated integrals∫ b

a

(∫ d

c

f(x, y) dy

)
dx and

∫ d

c

(∫ b

a

f(x, y) dx

)
dy

are both equal to the Riemann integral of the function f over the rectangle K.
Therefore these repeated integrals must be equal.
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7 Norms on Finite-Dimensional Vector Spaces

7.1 Norms

Definition A norm ‖.‖ on a real or complex vector space X is a function,
associating to each element x of X a corresponding real number ‖x‖, such
that the following conditions are satisfied:—

(i) ‖x‖ ≥ 0 for all x ∈ X,

(ii) ‖x+ y‖ ≤ ‖x‖+ ‖y‖ for all x, y ∈ X,

(iii) ‖λx‖ = |λ| ‖x‖ for all x ∈ X and for all scalars λ,

(iv) ‖x‖ = 0 if and only if x = 0.

A normed vector space (X, ‖.‖) consists of a a real or complex vector space X,
together with a norm ‖.‖ on X.

The Euclidean norm |.| is a norm on Rn defined so that

|(x1, x2, . . . , xn)| =
√
x2

1 + x2
2 + · · ·x2

n

for all (x1, x2, . . . , xn). There are other useful norms on Rn. These include
the norms ‖.‖1 and ‖.‖sup, where

‖(x1, x2, . . . , xn)‖1 = |x1|+ |x2|+ · · ·+ |xn|

and
‖(x1, x2, . . . , xn)‖sup = maximum(|x1|, |x2|, . . . , |xn|)

for all (x1, x2, . . . , xn).

Definition Let ‖.‖ and ‖.‖∗ be norms on a real vector space X. The norms
‖.‖ and ‖.‖∗ are said to be equivalent if and only if there exist constants c
and C, where 0 < c ≤ C, such that

c‖x‖ ≤ ‖x‖∗ ≤ C‖x‖

for all x ∈ X.

Lemma 7.1 If two norms on a real vector space are equivalent to a third
norm then they are equivalent to each other.
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Proof let ‖.‖∗ and ‖.‖∗∗ be norms on a real vector space X that are both
equivalent to a norm ‖.‖ on X. Then there exist constants c∗, c∗∗, C∗ and
C∗∗, where 0 < c∗ ≤ C∗ and 0 < c∗∗ ≤ C∗∗, such that

c∗‖x‖ ≤ ‖x‖∗ ≤ C∗‖x‖

and
c∗∗‖x‖ ≤ ‖x‖∗∗ ≤ C∗∗‖x‖

for all x ∈ X. But then

c∗∗
C∗
‖x‖∗ ≤ ‖x‖∗∗ ≤

C∗∗
c∗
‖x‖∗.

for all x ∈ X, and thus the norms ‖.‖∗ and ‖.‖∗∗ are equivalent to one another.
The result follows.

We shall show that all norms on a finite-dimensional real vector space are
equivalent.

Lemma 7.2 Let ‖.‖ be a norm on Rn. Then there exists a positive real
number C with the property that ‖x‖ ≤ C|x| for all x ∈ Rn.

Proof Let e1, e2, . . . , en denote the basis of Rn given by

e1 = (1, 0, 0, . . . , 0), e2 = (0, 1, 0, . . . , 0), · · · , en = (0, 0, 0, . . . , 1).

Let x be a point of Rn, where

x = (x1, x2, . . . , xn).

Using Schwarz’s Inequality, we see that

‖x‖ =

∥∥∥∥∥
n∑
j=1

xjej

∥∥∥∥∥ ≤
n∑
j=1

|xj| ‖ej‖

≤

(
n∑
j=1

x2
j

) 1
2
(

n∑
j=1

‖ej‖2

) 1
2

= C|x|,

where
C2 = ‖e1‖2 + ‖e2‖2 + · · ·+ ‖en‖2

and

|x| =

(
n∑
j=1

x2
j

) 1
2

for all (x1, x2, . . . , xn) ∈ Rn. The result follows.
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Lemma 7.3 Let ‖.‖ be a norm on Rn. Then there exists a positive con-
stant C such that

|‖x‖ − ‖y‖| ≤ ‖x− y‖ ≤ C|x− y|

for all x,y ∈ Rn.

Proof Let x,y ∈ Rn. Then

‖x‖ ≤ ‖x− y‖+ ‖y‖, ‖y‖ ≤ ‖x− y‖+ ‖x‖.

It follows that
‖x‖ − ‖y‖ ≤ ‖x− y‖

and
‖y‖ − ‖x‖ ≤ ‖x− y‖,

and therefore ∣∣∣‖y‖ − ‖x‖∣∣∣ ≤ ‖x− y‖

for all x,y ∈ Rn. The result therefore follows from Lemma 7.2.

Theorem 7.4 Any two norms on Rn are equivalent.

Proof Let ‖.‖ be any norm on Rn. We show that ‖.‖ is equivalent to the
Euclidean norm |.|. Let Sn−1 denote the unit sphere in Rn, defined by

Sn−1 = {x ∈ Rn : |x| = 1}.

Now it follows from Lemma 7.3 that the function x 7→ ‖x‖ is continuous.
Also Sn−1 is a compact subset of Rn, since it is both closed and bounded. It
therefore follows from the Extreme Value Theorem (Theorem 5.5) that there
exist points u and v of Sn−1 such that ‖u‖ ≤ ‖x‖ ≤ ‖v‖ for all x ∈ Sn−1. Set
c = ‖u‖ and C = ‖v‖. Then 0 < c ≤ C (since it follows from the definition of
norms that the norm of any non-zero element of Rn is necessarily non-zero).

If x is any non-zero element of Rn then λx ∈ Sn−1, where λ = 1/|x|. But
‖λx‖ = |λ| ‖x‖ (see the the definition of norms). Therefore c ≤ |λ| ‖x‖ ≤ C,
and hence c|x| ≤ ‖x‖ ≤ C|x| for all x ∈ Rn, showing that the norm ‖.‖ is
equivalent to the Euclidean norm |.| on Rn. If two norms on a vector space
are equivalent to a third norm, then they are equivalent to each other. It
follows that any two norms on Rn are equivalent, as required.
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7.2 Linear Transformations

The space Rn consisting of all n-tuples (x1, x2, . . . , xn) of real numbers is a
vector space over the field R of real numbers, where addition and multipli-
cation by scalars are defined by

(x1, x2, . . . , xn) + (y1, y2, . . . , yn) = (x1 + y1, x2 + y2, . . . , xn + yn),

λ(x1, x2, . . . , xn) = (λx1, λx2, . . . , λxn)

for all (x1, x2, . . . , xn), (y1, y2, . . . , yn) ∈ Rn and λ ∈ R.

Definition A map T :Rm → Rn is said to be a linear transformation if

T (x + y) = Tx + Ty, T (λx) = λTx

for all x,y ∈ Rm and λ ∈ R.

Every linear transformation T :Rm → Rn is represented by an n × m
matrix (Ti,j). Indeed let e1, e2, . . . , em be the standard basis vectors of Rm

defined by

e1 = (1, 0, . . . , 0), e2 = (0, 1, . . . , 0), . . . , em = (0, 0, . . . , 1).

Thus if x ∈ Rm is represented by the m-tuple (x1, x2, . . . , xm) then

x =
m∑
j=1

xjej.

Similarly let f1, f2, . . . , fn be the standard basis vectors of Rn defined by

f1 = (1, 0, . . . , 0), f2 = (0, 1, . . . , 0), . . . , fn = (0, 0, . . . , 1).

Thus if v ∈ Rn is represented by the n-tuple (v1, v2, . . . , vn) then

v =
n∑
i=1

vifi.

Let T :Rm → Rn be a linear transformation. Define Ti,j for all integers i
between 1 and n and for all integers j between 1 and m such that

Tej =
n∑
i=1

Ti,jfi.
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Using the linearity of T , we see that if x = (x1, x2, . . . , xm) then

Tx = T

(
m∑
j=1

xjej

)
=

m∑
j=1

(xj Tej) =
n∑
i=1

(
m∑
j=1

Ti,jxj

)
fi.

Thus the ith component of Tx is

Ti,1x1 + Ti,2x2 + · · ·+ Ti,mxm.

Writing out this identity in matrix notation, we see that if Tx = v, where

x =


x1

x2
...
xm

 , v =


v1

v2
...
vn

 ,

then 
v1

v2
...
vn

 =


T1,1 T1,2 . . . T1,m

T2,1 T2,2 . . . T2,m
...

...
...

Tn,1 Tn,2 . . . Tm,n




x1

x2
...
xm

 .

7.3 The Operator Norm of a Linear Transformation

Definition Given T :Rm → Rn be a linear transformation. The operator
norm ‖T‖op of T is defined such that

‖T‖op = sup{|Tx| : x ∈ Rm and |x| = 1}.

Lemma 7.5 Let T :Rm → Rn and U :Rm → Rn be linear transformations
from Rm to Rn, and let λ be a real number. Then ‖T‖op is the smallest non-
negative real number with the property that |Tx| ≤ ‖T‖op|x| for all x ∈ Rm.
Moreover

‖λT‖op = |λ| ‖T‖op and ‖T + U‖op ≤ ‖T‖op + ‖U‖op.

Proof Let x be an element of Rm. Then we can express x in the form
x = µz, where µ = |x| and z ∈ Rm satisfies |z| = 1. Then

|Tx| = |T (µz)| = |µTz| = |µ| |Tz| = |x| |Tz| ≤ ‖T‖op|x|.

Next let C be a non-negative real number with the property that |Tx| ≤
C|x| for all x ∈ Rm. Then C is an upper bound for the set

{|Tx| : x ∈ Rm and |x| = 1},
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and thus ‖T‖op ≤ C. Thus ‖T‖op is the smallest non-negative real number C
with the property that |Tx| ≤ C|x| for all x ∈ Rm.

Next we note that

‖λT‖op = sup{|λTx| : x ∈ Rm and |x| = 1}
= sup{|λ| |Tx| : x ∈ Rm and |x| = 1}
= |λ| sup{|Tx| : x ∈ Rm and |x| = 1}
= |λ| ‖T‖op.

Let x ∈ Rm. Then

|(T + U)x| ≤ |Tx|+ |Ux| ≤ ‖T‖op|x|+ ‖U‖op|x|
≤ (‖T‖op + ‖U‖op)|x|

It follows that
‖(T + U)‖op ≤ ‖T‖op + ‖U‖op.

This completes the proof.

7.4 The Hilbert-Schmidt Norm of a Linear Transfor-
mation

Recall that the length (or norm) of an element x ∈ Rn is defined such that

|x|2 = x2
1 + x2

2 + · · ·+ x2
n.

Definition Let T :Rm → Rn be a linear transformation from Rm to Rn,
and let (Ti,j) be the n × m matrix representing this linear transformation
with respect to the standard bases of Rm and Rn. The Hilbert-Schmidt norm
‖T‖HS of the linear transformation is then defined so that

‖T‖HS =

√√√√ n∑
i=1

m∑
j=1

T 2
i,j.

Note that the Hilbert-Schmidt norm is just the Euclidean norm on the real
vector space of dimension mn whose elements are n×m matrices representing
linear transformations from Rm to Rn with respect to the standard bases of
these vector spaces. Therefore it has the standard properties of the Euclidean
norm. In particular it follows from the Triangle Inequality (Lemma 4.2) that

‖T + U‖HS ≤ ‖T‖HS + ‖U‖HS and ‖λT‖HS = |λ| ‖T‖HS

for all linear transformations T and U from Rm to Rn and for all real num-
bers λ.
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Lemma 7.6 Let T :Rm → Rn be a linear transformation from Rm to Rn.
Then T is uniformly continuous on Rn. Moreover

|Tx− Ty| ≤ ‖T‖HS|x− y|

for all x,y ∈ Rm, where ‖T‖HS is the Hilbert-Schmidt norm of the linear
transformation T .

Proof Let v = Tx − Ty, where v ∈ Rn is represented by the n-tuple
(v1, v2, . . . , vn). Then

vi = Ti,1(x1 − y1) + Ti,2(x2 − y2) + · · ·+ Ti,m(xm − ym)

for all integers i between 1 and n. It follows from Schwarz’s Inequality
(Lemma 4.1) that

v2
i ≤

(
m∑
j=1

T 2
i,j

)(
m∑
j=1

(xj − yj)2

)
=

(
m∑
j=1

T 2
i,j

)
|x− y|2.

Hence

|v|2 =
n∑
i=1

v2
i ≤

(
n∑
i=1

m∑
j=1

T 2
i,j

)
|x− y|2 = ‖T‖2

HS|x− y|2.

Thus |Tx − Ty| ≤ ‖T‖HS|x − y|. It follows from this that T is uniformly
continuous. Indeed let some positive real number ε be given. We can then
choose δ so that ‖T‖HS δ < ε. If x and y are elements of Rn which satisfy
the condition |x− y| < δ then |Tx− Ty| < ε. This shows that T :Rm → Rn

is uniformly continuous on Rm, as required.

Lemma 7.7 Let T :Rm → Rn be a linear transformation from Rm to Rn and
let S:Rn → Rp be a linear transformation from Rn to Rp. Then the Hilbert-
Schmidt norm of the composition of the linear operators T and S satisfies
the inequality ‖ST‖HS ≤ ‖S‖HS ‖T‖HS.

Proof The composition ST of the linear operators is represented by the
product of the corresponding matrices. Thus the component (ST )k,j in the
kth row and the jth column of the p × m matrix representing the linear
transformation ST satisfies

(ST )k,j =
n∑
i=1

Sk,iTi,j.
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It follows from Schwarz’s Inequality (Lemma 4.1) that

(ST )2
k,j ≤

(
n∑
i=1

S2
k,i

)(
n∑
i=1

T 2
i,j

)
.

Summing over k, we find that

p∑
k=1

(ST )2
k,j ≤

(
p∑

k=1

n∑
i=1

S2
k,i

)(
n∑
i=1

T 2
i,j

)
= ‖S‖2

HS

(
n∑
i=1

T 2
i,j

)
.

Then summing over j, we find that

‖ST‖2
HS =

p∑
k=1

m∑
j=1

(ST )2
k,j ≤ ‖S‖2

HS

(
n∑
i=1

m∑
j=1

T 2
i,j

)
≤ ‖S‖2

HS‖T‖2
HS.

On taking square roots, we find that ‖ST‖HS ≤ ‖S‖HS ‖T‖HS, as required.
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