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Integral transform method is widely used to solve the several differential equations with the initial values or boundary conditions which are represented by integral equations. With this purpose, the Sumudu transform was introduced as a new integral transform by Watugala to solve some ordinary differential equations in control engineering. Later, it was proved that Sumudu transform has very special and useful properties. In this paper we study this interesting integral transform and its efficiency in solving the linear ordinary differential equations with constant and nonconstant coefficients as well as system of differential equations.

1. Introduction

In the literature there are numerous integral transforms and widely used in physics, astronomy as well as in engineering. In order to solve the differential equations, the integral transform were extensively used and thus there are several works on the theory and application of integral transform such as the Laplace, Fourier, Mellin, and Hankel, to name but a few. In the sequence of these transforms, in early 90’s Watugala [1] introduced a new integral transform, named the Sumudu transform and further applied it to the solution of ordinary differential equation in control engineering problems. For further detail and properties about Sumudu transform (see [2–7]) and many others. The Sumudu transform is defined over the set of the functions

\[
A = \left\{ f(t) : \exists M, \tau_1, \tau_2 > 0, |f(t)| < Me^{\tau_1 t}, \text{if } t \in (-1)^i \times [0, \infty) \right\}, \tag{1.1}
\]
Theorem 1.2. Let be Sumudu transformable and satisfy \( f(t) = 0 \) for \( t < 0 \). Then\[ \lim_{u \to -\infty} (S[f](u)) = 0. \]

Proof. Let \( f_0(t) = f(t)[1-H(t-1)], f_1(t) = f(t)H(t-1). \) Since \( f_0 \) vanishes outside \([0,1]\), then we have \( S[f](u) = \int_0^1 e^{-t/u} f(t) dt \) for any \( 1/u \). Moreover, \( f = f_0 + f_1, \text{dom}(S[f_1]) = \text{dom}(S[f]) \) and \( S[f](u) = \int_0^1 e^{-t/u} f(t) dt + S(f_1)(u) \) for all \( 1/u \in \text{dom}(S(f)). \) Let \( 1/u_0 \in \text{dom}(S(f)) \) and apply \( |S(f)(u)| \leq A e^{-\zeta/u} \) to \( f_1 \) we conclude that there is a constant \( A \) such that

\[ |S(f)(u)| \leq \int_0^1 e^{-t/u} |f(t)| dt + Ae^{-1/u} \quad \forall \frac{1}{u} \geq \frac{1}{u_0} \]
as $1/u \to \infty$ the second term on the right clearly tends to zero. The same applies to the first term.

Next we prove the following theorem that is very useful in the rest of this study.

**Theorem 1.3.** Let $\lambda > -1$. Then

(i) If $f \in \text{loc}_r$ and $\lim_{t \to \infty} [f(t)/t^1]$ exists, so does $\lim_{1/u \to 0^+} [S_f(t)(u)/u^{1+1}]$ and one has

$$\lim_{t \to \infty} \frac{f(t)}{t^1} = \frac{1}{\Gamma(\lambda + 1)} \lim_{1/u \to 0^+} \left[ \frac{S_f(t)(u)}{u^{\lambda+1}} \right].$$

(ii) if $f$ is Sumudu transformable and satisfies $f(t) = 0$ for $t < 0$ and if $\lim_{t \to 0^+} [f(t)/t^1]$ also

$$\lim_{t \to 0^+} \frac{f(t)}{t^1} = \frac{1}{\Gamma(\lambda + 1)} \lim_{1/u \to \infty} \left[ \frac{S_f(t)(u)}{u^{\lambda+1}} \right].$$

**Proof.** (i) Let $f(t)/t \to \alpha$ as $t \to \infty$. This implies that there are constants $A$ and $\rho > 0$ such that $|f(t)|/t^1 \leq A$ for $t > \rho$. This further implies that $e^{-t/u} f(t)$ is integrable for all $1/u > 0$ so that we may write, if $f(t) = 0$ for $t < c$,

$$S_f(t)(u) = \int_c^\infty e^{-t/u} f(t) dt = \int_c^\rho e^{-t/u} f(t) dt + \int_\rho^\infty e^{-t/u} f(t) dt,$$

now it is easy to see that $1/u^{\lambda+1}$ time the first term on the right of (1.7) tends to zero as $1/u \to 0^+$ and $1/u^{\lambda+1}$ times the second term on the right of (1.7) may be written for $1/u > 0$ as follows:

$$\frac{1}{u^\lambda} \int_\rho^\infty e^{-x} f(ux) dx \to \lim_{u \to 0^+} \int_\rho^\infty e^{-x} \frac{f(ux)}{(ux)^\lambda} dx \to 0$$

as $1/u \to 0^+$ and $f(ux)/(ux)^\lambda$ tends to $\alpha$ and, since it is bounded in the range of integration by the constant $A$. Then by the dominated convergence theorem and we conclude that

$$\frac{1}{u^\lambda} S_f(t)(u) \to \int_\rho^\infty x^\lambda e^{-x} \alpha dx = \alpha \Gamma(\lambda + 1) \quad \text{as} \quad \frac{1}{u} \to 0^+,$$

which completes the proof.

(ii) Let $f(t)/t^1 \to \beta$ as $t \to 0^+$. Since this function is a bounded in the neighborhood of zero then there are constants $B$ and $\sigma > 0$ such that $|f(t)|/t^1 \leq B$ for $0 < t < \sigma$. Using a method similar to that in the proof of Theorem 1.3 we let $f_0 = f(t)[1 - H(t - \sigma)]$ and $f_1(t) = f(t)H(t - \sigma)$. Then

$$S[f(t)](u) = \int_0^\sigma e^{-t/u} f(t) dt + S[f_1(t)](u) \quad \text{for} \quad \frac{1}{u} \in \text{dom} S[f],$$
and apply $|S(f)(u)| \leq Ae^{-c/u}$ we have $|S(f_1)(u)| \leq Ke^{-c/u}$ for some constant $K$ and $1/u$ sufficiently large, and therefore $(1/u^{1+1})S[f_1(t)](u) \to 0$ as $1/u \to \infty$. Also, by a similar argument to that used in (i) then $1/u^{1+1}$ times the first term on the right of (1.10) tends to $\beta \Gamma(\lambda + 1)$ as $1/u \to \infty$, which completes the proof. \hfill \blacktriangle

In the next proposition we prove the existence of Sumudu transform for the derivatives. In fact similar results were also reported, for example, in [10, 12, 13] by using different methods.

**Proposition 1.4** (Sumudu transform of derivative). (i) Let $f$ be differentiable on $(0, \infty)$ and let $f(t) = 0$ for $t < 0$. Suppose that $f' \in L_{loc}$. Then $f' \in L_{loc}, \text{dom}(Sf) \subset \text{dom}(f')$ and

$$S(f') = \frac{1}{u}S(f) - \frac{1}{u}f(0+) \quad \text{for } u \in \text{dom}(S(f)).$$

(ii) More generally, if $f$ is differentiable on $(c, \infty)$, $f(t) = 0$ for $t < 0$ and $f' \in L_{loc}$ then

$$S(f') = \frac{1}{u}S(f) - \frac{1}{u}e^{-c/u}f(c+) \quad \text{for } u \in \text{dom}(S(f)).$$

**Proof.** We start by (1.2) as follows, the local integrability of implies that $f(c+)$ exists, because, if $x > c$,

$$f(x) = f(c + 1) - \int_x^{c+1} f'(t)dt \to f(c + 1) - \int_c^{c+1} f'(t)dt \quad \text{as } x \to c^+.$$ 

Let $u \in \text{dom}(S(f))$. If $\omega \in D_0 = \{\omega : \omega \text{ differentiable and } \omega(0) = 0\}$, integrating by part, we have

$$\frac{1}{u} \int \omega \left( \frac{t}{\lambda} \right) e^{-t/u}f'(t)dt = \frac{1}{u} \int \omega \left( \frac{t}{\lambda} \right) e^{-t/u}f'(t)dt$$

$$= \lim_{x \to c^+} \left[ -\frac{1}{u} \omega \left( \frac{x}{\lambda} \right) e^{-x/u}f(x) \right] - \frac{1}{u} \int_c^{x} e^{-t/u} \left[ \frac{1}{\lambda} \omega' \left( \frac{t}{\lambda} \right) - \frac{1}{u} \omega \left( \frac{t}{\lambda} \right) \right] f(t)dt.$$

Then we have

$$-\frac{1}{u} \omega \left( \frac{c}{\lambda} \right) e^{-c/u}f(c+) \to -\frac{1}{u} \omega(0)e^{-c/u}f(c+) \quad \text{as } \lambda \to \infty,$$

$$-\frac{1}{u} \int e^{-t/u} \omega' \left( \frac{t}{\lambda} \right) f(t)dt + \frac{1}{u^2} \int e^{-t/u} \omega \left( \frac{t}{\lambda} \right) f(t)dt, \quad \to 0 + \frac{1}{u} \omega(0)S(f)$$

(1.15)
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as \( \lambda \to \infty \) thus for any \( \omega \in D_0^c \),

\[
\lim_{\lambda \to \infty} \frac{1}{\lambda} \int \frac{\omega(t)}{1} e^{-t/\lambda} f'(t) dt = \frac{\omega(0)}{u} (S(f) - f(c^+)). \tag{1.16}
\]

This implies that \( e^{-t/\lambda} f'(t) \) is convergent, that is, \( u \in \text{dom}(S(f)) \), and that

\[
S(f') = \frac{1}{u} S(f) - \frac{1}{u} e^{-c/\lambda} f(c^+). \tag{1.17}
\]

In general case, if \( f \) is differentiable on \((a, b)\) with \( a < b \), and \( f(t) = 0 \) for \( t < a \) or \( t > b \) and \( f' \in L_{\text{loc}} \) then, for all \( u \)

\[
S(f') = \frac{1}{u} S(f) - \frac{1}{u} e^{-a/\lambda} f(a^+) + \frac{1}{u} e^{-b/\lambda} f(b). \tag{1.18}
\]

In the next example we show that Sumudu transform of a function can be obtained by using the differential equations.

Example 1.5. Let \( y(t) = \sinh(\sqrt{t}) \). Then

\[
\frac{d}{dt} [ty'(t)] = \frac{1}{4} \sinh(\sqrt{t}) + \frac{1}{4\sqrt{t}} \cosh(\sqrt{t}) = \frac{y(t)}{4} + \frac{y'(t)}{2}, \quad t > 0. \tag{1.19}
\]

Now by taking Sumudu transform we have

\[
\frac{1}{u} S[ty'(t)](u) - k = \frac{S[y(t)](u)}{4} + \frac{S[y'(t)](u)}{2}, \tag{1.20}
\]

where \( k = \lim_{t \to 0^+} [tf'(t)] \). Then we have

\[
\frac{1}{u} S[ty'(t)](u) = \frac{S[y(t)](u)}{4} + \frac{1}{2u} S[y(t)](u) \tag{1.21}
\]

on noting that \( f(0) = 0 \). Then it follows that

\[
16uF'(u) - (6 - u) F(u) = 0, \tag{1.22}
\]

and the solution given by

\[
F(u) = C' e^{(1/4)u} \sqrt{u^3}, \tag{1.23}
\]
replacing $u$ by $1/s$ we obtain

$$S\left[ \sinh\left( \sqrt{t} \right) \right](u) = \frac{\sqrt{\pi}}{2s^{3/2}} e^{1/4s}$$

(1.24)

on noting that $\Gamma(3/2) = (1/2)\Gamma(1/2) = \sqrt{\pi}/2$ and $\lim_{t \to 0^+} (f(t)/\sqrt{t}) = \lim_{t \to 0^+} (\sinh \sqrt{t}/\sqrt{t}) = 1$. This shows that the solution of some differential equations with non constant coefficients can be expressed as Sumudu transform.

In the next section we consider the Sumudu transform of higher derivatives and representation in the matrix form. However, first of all we introduce the following notation. Let $P(x) = \sum_{k=0}^{n} (a_k/x^k)$ be a polynomial in $1/x$, where $n \geq 0$ and $a_n \neq 0$ then we define $M_P(x)$ to be the $1 \times n$ matrix given by

$$M_P(x) = \begin{pmatrix}
1 & 1 & 1 & \cdots & 1 \\
\frac{1}{x} & \frac{1}{x^2} & \frac{1}{x^3} & \cdots & \frac{1}{x^{n-1}}
\end{pmatrix}
\begin{pmatrix}
a_1 & a_2 & \cdots & a_n \\
a_2 & a_3 & \cdots & a_n & 0 \\
a_3 & \cdots & a_n & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
a_n & 0 & \cdots & 0
\end{pmatrix}.$$  \hspace{1cm} (1.25)

Thus $M_P(x)$ defines a linear mapping of $\mathbb{C}^n$ into $\mathbb{C}$ in obvious way. We will write vectors $y$ in $\mathbb{C}^n$ as the row vectors or the column vectors interchangeably, whichever is convenient although, when $M_P(x)y$ is to be compute and the matrix representation by (1.25) of $M_P(x)$ is used, then of course $y$ must be written as a column vector

$$M_P(x)y = \sum_{i=1}^{n} \frac{1}{x^i} \sum_{k=0}^{n-i} a_{i+k} y_k$$

(1.26)

for any $y = (y_0, y_1, \ldots, y_{n-1}) \in \mathbb{C}^n$. If $n = 0$, then $M_P(x)$ is a unique linear mapping of $\{0\} = \mathbb{C}^0$ into $\mathbb{C}$ (empty matrix). In general, if $n > 0$ and $f$ is $n - 1$ times differentiable on an interval $(a, b)$, with $a < b$, we will write

$$\varphi(f; a; n) = (f(a+), f'(a+), \ldots, f^{(n-1)}(a+)) \in \mathbb{C}^n,$$

$$\psi(f; b; n) = (f(b-), f'(b-), \ldots, f^{(n-1)}(b-)) \in \mathbb{C}^n.$$  \hspace{1cm} (1.27)

If $a = 0$, we write $\varphi(f; n)$ for $\varphi(f; 0; n)$. If $n = 0$, we define

$$\varphi(f; a; 0) = \psi(f; a; 0) = 0 \in \mathbb{C}^0.$$  \hspace{1cm} (1.28)

Next we have the following proposition.
**Proposition 1.6** (Sumudu transform of higher derivatives). Let \( f \) be \( n \) times differentiable on \((0, \infty)\) and let \( f(t) = 0 \) for \( t < 0 \). Suppose that \( f^{(n)} \in L_{\text{loc}} \). Then \( f^{(k)} \in L_{\text{loc}} \) for \( 0 \leq k \leq n - 1 \), \( \text{dom}(Sf) \subset \text{dom}(Sf^{(n)}) \) and, for any polynomial \( P \) of degree \( n \),

\[
P(u)S(y)(u) = S(f)(u) + M_P(u)\phi(y, n)
\]  
(1.29)

for \( u \in \text{dom}(Sf) \). In particular

\[
(Sf^{(n)})(u) = \frac{1}{u^n} (Sf)(u) - \left( \frac{1}{u^n}, \frac{1}{u^{n-1}}, \ldots, \frac{1}{u} \right) \phi(f; n)
\]  
(1.30)

(with \( \phi(f; n) \) here written as a column vector). For \( n = 2 \) one has

\[
(Sf'')(u) = \frac{1}{u^2} (Sf)(u) - \frac{1}{u^2} f(0+) - \frac{1}{u} f'(0+).
\]  
(1.31)

**Proof.** We use induction on \( n \). The result is trivially true if \( n = 0 \), and the case \( n = 1 \) is equivalent to the Proposition 1.4 (1.11). Now suppose that the result is true for some \( n \geq 1 \) and let \( P(x) = \sum_{k=0}^{n+1} (a_k/x^k) \) having degree \( n + 1 \) and writing in the form \( P(x) = a_0 + (1/x)W(x) \), where \( W(x) = \sum_{k=0}^{n} (a_{k+1}/x^k) \). Then it follows that \( P(D)f = a_0f + W(D)z \) therefore by using Theorem 1.1 we have

\[
S[P(D)f](u) = a_0S[f](u) + S[W(D)z](u) - M_W(u)\phi(z; n)
\]

\[
= a_0S[f](u) + W(u) \left[ \frac{1}{u} S[f](u) - \frac{1}{u} f(0+) \right] - \sum_{i=1}^{n} \frac{1}{u} \sum_{k=0}^{n-i} a_{i+k+1} f^{(k+1)}(0+)
\]  
(1.32)

on using (1.26) and setting \( z^{(k)} = f^{(k+1)} \). Then the summation can be written in the form of

\[
\sum_{i=1}^{n} \frac{1}{u} \sum_{k=1}^{n-i} a_{i+k} f^{(k)}(0+) = \sum_{i=1}^{n+1} \frac{1}{u} \sum_{k=0}^{n-i+1} a_{i+k} f^{(k)}(0+)
\]

\[
- \frac{1}{u} \left[ \frac{1}{u^n} a_{n+1} f(0+) + \sum_{i=1}^{n} \frac{1}{u^{i-1}} a_i f(0+) \right]
\]  
(1.33)

\[
= M_P(u)\phi(f; n) - \frac{1}{u} W(u) f(0+).
\]
Thus we have

\[
S[P(D)f](u) = \left[ a_0 + W(u)\frac{1}{u} \right] S[f](u) - \frac{1}{u} W(u)f(0+) \\
- M_P(u)\varphi(f; n) + \frac{1}{u} W(u)f(0+) \\
= P(u)S(f)(u) - M_P(u)\varphi(f; n). 
\]

(1.34)

In general, if \( f \) is differentiable on the open interval \((a, b)\), and \( f(t) = 0 \) for \( t < a \) or \( t > b \) then \( f^{(n)} \in L_{\text{loc}} \) and

\[
S[P(D)f](u) = P(u)S(f)(u) - M_P(u)\left[ e^{-a/u}\varphi(f; a; n) - e^{-b/u}\varphi(f; b; n) \right] 
\]

(1.35)

for all \( u \).

In particular case if we consider \( y(t) = \sin(t) \) then clearly \( y'' + y = 0 \) and in the operator form we write

\[
(D^2 + 1)f = 0. 
\]

(1.36)

Since \( \text{dom}(Sf) \) contain \((0, \infty)\) then on using (1.29) and (1.42) with \( n = 2 \) and \( P(x) = x^2 + 1, \) for \( u > 0, \)

\[
0 = \left( \frac{1}{u^2} + 1 \right) S(f) - \left( \frac{1}{u} \right) \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} \begin{pmatrix} 0 \\ 1 \\ 1 \end{pmatrix}. 
\]

(1.37)

Since \( \varphi(y, 2) = (f(0), f'(0)) = (0, 1) \). Thus we can obtain the same result without using definitions or transforms table as

\[
S[\sin(t)H(t)] = \frac{u}{u^2 + 1}. 
\]

(1.38)

Now, in general form if we want to solve

\[
a_ny^{(n)} + a_{n-1}y^{(n-1)} + a_{n-2}y^{(n-2)} \cdots + a_0 = f * g, 
\]

(1.39)

then we rewrite in the form of

\[
P(D)y = f * g, 
\]

(1.40)

under the initial condition

\[
y(0) = y_0, \quad y'(0) = y_1, \ldots, y^{(n-1)}(0) = y_{n-1}, 
\]

(1.41)
where \( y \) is \( n \) times differentiable on \((0, \infty)\), zero on \((-\infty, 0)\). Since \( y^{(k)} \) is locally integrable therefore Sumudu transformable for \( 0 \leq k \leq n \) and, for every such \( k \), then on using the Sumudu transform of (1.40) we have

\[
M_P(u)\varphi(y, n) = \left( \frac{1}{u} \frac{1}{u^2} \cdots \frac{1}{u^n} \right) \begin{pmatrix} a_1 & a_2 & \cdots & a_n \\ a_2 & a_3 & \cdots & a_n \\ \vdots & \vdots & \ddots & \vdots \\ a_n & 0 & \cdots & 0 \end{pmatrix} \begin{pmatrix} y_0 \\ y_1 \\ \vdots \\ y_{n-1} \end{pmatrix},
\]

(1.42)

where \( P(u) = a_n/u^n + a_{n-1}/u^{n-1} + \cdots + a_0 \), and the nonhomogeneous term is single convolution. In particular, if \( n = 2 \) we have

\[
\left( \frac{a_2}{u^2} + \frac{a_1}{u} + a_0 \right) S(y)(u) = S((f \ast g)(u)) + \left( \frac{1}{u} \frac{1}{u^2} \right) \begin{pmatrix} a_1 \\ a_2 \\ 0 \\ 0 \end{pmatrix} \begin{pmatrix} y_0 \\ y_1 \\ \vdots \\ y_{n-1} \end{pmatrix}.
\]

(1.43)

In order to get the solution of (1.40), we are taking inverse Sumudu transform for (1.29) as follows:

\[
y(t) = S^{-1} \left[ \frac{(f \ast g)(u)}{P(u)} \right] + S^{-1} \left[ \frac{M_P(u)}{P(u)} \phi(y, n) \right]
\]

(1.44)

provided that the inverse exist for each terms in the right-hand side of (1.44).

Now, multiply the right-hand side of (1.40) by polynomial \( \Psi(t) = \sum_{k=0}^{n} t^k \), we obtain the following equation that is having non constant coefficients:

\[
\Psi(t) * [P(\hat{D})y] = f \ast g,
\]

(1.45)

under the same initial conditions as above. By taking Sumudu transform for (1.45) and inverse Sumudu transform we have

\[
y = S^{-1} \left[ \frac{F(u)G(u)}{k!u^kP(u)} + \frac{1}{P(u)} \left( \frac{1}{u} \frac{1}{u^2} \cdots \frac{1}{u^{n+1}} \right) \begin{pmatrix} a_1 & a_2 & \cdots & a_n \\ a_2 & a_3 & \cdots & a_n \\ \vdots & \vdots & \ddots & \vdots \\ a_n & 0 & \cdots & 0 \end{pmatrix} \begin{pmatrix} y_0 \\ y_1 \\ \vdots \\ y_{n-1} \end{pmatrix} \right],
\]

(1.46)

provided that the inverse transform exists. Now, if we substitute (1.46) into (1.45), we obtain the non homogeneous term of (1.45) \( f \ast g \) and polynomial in the form of \( \Phi(t) = -\sum_{k=1}^{n} (1/k!)t^k \).
In particular consider the differential equation in the form of
\[ y''' - y'' + 4y' - 4y = e^t \sin(t), \quad t > 0, \]
\[ y(0) = 1, \quad y'(0) = 4, \quad y''(0) = 1. \quad (1.47) \]

On using (1.29) we have
\[ \left( \frac{1}{u^3} - \frac{1}{u^2} + \frac{4}{u} - 4 \right) S(y)(u) = uS[e^t S[\sin(t)]] + MP(u)\varphi(y,4), \quad (1.48) \]
\[ MP(u)\varphi(y,4) = \left( \frac{1}{u^3} - \frac{1}{u^2} + \frac{4}{u} - 4 \right) \times \begin{pmatrix} 4 & -1 & 1 \\ -1 & 1 & 0 \\ 1 & 0 & 4 \end{pmatrix} = \frac{1}{u} + \frac{3}{u^2} + \frac{1}{u^3} \quad (1.49) \]

after simplifying (1.48), we have
\[ Y(u) = \frac{u^5}{(1-u)(4u^3+1)(1-u+4u^2-4u^3)} + \frac{u^5}{(1-u+4u^2-4u^3)}. \quad (1.50) \]

By replacing the complex variables \( u \) by \( 1/s \) then (1.50) becomes
\[ Y\left( \frac{1}{s} \right) = \frac{s}{(s^2+4)(s^2+1)(s-1)^2} + \frac{s(s^2+3s+1)}{(s^2+1)(s-1)}. \quad (1.51) \]

To obtain the inverse Sumudu transform for (1.51) we use the following formula
\[ S^{-1}(Y(s)) = \frac{1}{2\pi i} \int_{y-i\infty}^{y+i\infty} e^{st} Y\left( \frac{1}{s} \right) \frac{ds}{s} = \sum \text{residues} \left[ e^{st} Y(1/s) \right]. \quad (1.52) \]

for more details see [18]. Then the solution of (1.47) given by
\[ y(t) = \frac{1}{6} \cos(t) + \frac{1}{10} e^t + \frac{43}{50} e^t - \frac{2}{75} \cos(2t) + \frac{38}{25} \sin(2t). \quad (1.53) \]

Now if we multiply the right-hand side of (1.47) by \( t^2 \) then the equation becomes
\[ t^2 \ast (y''' - y'' + 4y' - 4y) = 2 \cos(2t) - \sin(2t), \quad t > 0, \]
\[ y(0) = 1, \quad y'(0) = 4, \quad y''(0) = 1, \quad (1.54) \]

by applying similar method that we used above we obtain the solution of (1.54) in the form of
\[ y_1 = \frac{1}{12} \sin(t) + \frac{27}{25} e^t + \frac{1}{20} e^t - \frac{2}{25} \cos(2t) + \frac{209}{150} \sin(2t). \quad (1.55) \]
Now, if we substitute the solution of nonconstant coefficient in (1.54) we obtain the solution of the non homogeneous part of (1.54) plus the following terms \(-\left(1/2\right)^2\).

In fact the Sumudu transform is also applicable to the system of differential equations, see the details in [17].

**Example 1.7.** Solve for \(t > 0\) the system of two equations

\[
\begin{align*}
x'' + 2y' - 2x &= -\sin(t), \quad x(0) = 1, \quad x'(0) = 2, \\
y'' - 2x' - 2y &= \cos(t) - 2, \quad y(0) = 0, \quad y'(0) = 1.
\end{align*}
\] (1.56)

The matrix

\[
P(u) = \begin{bmatrix}
\frac{1}{u^2} - 2 & \frac{2}{u} \\
-\frac{2}{u} & \frac{1}{u^2} - 2
\end{bmatrix},
\] (1.57)

and we have \(\det[P(u)] = 1/u^4 + 4\) which has degree 4 = \(N(P)\). Thus \(P\) regular. Now by applying Sumudu transform to the above system we have

\[
P(u)S\begin{pmatrix} x \\ y \end{pmatrix}(u) = \begin{pmatrix} -\frac{u}{u^2 + 1} \\ -\frac{2u}{u^2 + 1} \end{pmatrix} + \Psi_P(u)\varphi(y, N(P)),
\] (1.58)

where \(\Psi_P(u)\varphi(y, N(P))\) given by

\[
\Psi_P(u)\varphi(y, N(P)) = \begin{bmatrix}
\frac{1}{u^2} & \frac{1}{u} & \frac{1}{u} & 0 \\
\frac{1}{u} & \frac{1}{u^2} & \frac{1}{u} & 0 \\
\frac{1}{u} & \frac{1}{u} & \frac{1}{u} & 0 \\
0 & \frac{1}{u} & \frac{1}{u} & \frac{1}{u}
\end{bmatrix} = \begin{bmatrix}
\frac{1 + 2u}{u^2} \\
\frac{2u}{1 + 4u^4} \\
\frac{u^3}{1 + 4u^4} \\
\frac{-2u}{1 + 4u^4}
\end{bmatrix}.
\] (1.59)

Then we obtain

\[
P(u)^{-1} = \begin{bmatrix}
\frac{u^2(1 - 2u^2)}{1 + 4u^4} & \frac{2u^3}{1 + 4u^4} \\
\frac{-2u^3}{1 + 4u^4} & \frac{u^2(1 - 2u^2)}{1 + 4u^4}
\end{bmatrix}.
\] (1.60)

Equation (1.58) becomes

\[
S\begin{pmatrix} x \\ y \end{pmatrix}(u) = P^{-1}(u) \begin{bmatrix}
-\frac{u}{u^2 + 1} \\
\frac{2u}{1 + 2u^2} \\
\frac{u}{u^2 + 1}
\end{bmatrix} + P^{-1}(u)\left[\Psi_P(u)\varphi(y, N(P))\right],
\] (1.61)
finally, by taking inverse Sumudu transform (1.61) we obtain the solution of the system as follows

\[ x(t) = \sin(t) + e^t \cos(t), \]
\[ y(t) = -\cos(t) + e^t \sin(t) + 1, \]

thus based on the above discussions we note that the Sumudu transform can be applied for system of differential equations thus can be used in many engineering problems. Similar applications can also be seen in [5, 10, 11, 13, 19].
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