This paper investigates the design and implementation of nonlinear control schemes for a separately excited DC motor operating in the field-weakening region. A feedback linearization controller, a Corless-Leitman-type controller, and two nonlinear controllers are designed and implemented for a DC motor system. The stability of the closed-loop system is proved using Lyapunov theory. A hardware testbed is constructed to experimentally verify the designed controllers. The hardware consists of a DC motor system, a DSP controller board, a power module, two current sensors, and a tachogenerator. The experimental results indicate that the developed controllers work well.
Many researchers have addressed the control of electrical machines and specifically the control of DC motors, for example refer to [1–10]. Several authors have tackled the control problem of electrical machines operating in the field-weakening region. For example, Briz et al. [11], Buente et al. [12], Sattler et al. [13], and Seibel et al. [14] dealt with the control of induction motors operating in the field-weakening region. Krishnan [15] explored the field-weakening control of a PM synchronous motor and Nishikata et al. [16] proposed a field-weakening speed control system for a self-regulated synchronous motor.

Several researchers have contributed to the control of DC motors operating in the field-weakening region. Liu et al. [17–20] proposed several strategies to control a DC motor in the field-weakening region. They used the input-output feedback linearization technique, the backstepping technique combined with variable structure control, the load-adaptive and sensorless control technique, and other nonlinear control options to control the system. Matausek et al. [21] proposed an adaptive controller for a DC motor drive operating in the field-weakening region. The adaptation update law is based on gain scheduling; the theoretical result is supported by simulations and experimental results. Matausek et al. [22] also proposed the internal model control structure to regulate a DC motor drive in the field-weakening region; they used a feedforward neural network inverse model with one hidden layer and a small number of hidden neurons to control the system. Zhou et al. [23] designed a nonlinear adaptive backstepping speed controller for the field-weakening region of a separately excited DC motor; the theoretical results are verified through computer simulations. Zhou et al. [24] also designed a global speed controller for the DC motor; the authors used two models to represent the system: a linear model was used to describe the system when the motor is operating under the base speed and a nonlinear model was used to describe the system operating in the field-weakening region. A linear robust state-feedback controller was proposed to control the system under the linear model hypothesis while an adaptive backstepping control scheme is designed for the control of the nonlinear model. Simulations results were presented to test the proposed controllers. Miti and Renfrew [25] and Miti et al. [26] studied the field-weakening control problem of brushless DC motors. Zeroug et al. [27] addressed the problem of performance prediction and field-weakening simulation of a brushless DC motor.

This paper uses four nonlinear techniques to control a separately excited DC motor operating in the field-weakening region. Using Lyapunov theory, it is proved that the controllers guarantee the stability of the closed-loop system. The proposed control schemes are implemented using a developed testbed. The implementation results show the effectiveness of the proposed controllers.

The paper is organized as follows. A mathematical model for the DC motor operating in the field-weakening region is given in Section 2. A feedback linearization controller is designed in Section 3. A Corless-Leitman-type controller is proposed in Section 4. Two continuous nonlinear controllers are developed in Section 5. A description of the hardware setup is given in Section 6. The implementation results are presented and discussed in Section 7. Finally, the conclusion is given in Section 8.
2. Mathematical model of a separately excited DC motor

The equations describing a separately excited DC motor are as follows:

\[
\begin{align*}
\frac{di_a}{dt} &= \frac{1}{L_a} (v_a - R_a i_a - K_m i_f \omega), \\
\frac{di_f}{dt} &= \frac{1}{L_f} (v_f - R_f i_f), \\
\frac{d\omega}{dt} &= \frac{1}{J_m} (K_m i_a i_f - B_m \omega - T_l),
\end{align*}
\]  
(2.1)

where \(i_a\) and \(i_f\) are the armature and field currents; \(\omega\) is the rotor speed. The voltages \(v_a\) and \(v_f\) are the armature and field voltages. The resistances \(R_a\) and \(R_f\) are the armature and field resistances; \(L_a\) and \(L_f\) are the armature and field inductances. The constant \(K_m\) is the motor torque constant, \(J_m\) is the inertia of the motor, \(B_m\) is the damping coefficient. The load torque is \(T_l\).

Define the following constants:

\[
K_1 = -\frac{R_a}{L_a}, \quad K_2 = -\frac{K_m}{L_a}, \quad K_3 = -\frac{R_f}{L_f}, \quad K_4 = \frac{K_m}{J_m}, \quad K_5 = -\frac{B_m}{J_m}.
\]  
(2.2)

Also, let

\[
x_1 = i_a, \quad x_2 = i_f, \quad x_3 = \omega.
\]  
(2.3)

Therefore, the equations describing a separately excited DC motor can be written as

\[
\begin{align*}
\dot{x}_1 &= K_1 x_1 + K_2 x_2 x_3 + \frac{1}{L_a} v_a, \\
\dot{x}_2 &= K_3 x_2 + \frac{1}{L_f} v_f, \\
\dot{x}_3 &= K_4 x_1 x_2 + K_5 x_3 - \frac{T_l}{J_m},
\end{align*}
\]  
(2.4)

Remark 2.1. The design of the controllers will be performed without taking the load torque into account. An observer can then be designed to estimate the load torque [28].

The design of the observer is described below.

Let \(x_4 = -\frac{T_l}{J_m}\) and assume that the load is constant. Using the last equation of (2.4) and the fact that the load is constant, we have the following system:

\[
\begin{align*}
\dot{x}_3 &= K_4 x_1 x_2 + K_5 x_3 + x_4, \\
\dot{x}_4 &= 0.
\end{align*}
\]  
(2.5)
Let $l_1$ and $l_2$ be properly chosen positive scalars. Since $x_1$, $x_2$, and $x_3$ are measurable, we define the observer to be
\[
\dot{x}_3 = K_4 x_1 x_2 + K_5 x_3 + \dot{x}_4 + l_1 (x_3 - \hat{x}_3),
\]
\[
\dot{x}_4 = l_2 (x_3 - \hat{x}_3).
\] (2.6)

Define the error $e_o$ such that $e_o = [e_3 \ e_4]^T = [x_3 - \hat{x}_3 \ x_4 - \hat{x}_4]^T$. The error $e_o$ satisfies the equation $\dot{e}_o = A_o e_o$, where
\[
A_o = \begin{bmatrix} -l_1 & 1 \\ -l_2 & 0 \end{bmatrix}.
\] (2.7)

Since $l_1$ and $l_2$ are chosen to be positive, then the error $e_o(t)$ converges to zero asymptotically. Hence, the above observer can be used to estimate $x_4 = -\tau l/Jm$.

Next, we use a mathematical transformation to write the model of the system into a form that facilitate the design of control schemes. Consider the following change of variables:
\[
\zeta_1 = x_3, \\
\zeta_2 = K_4 x_1 x_2 + K_5 x_3, \\
\zeta_3 = x_2.
\] (2.8)

For $\zeta_3 \neq 0$, the inverse of the transformation given in (2.8) is such:
\[
x_1 = \frac{1}{K_4 \zeta_3} (\zeta_2 - K_5 \zeta_1), \\
x_2 = \zeta_3, \\
x_3 = \zeta_1.
\] (2.9)

Define the new inputs $u_1$ and $u_2$ such that
\[
\begin{bmatrix} u_1 \\ u_2 \end{bmatrix} = \begin{bmatrix} \frac{K_4}{L_a} x_2 & \frac{K_4}{L_f} x_1 \\ 0 & \frac{1}{L_f} \end{bmatrix} \begin{bmatrix} v_a \\ v_f \end{bmatrix}.
\] (2.10)

Therefore, the equations of the separately excited DC motor can be written as functions of the new variables $\zeta_1$, $\zeta_2$, $\zeta_3$, and the new inputs $u_1$, $u_2$ such that
\[
\dot{\zeta}_1 = \zeta_2, \\
\dot{\zeta}_2 = -(K_1 K_5 + K_3 K_5) \zeta_1 + (K_1 + K_3 + K_5) \zeta_2 + K_2 K_4 \zeta_1 \zeta_3^2 + u_1, \\
\dot{\zeta}_3 = K_3 \zeta_3 + u_2.
\] (2.11)
The equations given in (2.11) can be written in compact form as

$$\dot{\zeta} = A\zeta + Bf + Bu,$$  \hspace{1cm} (2.12)

where

$$A = \begin{bmatrix}
0 & 1 & 0 \\
-(K_1 + K_3)K_5 & K_1 + K_3 + K_5 & 0 \\
0 & 0 & K_3
\end{bmatrix}, \quad \zeta = \begin{bmatrix}
\zeta_1 \\
\zeta_2 \\
\zeta_3
\end{bmatrix},$$

$$B = \begin{bmatrix}
0 & 0 \\
1 & 0 \\
0 & 1
\end{bmatrix}, \quad f = \begin{bmatrix}
K_2K_4\zeta_1\zeta_3^2 \\
0
\end{bmatrix}, \quad u = \begin{bmatrix}
u_1 \\
u_2
\end{bmatrix}. $$  \hspace{1cm} (2.13)

**Remark 2.2.** It is assumed that the nonlinear term $f$ is bounded by a known function $\eta$ such that

$$\|f\| = K_2K_4\zeta_1\zeta_3^2 \leq \eta. $$  \hspace{1cm} (2.14)

This assumption is reasonable because it is always possible to find $\eta$ such that, $\eta \geq K_2K_4\omega_{\text{max}}i_{f_{\text{max}}}$, where $\omega_{\text{max}}$ corresponds to the maximum value of $\omega$ and $i_{f_{\text{max}}}$ corresponds to the maximum value of $i_f$.

Let the matrix $A_c$ be such that

$$A_c = A - BK,$$  \hspace{1cm} (2.15)

where the gain $K$ is selected such that the matrix $A_c = A - BK$ is a stable matrix.

The next four sections deal with the design of nonlinear controllers for the DC motor system. The objective of the controllers is to regulate the speed of the motor to a desired constant value. Note that the desired speed is chosen above the rated speed of the motor.

The following variables are needed for the design of the controllers. Let $\zeta_d$ be the desired value of $\zeta$ such that

$$\zeta_d = \begin{bmatrix}
\zeta_{1d} \\
\zeta_{2d} \\
\zeta_{3d}
\end{bmatrix} = \begin{bmatrix}
\omega_d \\
0 \\
i_{f_d}
\end{bmatrix}, $$  \hspace{1cm} (2.16)

where $\omega_d$ represents the desired constant speed and $i_{f_d}$ represents the desired constant field current.

Define the error $e$ such that

$$e = \zeta - \zeta_d.$$  \hspace{1cm} (2.17)

Also, let the reference input of the system be $r = [r_1 \quad r_2]^T$ such that

$$A\zeta_d + Br = 0.$$  \hspace{1cm} (2.18)
Hence, the reference input is chosen as

\[ r = \begin{bmatrix} r_1 \\ r_2 \end{bmatrix} = \begin{bmatrix} \left( \frac{R_d}{L_a} + \frac{R_f}{L_f} \right) B J \omega_d \\ \frac{R_f}{L_f} i_{fd} \end{bmatrix}. \]  

(2.19)

3. A Feedback linearization controller for the DC motor

The equations of the DC motor system can be written in compact form as

\[ \dot{\zeta} = A \zeta + B f + B u. \]  

(3.1)

**Proposition 3.1.** The feedback linearization control law

\[ u = -f - Ke + r \]  

(3.2)

when applied to the separately excited DC motor system guarantees the asymptotic convergence to zero of the errors of the system.

**Proof.** Using (2.17), (3.1), (3.2), (2.18), and (2.15), it follows that

\[ \dot{e} = \dot{\zeta} = A \zeta + B f + B u = A \zeta + B f + B(-f - Ke + r) = (A - BK)e + A \zeta_d + Br = A_c e. \]  

(3.3)

Since the pair \((A,B)\) is controllable, the poles of the closed-loop system can be selected such that the response of the system is as desired. Thus, if \(A_c\) is chosen to be a stable matrix, the errors are guaranteed to converge to zero asymptotically. Hence, the closed-loop system is asymptotically stable. \(\Box\)

4. A Corless-Leitmann-type controller for the DC motor

When designing the feedback linearization controller, it was assumed that the nonlinearities of the system can be canceled accurately. In general, this assumption might not be valid. Corless and Leitmann [29] proposed a controller that works well for a class of nonlinear systems that has matched uncertainties which are bounded by some known continuous time functions; their proposed controller guarantees the uniform ultimate boundedness of the errors of the system.

In this section, a Corless-Leitmann-type controller is used to control the separately excited DC motor.

**Definition 4.1** [29]. The error \(e(t)\) is said to be uniformly ultimately bounded if there exist constants \(b\) and \(c\), and for every \(r_c \in (0,c)\), there is a constant \(T = T(r_c) \geq 0\) such that

\[ \|e(t_0)\| < r_c \Rightarrow \|e(t)\| < b, \quad \forall t > t_0 + T. \]  

(4.1)
The proposed control law is divided into a linear part and a nonlinear part. The linear part of the controller is designed using the pole placement technique. The nonlinear part of the controller is designed to resemble a Corless-Leitmann-type controller.

Let the symmetric positive definite matrix $P_1$ be the solution of the following Lyapunov equation:

$$A_c^T P_1 + P_1 A_c = -Q_1$$

with $Q_1 = Q_1^T > 0$.

**Proposition 4.2.** The control law given by (4.3)–(4.6) when applied to the separately excited DC motor guarantees the uniform ultimate boundedness of the errors of the system:

$$u = u_L + u_N$$

with

$$u_L = -K_e + r,$$ (4.4)

$$u_N = \begin{cases} -\frac{\mu_1}{||\mu_1||} \eta & \text{if } ||\mu_1|| > \epsilon, \\ \frac{\mu_1}{\epsilon} \eta & \text{if } ||\mu_1|| \leq \epsilon, \end{cases}$$ (4.5)

with

$$\mu_1 = \eta B^T P_1 e$$

and $\eta > 0$, and $\epsilon$ is a small positive scalar.

**Proof.** Using (2.17), (3.1), (4.3), (4.4), (2.15) and (2.18), it follows that

$$\dot{e} = A\zeta + B f + Bu = A\zeta + B f + B(-K_e + r + u_N) = A_c e + B f + Bu_N.$$ (4.7)

Consider the following Lyapunov function candidate:

$$V_1 = e^T P_1 e.$$ (4.8)

Note that $V_1 > 0$ for $e \neq 0$ and $V_1 = 0$ for $e = 0$. Taking the derivative of $V_1$ with respect to time and using (4.7) and (4.2), it follows that

$$\dot{V}_1 = e^T P_1 e + e^T P_1 \dot{e}$$

$$= (A_c e + B f + Bu_N)^T P_1 e + e^T P_1 (A_c e + B f + Bu_N)$$

$$= -e^T Q e + 2e^T P_1 Bu_N + 2f^T B^T P_1 e.$$ (4.9)

We will treat the two cases $||\mu_1|| > \epsilon$ and $||\mu_1|| \leq \epsilon$ separately.
For the case when $\|\mu_1\| > \epsilon$ and $u_N = -(\mu_1/\|\mu_1\|)\eta$, (4.9) implies that

$$V_1 = -e^T Q_1 e + 2e^T P_1 B u_N + 2f^T B^T P_1 e$$

$$= -e^T Q_1 e - 2e^T P_1 B \frac{\mu_1}{\|\mu_1\|} \eta + 2f^T B^T P_1 e$$

$$\leq -e^T Q_1 e - 2\|B^T P_1 e\| \eta + 2\|f\|T\|B^T P_1 e\|$$

$$\leq -e^T Q_1 e.$$

(4.10)

For the case when $\|\mu_1\| \leq \epsilon$ and $u_N = -(\mu_1/\epsilon)\eta$, (4.9) implies that

$$V_1 = -e^T Q_1 e + 2e^T P_1 B u_N + 2f^T B^T P_1 e$$

$$= -e^T Q_1 e - 2e^T P_1 B \frac{\mu_1}{\epsilon} \eta + 2f^T B^T P_1 e$$

$$\leq -e^T Q_1 e - 2\|B^T P_1 e\|^2 \frac{1}{\epsilon} \eta^2 + 2\|f\|^T\|B^T P_1 e\|$$

$$\leq -e^T Q_1 e + 2\|B^T P_1 e\| \eta^2$$

$$\leq -e^T Q_1 e + 2\epsilon.$$ (4.11)

Therefore, it can be concluded that in both cases,

$$\dot{V}_1 \leq -\lambda_{\min}(Q_1) \|e\|^2 + 2\epsilon,$$ (4.12)

where $\lambda_{\min}(Q_1)$ is the minimum eigenvalue of $Q_1$. Using (4.8) and (4.12), it can be concluded that $V_1$ decreases monotonically along any trajectory of the closed-loop system until it reaches the compact set:

$$\Lambda_s = \{e \mid V_1 \leq V_s\},$$ (4.13)

where $V_s$ can be easily determined from (4.8) and (4.12).

Therefore, it can be concluded that the errors are uniformly ultimately bounded. Hence the control scheme (4.3)–(4.6) guarantees the uniform ultimate boundedness of the errors of the motor system.

The discontinuous nature of the Corless-Leitmann-type controller may be harmful to the motor. Hence, two continuous nonlinear state-feedback controllers are designed next. The controllers are similar to the Corless-Leitmann-type controller in that they work well for a class of nonlinear uncertain systems that has matched uncertainties which are bounded by some known continuous time functions. However, the main advantage of these control schemes are that they are continuous in nature.
5. Continuous nonlinear controllers for the DC motor

5.1. First continuous nonlinear controller for the DC motor. The control scheme is divided into a linear part and a nonlinear part. The linear control part is designed using the pole placement technique. The continuous nonlinear part of the controller is motivated by the work of [30]. The proposed controller has the advantage of guaranteeing the exponential stability of the closed-loop system.

Let the symmetric positive definite matrix $P_2$ be the solution of the following algebraic Riccati equation:

$$A_c^T P_2 + P_2 A_c - 2 P_2 B B^T P_2 = -Q_2,$$ (5.1)

where $Q_2 = Q_2^T > 0$.

Define

$$\mu_2 = \eta B^T P_2 e, \quad \eta > 0,$$ (5.2)

also let $\epsilon$ and $\beta$ be small positive scalars.

Proposition 5.1. The control law given by (5.3)–(5.6) when applied to the separately excited DC motor guarantees the exponential convergence to zero of the errors of the system:

$$u = u_L + u_N$$ (5.3)

with

$$u_L = -K e + r,$$ (5.4)

$$u_N = -B^T P_2 e - \phi_c,$$ (5.5)

$$\phi_c = \frac{\mu_2 \|e\|^2}{\|e\|^3 + \epsilon^3 \exp(-3\beta t)} \eta.$$ (5.6)

Proof. Consider the following Lyapunov function candidate:

$$V_2 = e^T P_2 e.$$ (5.7)

Note that $V_2 > 0$ for $e \neq 0$ and $V_2 = 0$ for $e = 0$. Equation (5.7) implies that $\lambda_1 \|e\|^2 \leq V_2 \leq \lambda_2 \|e\|^2$, where $\lambda_1$ is the minimum eigenvalue of $P_2$ and $\lambda_2$ is the maximum eigenvalue of $P_2$.

Using (2.17), (3.1), (4.3), (4.4), (2.15), (2.18), and (5.5), it follows that

$$e^T P_2 e = (A_c e + Bu_N)^T P_2 e = (e^T A_c^T + f^T B^T - e^T P_2 B B^T - \phi_c^T B^T) P_2 e.$$ (5.8)
Taking the derivative of $V_2$ with respect to time and using (5.8) and (5.3)–(5.6), it follows that

\[
\dot{V}_2 = e^T P_2 e + e^T P_2 \dot{e} \\
= (e^T A^T_c + f^T B^T - e^T P_2 B B^T - \phi_c^T B^T) P_2 e + e^T P_2 (A_c e + B f - B B^T P_2 e - B \phi_c) \\
= -e^T Q_2 e + 2e^T P_2 B f - 2e^T P_2 B \phi^T \\
= -e^T Q_2 e + 2e^T P_2 B f - \frac{2e^T P_2 B \mu_2 ||\mu_2||^2}{||\mu_2||^3 + \epsilon^3 \exp(-3\beta t)} \eta \\
\leq -e^T Q_2 e - \frac{2||B^T P_2 \eta||^4}{||B^T P_2 \eta||^3 + \epsilon^3 \exp(-3\beta t)} \eta + 2||B^T P_2 \eta|| \\
\leq -e^T Q_2 e + 2\epsilon \exp(-3\beta t) \\
\leq -\lambda_3 ||e||^2 + 2\epsilon \exp(-\beta t). \tag{5.9}
\]

In the above, we used the fact that

\[
0 \leq \frac{ab^3}{a^3 + b^3} \leq b, \quad \forall a, b \geq 0, \quad a^3 + b^3 \neq 0. \tag{5.10}
\]

and $\lambda_3$ is the minimum eigenvalue of $Q_2$.

Let $\kappa = \lambda_3/\lambda_2$, it follows that

\[
\dot{V}_2 \leq -\kappa V_2 + 2\epsilon \exp(-\beta t). \tag{5.11}
\]

Thus, it can be concluded that the error $e(t)$ is globally exponentially stable. Moreover, the convergence rate of the errors is such:

\[
||e(t)|| \leq \left\{ \begin{array}{ll}
\left[ \frac{\lambda_2}{\lambda_1} ||e(0)||^2 \exp(-\kappa t) + \frac{2\epsilon}{\lambda_1} t \exp(-\kappa t) \right]^{1/2} & \text{if } \beta = \kappa, \\
\left[ \frac{\lambda_2}{\lambda_1} ||e(0)||^2 \exp(-\kappa t) + \frac{2\epsilon}{\lambda_1} (\exp(-\beta t) - \exp(-\kappa t)) \right]^{1/2} & \text{if } \beta \neq \kappa.
\end{array} \right.
\tag{5.12}
\]

Hence, it can be concluded that the proposed control scheme (5.3)–(5.6) when applied to the DC motor system guarantees the exponential convergence to zero of the errors of the system. □
5.2. Second continuous nonlinear controller for the DC motor. Again, the control scheme is divided into a linear part and a nonlinear part. The linear controller part is designed using the pole placement technique. The continuous nonlinear part of the controller is motivated by the work of [31].

Let the symmetric positive definite matrix $P_3$ be the solution of the Lyapunov equation:

$$A_c^T P_3 + P_3 A_c = -Q_3$$

with $Q_3 = Q_3^T > 0$.

**Proposition 5.2.** The control law

$$u = u_L + u_N$$

with

$$u_L = -Ke + r, \quad u_N = -\gamma_o B^T P_3 e$$

when applied to the separately excited DC motor guarantees the exponential convergence of the errors of the system such that

$$\|e(t)\| \leq c_0 \exp (-\nu(t - t_o)) + \mu,$$

where

$$c_0 = \sqrt{\frac{\lambda_{\max}(P_3)}{\lambda_{\min}(P_3)}} \|e(t_o)\|, \quad \nu = \frac{\lambda_{\min}(Q_3)}{2\lambda_{\max}(P_3)}, \quad \mu = \eta \sqrt{\frac{\lambda_{\max}(P_3)}{\gamma_o \lambda_{\min}(P_3) \lambda_{\min}(Q_3)}},$$

and $\lambda_{\max}(\bullet)$ is the maximum eigenvalue of $\bullet$, and $\lambda_{\min}(\bullet)$ is the minimum eigenvalue of $\bullet$.

**Proof.** Consider the following Lyapunov function candidate:

$$V_3 = e^T P_3 e.$$  

Note that $V_3 > 0$ for $e \neq 0$ and $V_3 = 0$ for $e = 0$.

Taking the derivative of $V_3$ with respect to time and using (2.17), (3.1), (2.15), and (5.11)–(5.14), it follows that

$$\dot{V}_3 = e^T P_3 e + e^T P_3 \dot{e}$$

$$= (A_c e + B f + B u_N)^T P_3 e + e^T P_3 (A_c e + B f + B u_N)$$

$$= -e^T Q_3 e + 2e^T P_3 B u_N + 2f^T B^T P_3 e$$

$$= -e^T Q_3 e + 2e^T P_3 B (-\gamma_o B^T P_3 e) + 2f^T B^T P_3 e$$

$$\leq -e^T Q_3 e - 2\gamma_o \|B^T P_3 e\|^2 + 2\|B^T P_3 e\| \eta$$
Using the results of [31], it can be concluded that
\[
\|e(t)\| \leq c_o \exp \left( - v(t - t_o) \right) + \mu. \tag{5.20}
\]
Therefore, it can be concluded that the control scheme (5.14)-(5.15) when applied to the DC motor system guarantees the exponential convergence to zero of the errors of the system with a prespecified rate of convergence and prespecified tolerance. \(\square\)

6. Description of the hardware setup

A hardware testbed was built to test the performances of the proposed control schemes. The system is composed of a DC motor system, a DSP controller board, a power module, two current sensors, and a tachogenerator. The DC motor system includes a separately excited DC motor and a DC generator which is used to simulate variable loads on the motor. A block diagram representation of the system is shown in Figure 6.1.

The derived feedback controllers are implemented using a digital signal processor (DSP) card. The algorithm for the controller is coded using the Simulink environment; then it is downloaded from the computer into the DSP which resides on a controller board. The control algorithm in the DSP, together with the other peripheral subsystems on the controller board, will ensure a smooth transition of the motor from the initial speed to the final speed under various loading conditions. A driver circuit is required to
interface between the controller board and the motor; this is the case because the peripheral subsystems of the controller board have low current capabilities. Two current sensors are also used to measure the armature and field currents. A tachogenerator, from Servo-Tek, with an output of 20.8 Volt/RPM is used for speed feedback.

A separately excited permanent magnet DC motor is used to test the proposed control algorithm. A photograph of the DC motor is shown in Figure 6.2. The motor (an MV1042-225 motor) has the specifications shown in Tables 6.1 and 6.2.

In order to study the performance of the system under different loading conditions, the motor shaft is coupled with a DC generator. The output of the DC generator is then connected to an adjustable resistive load. A switching arrangement is made to provide a step change in the load.

The nonlinear region of operation for a DC motor starts above the base speed. A decrease in field voltage $v_f$ (which, in turn, reduces the field current $i_f$) increases the motor speed. To implement such a system, a buck converter is used. The first step is to rectify

![Figure 6.2. A photograph of the DC motor.](image-url)
the AC voltage and to filter out the voltage ripple. The AC-to-DC converter is implemented using a bridge rectifier along with an LC filter. A DC-to-DC chopper is then used to obtain varying field voltages. Pulse width modulation (PWM) is used with a switching frequency of 5 KHz. In addition, IGBTs are used as power switches and compatible high-speed switching diodes to “free wheel” the current during the energy release phase. The heart of the driver circuitry is an IR2125 chip capable of providing high switching current along with overcurrent protection. A high-speed optoisolator is also used to connect the driver chip to the control board. Such an arrangement is needed to provide ground isolation and to reduce signal noise.

A real-time interface (RTI) board (the DS1104 Board) is used to program the control algorithm. This board is manufactured by the dSPACE Company. The software language used to program the DSP board is Simulink. This tool is a quite powerful combination of graphic user interface (GUI), in the MATLAB environment, and the digital signal processor board with a built-in data acquisition system. The PWM slave module of the controller greatly simplified the hardware implementation. A high-speed analog-to-digital converter (ADC) made it possible to implement the derived continuous design in the available digital environment.

7. Implementation results

The developed control schemes are implemented using the hardware setup described in the previous section.

The DC motor is commanded to speed up from an initial angular velocity of 1500 rpm to a final speed of 2500 rpm. Note that the rated speed of the motor is 1400 rpm; the motor is therefore commanded to operate above the rated speed. The gains of the controllers are

\[
K_1 = \begin{bmatrix} 
1029 & -29 & 0 \\
0 & 0 & 91
\end{bmatrix}, \quad K_2 = \begin{bmatrix} 
2398 & 8.5 & 0 \\
0 & 0 & 1
\end{bmatrix}.
\] (7.1)

The feedback linearization controller given by (3.2) is implemented first. The gain \( K = K_1 \) was used. The implementation results are shown in Figures 7.1–7.3. Figure 7.1 shows the speed versus time profile. Figure 7.2 and Figure 7.3 show the field current and the armature currents, respectively. It is clear from the figures that the motor is regulated to the desired speed in a very short period of time. However, the speed profile of the motor exhibits a small steady-state error.
The implementation results when the Corless-Leitmann-type controller given by (4.3)–(4.6) is used are shown in Figures 7.4–7.6. The gain $K = K_2$ was used. Figure 7.4 shows the speed versus time profile. Figure 7.5 and Figure 7.6 show the field current and the armature currents, respectively. It is clear from the figures that the motor is regulated to the desired speed in a very short period of time.
The implementation results when the first continuous nonlinear controller given by (5.3)–(5.6) is used are shown in Figures 7.7–7.9. The gain \( K = K_1 \) was used. Figure 7.7 shows the speed versus time profile. Figure 7.8 and Figure 7.9 show the field current and the armature currents, respectively. It is clear from the figures that the motor is regulated to the desired speed in a very short period of time. However, the speed profile of the
The implementation results when the second continuous nonlinear controller given by (5.14)-(5.15) is used are shown in Figures 7.10–7.12. The gain $K = K_1$ was used. Figure 7.10 shows the speed versus time profile. Figure 7.11 and Figure 7.12 show the
field current and the armature currents, respectively. It is clear from the figures that the motor is regulated to the desired speed in a very short period of time.

Comparing the performances of the four proposed controllers, it can be concluded that the second continuous nonlinear controller given by (5.14)-(5.15) gave the best performance; the Corless-Leitmann-type controller gave the second best performance.

Moreover, it is found that the amplitudes of the control signals for the four different control schemes are within acceptable ranges. It should be noted that a DC-to-DC chopper is used to obtain varying field voltages, and pulse width modulation (PWM) is used with a switching frequency of 5 KHz.
Also, the robustness of the proposed controllers with respect to changes in the load attached to the motor is tested. Experimental tests indicate that the feedback linearization controller is not robust to changes in the load. However, the Corless-Leitmann controller as well as the other two controllers are found to be robust to changes in the load attached to the motor.

8. Conclusion

The problem of controlling a separately excited DC motor operating in the field-weakening region using nonlinear controllers is studied in this paper. A feedback linearization
controller, a Corless-Leitmann-type controller and two continuous nonlinear controllers are designed for the system. Implementation results of the proposed control schemes show that the proposed controllers work well.

Robustness of the proposed control schemes to changes in the load and to changes in the parameters of the system will be the topic of future research. Design and implementation of sliding mode controllers will be another topic of future research.
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