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The present work is devoted to the study of stability of the zero solution to linear impulsive differential-difference equations with variable impulsive perturbations. With the aid of piecewise continuous auxiliary functions, which are generalizations of the classical Lyapunov's functions, sufficient conditions are found for the uniform stability and uniform asymptotical stability of the zero solution to equations under consideration.
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1. Introduction

The impulsive differential-difference equations are adequate mathematical models of various real processes and phenomena that are characterized by rapid change of their state and dependence on the pre-history at each moment. In spite of great possibilities of applications, the theory of these equations is developing rather slowly due to difficulties of technical and theoretical character.

If the impulses are realized at fixed moments of time, the results can be easily derived by virtue of the corresponding result in the continuous case. Studies of impulsive differential-difference equations with variable impulsive perturbations carry lots of difficulties due to the presence of phenomena such as "beating" of the solutions, bi-
furcation, loss of property of autonomy, etc. The importance of these equations in mathematical modeling necessitates to prove criteria for stability of their solutions.

The investigations of the present work are carried out with the aid of piecewise continuous Lyapunov's functions [3] and a technique that uses minimal subsets of suitable spaces of piecewise continuous functions. The elements of these subsets help us estimate the derivatives of piecewise continuous auxiliary functions [1, 2].

2. The Statement of the Problem and Preliminary Notes

Let \( \mathbb{R}_+ = [0, \infty) \); \( \mathbb{R}^n \) be the \( n \)-dimensional Euclidean space with elements \( x = \text{col}(x_1, \ldots, x_n) \), the norm \( |x| = \left( \sum_{k=1}^{n} s_k^2 \right)^{1/2} \) and the scalar product \( (x, y) = x_1y_1 + \ldots + x_ny_n \). Let \( h > 0 \) and \( t_0 \in \mathbb{R} \).

We consider the linear system of impulsive differential-difference equations

\[
\dot{x}(t) = A(t)x(t) + B(t)x(t-h), \quad t \neq \tau_k(x(t)), \quad t > t_0, \tag{1}
\]

\[
\Delta x(t) \Big|_{t = \tau_k(x(t))} = C_k x(t), \quad t > t_0, \quad k = 1, 2, \ldots, \tag{2}
\]

where \( x \in \mathbb{R}^n \), \( A(t) \) and \( B(t) \) are \( n \times n \)-matrix-valued functions; \( C_k, k = 1, 2, \ldots, \) are \( n \times n \)-matrices; \( \tau_k : \mathbb{R}^n \rightarrow (t_0, \infty); \Delta x(t) = x(t + 0) - x(t - 0) \).

Let \( \tau_0(x) \equiv t_0 \) for \( x \in \mathbb{R}^n \).

We introduce the following conditions:

H1. \( \tau_k \in C([\mathbb{R}^n, (t_0, \infty)), k = 1, 2, \ldots, \)

H2. \( t_0 < \tau_1(x) < \tau_2(x) < \ldots, x \in \mathbb{R}^n \).

H3. \( \tau_k \rightarrow \infty \) as \( k \rightarrow \infty \) uniformly in \( x \in \mathbb{R}^n \).

Assuming that conditions H1, H2, and H3 are satisfied, we introduce the following notations:

\[
G_k = \{(t, x) \in [t_0, \infty) \times \mathbb{R}^n : \tau_{k-1}(x) < t < \tau_k(x), \quad k = 1, 2, \ldots, \}
\]

\[
\sigma_k = \{(t, x) \in [t_0, \infty) \times \mathbb{R}^n : t = \tau_k(x), \}
\]

i.e., \( \sigma_k, k = 1, 2, \ldots \) are hypersurfaces with the equations \( t = \tau_k(x(t)) \).

Let \( \varphi_0 \in C([t_0 - h, t_0], \mathbb{R}^n) \).

We denote by \( x(t) = x(t; t_0, \varphi_0) \) the solution of system (1), (2) that satisfies the initial condition

\[
x(t) = \varphi_0(t), \quad t \in [t_0 - h, t_0]. \tag{3}
\]

The symbol \( J^+ (t_0, \varphi_0) \) stands for the maximal interval of the type \([t_0, \beta]\), at which the solution \( x(t; t_0, \varphi_0) \) is defined; \( c_0 = C([t_0 - h, t_0], \mathbb{R}^n) \), and \( ||\varphi|| = \max_{s \in [t_0 - h, t_0]} |\varphi(s)| \) is the norm of the function \( \varphi \in C_0 \).

We will specify the solution \( x(t) = x(t; t_0, \varphi_0) \) of the initial problem (1), (2), (3) as follows:

1. For \( t \in [t_0 - h, t_0] \), the solution \( x(t) \) coincides with the initial function \( \varphi_0(t) \in C_0 \).

2. The function \( x(t) \) is piecewise continuous on \( J^+ (t_0, \varphi_0), t = \tau_k(x(t)), t \neq \beta, \)
k = 1, 2, ...

3. For \( t \in J^+(t_0, \varphi_0), t \neq \tau_k(x(t)), k = 1, 2, ..., \) the function \( x(t) \) is differentiable and

\[
\dot{x}(t) = A(t)x(t) + B(t)x(t - h).
\]

We make the following assumptions:

\textbf{H4.} The matrix-valued \( n \times n \)-functions \( A(t) \) and \( B(t) \) are continuous for \( t \in (t_0, \infty) \).

\textbf{H5.} \( B(t) \) is a diagonal and \( A(t) \) is antisymmetric matrix function.

\textbf{H6.} \( C_k = \text{diag}(c_{1k}, ..., c_{nk}), -1 < c_{ik} \leq 0, i = 1, ..., n \).

\textbf{H7.} The integral curves of system (1), (2) meet successively each of the hypersurfaces \( \sigma_1, \sigma_2, ... \) exactly once.

Condition H7 stipulate the absence of the “beating” phenomenon of the solutions to the system (1), (2), i.e., when a given integral curve meets more than once (or even infinitely many times) one and the same hypersurface. The “beating” phenomena is not present in the case when \( \tau_k(x) \equiv t_k, k = 1, 2, ..., x \in \mathbb{R}^n \), i.e., when the impulses are realized at fixed moments.

\textbf{Definition 1:} The zero solution of system (1), (2) is said to be

a) \textit{uniformly stable}, if

\[
(\forall \varepsilon > 0) \ (\exists \delta = \delta(\varepsilon) > 0) \ (\forall t_0 \in \mathbb{R})
\]

\[
(\forall \varphi_0 \in C_0: \| \varphi_0 \| < \delta) \ (\forall t \in J^+(t_0, \varphi_0)):
\]

\[
|x(t; t_0, \varphi_0)| < \varepsilon;
\]

b) \textit{uniformly attractive}, if

\[
(\exists \lambda > 0) \ (\forall \varepsilon > 0) \ (\exists \sigma = \sigma(\varepsilon) > 0) \ (\forall t_0 \in \mathbb{R})
\]

\[
(\forall \varphi_0 \in C_0: \| \varphi_0 \| < \lambda): t_0 + \sigma \in J^+(t_0, \varphi_0) \text{ and}
\]

\[
(\forall t \geq t_0 + \sigma, t \in J^+(t_0, \varphi_0)):
\]

\[
|x(t; t_0, \varphi_0)| < \varepsilon;
\]

c) \textit{uniformly asymptotically stable} if it is uniformly stable and uniformly attractive.

\textbf{Definition 2:} \cite{3} We say that the function \( V: [t_0, \infty) \times \mathbb{R}^n \to \mathbb{R}^+ \) belongs to the class \( \Psi_0 \) if:

1. The function \( V \) is continuous on \( \bigcup_{k=1}^{\infty} G_k \) and \( V(t, 0) = 0 \) for \( t \in [t_0, \infty) \).
2. The function \( V \) is Lipschitzian with respect to its second argument on each of the sets \( G_k, k = 1, 2, ... \).
3. For each \( k = 1, 2, ... \) and \( (t^*_0, x^*_0) \in \sigma_k \), there exist the finite limits

\[
V(t^*_0 - 0, x^*_0) = \lim_{(t, x) \to (t^*_0, x^*_0)} V(t, x), \quad V(t^*_0 + 0, x^*_0) = \lim_{(t, x) \to (t^*_0, x^*_0)} V(t, x).
\]
4. The following equality holds:

$$V(t_0^*, 0, x_0^*) = V(t_0^*, x_0^*).$$

In the sequel, we shall use the following functional classes, assuming that conditions H1, H2 and H3 are met:

$$PC[[t_0, \infty), \mathbb{R}^n] = \{x: [t_0, \infty) \to \mathbb{R}^n: x(t) \text{ is piecewise continuous with points of discontinuity of the first kind (i.e., the left and right limits exist there, and they are bounded)} \text{ on the interval } (t_0, \infty) \text{ at which it is left continuous}\};$$

$$\Omega = \{x \in PC[[t_0, \infty), \mathbb{R}^n]: V(s, x(s)) \leq V(t, x(t)), t - h \leq s \leq t, t \geq t_0, V \in \mathcal{V}_0\}.$$

Let $V \in \mathcal{V}_0$, $x \in PC[[t_0, \infty), \mathbb{R}^n]$, and $t \neq \tau_k(x)$, $k = 1, 2, \ldots$.

Introduce the function

$$\dot{V}(t, x(t)) = \frac{\partial V}{\partial t} + \frac{\partial V}{\partial x}(A(t)x(t) + B(t)x(t - h)).$$

Let $t_1, t_2, \ldots$ ($t_0 < t_1 < t_2 < \ldots$) are the moments at which the integral curve $(t, x(t; t_0, \varphi_0))$ of (1-3) crosses the hypersurfaces $\sigma_k$, $k = 1, 2, \ldots$.

**Remark 1:** Let us note that conditions H1-H4 and H7 imply that $t_k \to \infty$ as $k \to \infty$ and $J^+ (t_0, \varphi_0) = [t_0, \infty)$.

In proving the main results of the paper we shall use the following statements:

**Theorem 1:** Let the following assumptions hold:

1. Conditions H1-H4 and H7 are fulfilled.
2. $g \in PC[[t_0, \infty) \times \mathbb{R}_+, \mathbb{R}_+]$ and $g(t, 0) = 0$ for $t \in [t_0, \infty)$.
3. $B_k \in C[\mathbb{R}_+, \mathbb{R}_+]$, $B_k(0) = 0$ and the functions $\psi_k: \mathbb{R}_+ \to \mathbb{R}_+$, $\psi_k(u) = u + B_k(u)$ are nondecreasing with respect to $u$, $k = 1, 2, \ldots$.
4. The maximal solution $r(t; t_0, u_0)$ of the problem

$$\begin{align*}
\dot{u} &= g(t, u), \ t \neq t_k, \ k = 1, 2, \ldots, \\
u(t_0 + 0) &= u_0 \geq 0, \\
\Delta u(t_k) &= B_k(u(t_k)), \ k = 1, 2, \ldots
\end{align*}$$

is defined on the interval $[t_0, \infty)$.

5. The function $V \in \mathcal{V}_0$ is such that

$$V(t_0, \varphi_0(t_0)) \leq u_0$$

and the inequalities

$$\begin{align*}
\dot{V}(t, x(t)) &\leq g(t, V(t, x(t))), \ t \neq \tau_k(x(t)), \ k = 1, 2, \ldots \\
V(t + 0, x(t) + C_kx(t)) &\leq \psi_k(V(t, x(t))), \ t = \tau_k(x(t)), \ k = 1, 2, \ldots
\end{align*}$$

are satisfied for $t \geq t_0$ and $x \in \Omega$.

**Then**
Proof: The maximal solution \( r(t; t_0, u_0) \) of problem (4) for \( t \in (t_0, \infty) \) is defined by

\[
\begin{align*}
    r(t; t_0, u_0) &= \left\{ \begin{array}{ll}
        r_0(t; t_0, u_0^+), & t_0 < t \leq t_1, \\
        r_1(t; t_1, u_1^+), & t_1 < t \leq t_2, \\
        \ldots, & \ldots, \\
        r_k(t; t_k, u_k^+), & t_k < t \leq t_{k+1}, \\
        \ldots, & \ldots,
    \end{array} \right.
\end{align*}
\]

where \( r_k(t; t_k, u_k^+) \) is the maximal solution of the equation \( \dot{u} = g(t, u) \) without impulses, that is defined on the interval \( (t_k, t_{k+1}] \), \( k = 0, 1, 2, \ldots \), for which \( u_k^+ = \psi_k(t_{k-1}, u_{k-1}) \), \( k = 1, 2, \ldots \) and \( u_0^+ = u_0 \).

Let \( t \in (t_0, t_1] \). Then, it follows from the corresponding comparison theorem in the continuous case \([1]\), that

\[
V(t, x(t; t_0, u_0)) \leq r(t; t_0, u_0),
\]

i.e., inequality (7) is fulfilled for \( t \in (t_0, t_1) \).

Let us suppose that (7) holds true for \( t \in (t_k-1, t_k] \), \( k > 1 \). Then, using (6) and the fact that the function \( \psi_k \) is nondecreasing, we obtain

\[
V(t_k + 0, x(t_k + 0; t_0, u_0)) \leq \psi_k(V(t_k, x(t_k; t_0, \varphi))) \\
\leq \psi_k(r(t_k, t_0, u_0)) = \psi_k(r_k(t_k, t_{k-1}, u_k^+)) = u_k^+.
\]

We apply the comparison theorem from \([1]\) again for \( t \in (t_k, t_{k+1}] \) and obtain

\[
V(t, x(t; t_0, \varphi)) \leq r_k(t; t_k, u_k^+) = r(t; t_0, u_0),
\]

i.e., inequality (7) is satisfied for \( t \in (t_k, t_{k+1}] \). The proof is completed by induction.

Corollary 1: Let the following assumptions hold:

1. Conditions H1-H4 and H7 are met.
2. The function \( V \in \mathcal{V}_0 \) is such that the inequalities

\[
\dot{V}(t, x(t)) \leq 0, \quad t \neq \tau_k(x(t)), \quad k = 1, 2, \ldots,
\]

\[
V(t + 0, x(t) + C_k x(t)) \leq V(t, x(t)), \quad t = \tau_k(x(t)), \quad k = 1, 2, \ldots
\]

are valid for \( t \geq t_0 \) and \( x \in \Omega \).

Then

\[
V(t, x(t; t_0, \varphi)) \leq V(t_0, \varphi_0(t_0)), \quad t \in [t_0, \infty).
\]
3. Main Results

**Theorem 2:** Let the following conditions hold:

1. Conditions H1-H7 are met.
2. The elements of the matrix-valued $n \times n$-function $B(t)$ are nonpositive for all $t \in (t_0, \infty)$.

Then the zero solution of system (1), (2) is uniformly stable.

**Proof:** Let $\epsilon > 0$ be chosen arbitrarily. We choose $\delta = \delta(\epsilon) > 0$ such that $\delta < \epsilon$.

Let $\varphi_0 \in C_0: \| \varphi_0 \| < \delta$ and let $x(t) = x(t; t_0, \varphi_0)$ be a solution to problem (1-3).

We define the function $V(t,x) = \langle x, x \rangle = x^T x$. Then the set $\Omega$ is defined by the equality

$$\Omega = \{ x \in PC[[t_0, \infty), \mathbb{R}^n]: \langle x(s), x(s) \rangle \leq \langle x(t), x(t) \rangle, t - h \leq s \leq t, t \geq t_0 \}.$$

Now we shall estimate $\dot{V}(t,x(t))$ for $t \in (t_0, \infty)$, $t \neq \tau_k(x(t))$, and $x \in \Omega$. It follows from condition H5 and condition 2 of Theorem 2 that

$$\dot{V}(t,x(t)) = x^T(t)x(t) + x^T(t)x(t)$$

$$= [A(t)x(t) + B(t)x(t - h)]^T x(t) + x^T(t)[A(t)x(t) + B(t)x(t - h)]$$

$$= x^T(t)[A^T(t) + A(t)]x(t) + x^T(t - h)B^T(t)x(t)$$

$$+ x^T(t)B(t)x(t - h) = 2\langle x(t)B(t), x(t - h) \rangle$$

$$\leq 2\langle x(t)B(t), x(t) \rangle \leq 0.$$  \hspace{1cm} (8)

Let $t = \tau_k(x(t))$. After using H6 we obtain

$$V(t + 0, x(t) + C_kx(t)) = \sum_{k=1}^{n} (1 + c_k)2x^2(t_k) \leq V(t, x(t)), k = 1, 2, \ldots.$$  

Hence, the conditions of Corollary 1 are met, and therefore,

$$V(t,x(t; t_0, \varphi)) \leq V(t_0, \varphi_0(t_0)), t \in (t_0, \infty),$$

i.e.,

$$|x(t; t_0, \varphi_0)|^2 \leq |\varphi_0(t_0)|^2, t \in (t_0, \infty).$$

The last inequality yields

$$|x(t; t_0, \varphi_0)|^2 \leq |\varphi_0(t_0)|^2 \leq \| \varphi_0 \|^2 < \delta^2 = \epsilon^2,$$

whence $|x(t; t_0, \varphi_0) < \epsilon$ for $t \in (t_0, \infty)$. This proves the uniform stability of the solution $x(t) \equiv 0$ of system (1), (2). \hspace{1cm} \Box

**Theorem 3:** Let the following conditions hold:

1. Conditions H1-H7 are met.
2. $B(t) = \text{diag}(b_1(t), \ldots, b_n(t))$ and $b_k(t) \leq -\gamma_k < 0$, $k = 1, 2, \ldots$. 


Then the zero solution of system (1), (2) is uniformly asymptotically stable.

Proof: We consider the function $V(t,x) = \langle x,x \rangle$. Analogously to (8), we obtain the estimate

$$\dot{V}(t,x(t)) \leq 2\langle x(t)B(t),x(t) \rangle$$

(9)

for $t \geq t_0$, $t \neq \tau_k(x(t))$ and $x \in \Omega$.

Let $\gamma = \min \gamma_k$, $k = 1, \ldots, n$. Then, it follows from condition 2 of Theorem 3 and from (9) that

$$\dot{V}(t,x(t)) \leq -2\gamma \left| x(t) \right|^2, \ t > t_0, \ t \neq \tau_k(x(t)), \ x \in \Omega.$$

(10)

Since the conditions of Theorem 2 are satisfied, it follows that the zero solution of system (1), (2) is uniformly stable.

Now we shall prove that the zero solution is uniformly attractive.

Let $\epsilon > 0$ be arbitrary chosen. We take $\eta = \eta(\epsilon) > 0$ such that $\eta < \epsilon$.

Let $\lambda = \text{const} > 0$ and $\sigma = \sigma(\epsilon) > 0$ be such that $\sigma > \frac{\lambda^2}{2\gamma^2}$.

Let $\varphi_0 \in C_0, \left\| \varphi_0 \right\| < \lambda$ and $x(t) = x(t; t_0, \varphi_0)$ be the solution of the problem (1-3).

If we assume that $\left| x(t; t_0, \varphi_0) \right| \geq \eta$ for $t \in [t_0, t_0 + \sigma]$, then (10) implies the inequalities

$$V(t,x(t; t_0, \varphi_0)) \leq V(t_0, \varphi_0(t_0)) - \int_{t_0}^{t} 2\gamma \left| x(s) \right|^2 ds$$

$$\leq \left\| \varphi_0 \right\|^2 - 2\gamma \int_{t_0}^{t} \left| x(s) \right|^2 ds \leq \lambda^2 - 2\gamma^2 \sigma < 0,$$

which contradict to the choice of the function $V(t,x) \in \Psi_0$.

Hence, there exists a $t^* \in [t_0, t_0 + \sigma]$ such that $x(t^*; t_0, \varphi_0) < \eta$. Thus, by virtue of Corollary 1 for $t \geq t^*$ (as well as for $t \geq t_0 + \sigma$), the inequality

$$V(t,x(t; t_0, \varphi_0)) \leq V(t^*, x(t^*; t_0, \varphi_0))$$

is valid, i.e., $\left| x(t; t_0, \varphi_0) \right|^2 \leq \left| x(t^*; t_0, \varphi_0) \right|^2, \ t \geq t^*$.

The last inequality implies the inequalities

$$\left| x(t; t_0, \varphi_0) \right|^2 \leq \left| x(t^*; t_0, \varphi_0) \right|^2 < \eta^2 < \epsilon^2, \ t \geq t_0 + \sigma.$$

The last inequalities show that the zero solution of system (1), (2) is uniformly attractive. \qed
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