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The problem of analyzing and controlling epileptiform spikes in a class of neural mass models is concerned with. Since the measured signals are always contaminated by measurement noise, an algebraic estimation method is utilized to observe the state from the noisy measurement. The feedback control is constructed via the estimated state. The feasibility of using such a strategy to control epileptiform spikes in a regular network of coupled neural populations is demonstrated by simulations. In addition, the influence of the type of the controlled populations, the number of the controlled populations, and the control gain is investigated in details.

1. Introduction

Since the 1970s, the use of neural mass models has been the preferred approach to model magnetoencephalography (MEG) and electroencephalography (EEG) signals. These models consist of macrocolumns or even cortical areas, describing the average activity of the whole population with a small number of state variables, which summarize the behavior of millions of interacting neurons [1]. The original idea is put forward by Lopes Da Silva et al. [2] to use these models for alpha rhythms generation. Starting from Lopes Da Silva's model, Jansen et al. design a computer model that generates spontaneous EEG and evoked potentials [3]. Subsequently, they extend the model in order to produce EEG and visual evoked potentials from two coupled populations of neurons in the visual cortex [4]. Based on Jansen's model, neural mass models with different forms are developed to account for more complex transient and oscillatory behavior [1, 5, 6], to investigate effective connectivity from EEG or fMRI data [7], and to study the relations between brain rhythm changes and the connectivity among the regions of interest (ROIs) [8, 9], or how event-related dynamics depend on extrinsic connectivity [10]. Recently, dynamical causal modeling (DCM) [11–13] has been developed for the analysis of event-related [14, 15] and steady-state responses [16].

A substantial progress in the use of Jansen's model is to simulate the dynamics of real EEG signals measured in the hippocampus during the transition from interictal to fast ictal activity of epilepsy seizures [17]. An epileptic neural mass exhibits features of excitability which is reflected in its use to produce interictal spiking activities in a single population in response to random input [17]. Studies also show that spiking activity can be propagated between populations in networks of two and three coupled neural populations [17]. An extended neural mass model containing two explicitly modeling time scales of inhibition is provided by Goodfellow et al. to produce slow spike wave discharges (SWD) as well as sinusoidal background oscillations, thus providing the method for a parameter-driven transition to epilepsy seizure [18]. The effect of local functional heterogeneities which are considered crucial for the mechanisms of epilepsy [19] is investigated in a spatially extended neural mass formulation with local excitatory and inhibitory circuits [20]. These investigations play important roles in understanding the mechanisms of epilepsy seizures. However, until now, clinical electrotherapy for seizures relies heavily on empirical tuning of parameters and protocols [21, 22], the effects of which are usually not optimal. Recently, it has been reported that the closed-loop control via feedback can optimize the entire seizure control process including efficacy of treatment, minimization of side effects,
improvement of response by providing intermittent or minimal stimulation, reduction of damage, and minimization of power consumption [23]. In closed-loop control strategy, control effects are evidently state specific. Thus, the development of feedback algorithms requires precise metric of system state. The control tools developed and implemented in modern control engineering, such as modern aeronautics, robotics, and manufacturing plants, can be used to predict the state of neural systems and control epilepsy seizures [24].

Neural activity is always measured through observing just a single variable such as voltage. A combination of noise in neurons and amplifiers as well as uncertainties in recording equipment such as electrode resistance and capacitance results in uncertainty of the measurement. In this study, the feedback closed-loop control based on algebraic estimation is utilized to control epileptiform spikes in Jansen’s neural mass models. The algorithm of algebraic estimation [25–27] plays a role of filtering, which observes the system state. Comparing with other filtering methods, the attraction of algebraic estimation is its simplicity and real time of implementation and may be model-free. For a network of coupled neural populations, it is possible to change dynamical behaviors by imposing the control action on different populations. Our goal here is to establish rules for proper control of suppressing epileptiform spikes from a regular network of coupled neural populations using the proposed control strategy. The key point is to find the more appropriate populations over which the control action should be imposed. Thus, the rules might be related to the type and the number of populations that are selected to receive the function of feedback control. These relations are investigated and reported here by using plentiful numerical simulations.

2. Methods

2.1. System Description. The basic idea of Jansen’s neural mass model is to make excitatory and inhibitory populations interact such that oscillations emerge. A cortical area is understood as the constituent of three different populations of neurons, that is, excitatory pyramidal cells, excitatory stellate cells, and inhibitory interneurons. The excitatory pyramidal cells receive inhibitory and excitatory feedback from intrinsic interneurons and excitatory input from extrinsic areas. Any extrinsic input is characterized by a pulse density \( p(t) \) which is relevant to time \( t \). The evolution of the population dynamics relies on two operators. The first one transforms the average pulse density of action potentials into an average postsynaptic membrane potential with the impulse response function given by

\[
    h_x(t) = w(t) \cdot A \alpha e^{-\alpha t} \tag{1}
\]

for excitatory case and

\[
    h_i(t) = w(t) \cdot B \beta e^{-\beta t} \tag{2}
\]

for inhibitory case, where \( w(t) \) is the Heaviside function, \( A \) and \( B \) are average excitatory and inhibitory synaptic gains which determine the maximal amplitude of the postsynaptic potentials, and \( \alpha \) and \( \beta \) are connected to both the membrane average time constant and the average distributed time delays in the dendritic tree. If time constants \( 1/\alpha \) and \( 1/\beta \) are fixed, \( \alpha \) and \( \beta \) can be applied to adjust the sensitivity of excitatory and inhibitory synaptic, respectively. Equations (1) and (2) can be represented by second-order ordinary differential equations

\[
    \dot{z}(t) = Aax(t) - 2az(t) - a^2z(t), \tag{3}
\]

\[
    \dot{z}(t) = Bbx(t) - 2bz(t) - b^2z(t), \tag{4}
\]

where \( x(t), z(t) \) are the input and output signals. By introducing a new variable \( z_1(t) \) and letting \( \dot{z}(t) = z_1(t) \), (3) can also be written as follows:

\[
    \dot{z}(t) = z_1(t), \tag{4}
\]

\[
    \dot{z}_1(t) = Aax(t) - 2az_1(t) - a^2z(t), \tag{5}
\]

The second operator transforms the average membrane potential of the population into an average pulse density of potentials fired by the neurons, which is described by the nonlinear sigmoid function

\[
    S(v) = \frac{2e_v}{1 + e^{r(v-v_0)}}, \tag{6}
\]

where \( 2e_v \) is the maximum firing rate, \( v_0 \) is the postsynaptic potential corresponding to a firing rate \( e_v \), and \( r \) is the steepness of the sigmoid. Interactions between pyramidal cells and interneurons are summarized by four connectivity constants \( C_1 - C_4 \), which account for the intrinsic circuitry and the average number of synaptic contacts. The above description is related to single neural population and summarized in dashed block in Figure 1.

It should be noted that the single neural population model concentrates on the brain’s dynamical behaviors of a separate area. The spatial characters of EEG signals cannot be simulated by this model. Multiple coupled neural populations model (Figure 2) is appropriate to model the spatial characters of EEG because it takes into account the interaction between two or more cortical areas through introducing parameters related to the ways of populations connected and the delays associated with these connections [1, 17]. In Figure 2, population \( l \) is described concretely by Figure 1. As is observed in Figures 1 and 2, a gain constant \( K_{ij} \) is introduced to define the strength of coupling between population \( l \) and population \( j \), while a filter with an impulse response \( h_{ij}(t) = w(t) \cdot Aq_i \alpha \beta e^{-\alpha \beta t} \) is introduced to model the delay of connections from population \( i \). Appropriate setting of parameters \( K_{ij} \) allows the populations to be interconnected unidirectionally or bidirectionally. The function \( h_{ij}(t) \) is able to be rewritten as the form of (4). Therefore, multiple coupled neural populations model is described
by a set of eight first-order ordinary differential equations per population

$$\begin{align*}
\dot{x}_{1l}(t) &= x_{2l}(t), \\
\dot{x}_{2l}(t) &= a_{a}S\left\{ x_{3l}(t) - x_{5l}(t) \right\} - 2a_{x_{2l}}(t) - a^2 x_{1l}(t), \\
\dot{x}_{3l}(t) &= x_{4l}(t), \\
\dot{x}_{4l}(t) &= a_{a} \sum_{j=1, j \neq l}^{N} K_{lj} x_{7j}(t) - 2a_{x_{4l}}(t) - a^2 x_{3l}(t), \\
\dot{x}_{5l}(t) &= x_{6l}(t), \\
\dot{x}_{6l}(t) &= b_{b}C_{3}S\left\{ C_{3} x_{1l}(t) \right\} - 2b_{x_{6l}}(t) - b^2 x_{5l}(t), \\
\dot{x}_{7l}(t) &= x_{8l}(t), \\
\dot{x}_{8l}(t) &= a_{a}dS\left\{ x_{3l}(t) - x_{5l}(t) \right\} - 2a_{d}x_{8l}(t) - a^2 d x_{7l}(t),
\end{align*}$$

where the subscript \( l \) (\( l = 1, 2, \ldots, N \)) represents the population under consideration, population \( l \) receives afferent information from population \( j \) (\( j = 1, 2, \ldots, N, j \neq l \)) and the neighborhood (i.e., the pulse density \( p_{l}(t) \)), and the average depolarization of pyramidal cells \( x_{3l}(t) - x_{5l}(t) \) is the output of population \( l \) and is assumed to model the EEG signal. The standard value of the model parameters is given anatomically as [4]

$$\begin{align*}
A &= 3.25 \text{ mV}, & B &= 22 \text{ mV}, \\
a &= 100 s^{-1}, & b &= 50 s^{-1}, \\
v_{0} &= 6 \text{ mV}, & e_{0} &= 2.5 s^{-1}, \\
r &= 0.56 \text{ mV}^{-1}, & a_{d} &= 33 s^{-1}, \\
C_{1} &= 135, & C_{2} &= 108, \\
C_{3} &= 33.75, & C_{4} &= 33.75.
\end{align*}$$

As described by Jansen and Rit [4], each population in (7) produces well-defined alpha activity under the standard parameters. However, a modification of the parameters can result in the generation of epileptiform spikes as shown in simulation section.

### 2.2. Algebraic Estimation of Noisy Signals

The method of algebraic estimation of noisy signals is addressed. The key point of the method given here lies in solving a classical polynomial approximation of the signal. Consider an analytic signal \( y(t) \), which is not directly available but rather is observed through a noisy measurement. In the sequel, \( y_{m}(t) = y(t) + \tilde{o}(t) \) is set for the noisy observation, where \( y_{m}(t) \) denotes the noisy measurement, and \( \tilde{o}(t) \) denotes some additive noise. The aim is to estimate \( y(t) \) and its derivative from \( y_{m}(t) \).

The convergent Taylor series expansion of \( y(t) \) at \( t = 0 \) is as follows:

$$y(t) = \sum_{i=0}^{\infty} \frac{y^{(i)}(0)}{i!} t^{i}. \quad (9)$$

The signal \( y(t) \) and its derivative are approximated by the truncated Taylor polynomial of order \( N \), that is,

$$y_{N}(t) = \sum_{i=0}^{N} \frac{y^{(i)}(0)}{i!} t^{i}. \quad (10)$$

Using elementary operational calculus, \( y_{N}(t) \) is transformed into

$$Y_{N}(s) = \sum_{i=0}^{N} \frac{y^{(i)}(0)}{s^{i+1}}. \quad (11)$$
The key idea of algebraic estimation is to isolate the jth coefficient \( y^{(j)}(0) \), \( j = 0, 1, 2, \ldots, N \) by applying an appropriate operator. As a matter of fact,

\[
y^{(j)}(0) = \sum_{k_1=0}^{N-j} \sum_{k_2=0}^{j} \frac{1}{k_1!(N-j-k_1)!} \frac{1}{k_2!(j-k_2)!} \frac{N-j}{(N-k_1-k_2)!} \frac{1}{(N-k_1+1)!} \frac{1}{(N-1)!} \frac{N+j+v+1}{N+k_1+k_2+1} \frac{(N+j+v+1)!}{N+1} \frac{(-1)^j}{j!(N-j)!} \frac{d^{N-j}}{ds^{N-j}} \left( s^{v+1} Y_N(s) \right), \quad v \geq 0.
\]

Equation (12) is turned into

\[
y^{(j)}(0) = \int_0^T \Pi_{jN_v}(T, \tau) y_N(\tau) d\tau,
\]

where \( T > 0 \) is the interval of integration,

\[
\Pi_{jN_v}(T, \tau) = \frac{(N+j+v+1)!}{N+1} \frac{(-1)^j}{j!(N-j)!} \frac{d^{N-j}}{ds^{N-j}} \left( s^{v+1} Y_N(s) \right),
\]

The right side expression of \( s \) in (13) matches a respective convolutional integral. Hence, (13) is carried out to the backward transform to the time domain

\[
y^{(j)}(0) = \int_0^T \Pi_{jN_v}(T, \tau) y_N(\tau) d\tau,
\]

Replacing \( y_N \) in (17) by \( y_m \), an algebraic estimator \( [y^{(j)}(t)]_e \) of \( y^{(j)}(t) \) is derived from the noisy measurement

\[
[y^{(j)}(t)]_e = (-1)^j \int_0^T \Pi_{jN_v}(T, \tau) y_m(\tau) d\tau.
\]

For specific \( N, j, v \), different polynomials for estimating the signal are obtained, such as

\[
N = 1, \quad j = 0, \quad v = 0,
\]

\[
[y^{(j)}(t)]_e = \int_0^T \frac{-6\tau + 4T}{T^2} y_m(\tau) d\tau,
\]

\[
N = 1, \quad j = 1, \quad v = 0,
\]

\[
[y^{(j)}(t)]_e = \int_0^T \frac{12\tau - 6T}{T^3} y_m(\tau) d\tau.
\]

The value of the integral in (18), (19), and (20) may be approximated by a trapezoidal numerical integration. For each sample time \( t = kT \), with \( k = 0, 1, 2, \ldots \), it follows:

\[
[y^{(j)}(kT_s)]_e = (-1)^j \frac{T}{2} \sum_{n=M} y_m((k-n+1)T_s)
\]

\[
+ \Pi_{jN_v}((k-n)T_s),
\]

where \( T_s \) is the sample time, \( M = T/T_s \) denotes the number of summation steps, \( \Pi_n = \Pi_{jN_v}(T, nT_s) \).

A feedback controller based on algebraic estimation is carried out to control epileptiform spikes in the neural mass model, as shown in Figure 3, where \( y(t) \) is the output of the neural mass model, \( \tilde{\mathbf{w}}(t) \) is the noise, \( y_m(t) \) is the noisy measurement, \( [y(t)]_e \) is the algebraic estimation of \( y(t) \), \( L \) is the feedback gain matrix, and \( u(t) \) is the control law with the form

\[
u(t) = -L \cdot [y(t)]_e.
\]

The goal is to control epileptiform spikes with as less control energy as possible. In this context, the control energy is defined as

\[
E(t) = u^T(t) \cdot u(t),
\]

where the superscript \( T \) denotes the transpose of a vector or matrix.

3. Numerical Results

3.1. Analysis of Epileptiform Spikes in the Neural Mass Models. Mechanisms of epileptic seizures have been studied widely in recent years. It has been reported that interictal or ictal spike discharges in focal or partial seizures originate in an area of the cortex that is excessively excitable [28], and the interactions between neural populations are found to be strengthened during epilepsy seizures [29]. In the neural mass model, the ratio \( \Delta/B \) controls the degree of excitatory within a given population and directly influences the type of signal.
3.2. Control of Epileptiform Spikes in the Neural Mass models.

The feedback control based on algebraic estimation is implemented to control epileptiform spikes in the regular network of three coupled populations (Figure 4). For the underlying model given in Figure 4, we choose a specific control strategy with the feedback gain matrix $L$ of the following forms:

$$L = (L_1 \ L_2 \ L_3)^T,$$

where

$$L_1 = \begin{pmatrix} 0 & 0 & 0 & k_{p1} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix},$$

$$L_2 = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & k_{p2} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix},$$

$$L_3 = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & k_{p3} & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix},$$

$k_{p1}$, $k_{p2}$, and $k_{p3}$ are constants. The rules of determining $k_{pl}$ are to control epileptiform spikes with as less control energy as possible. Several numerical simulations are applied to determine the following characteristics regarding the proposed control strategy in underlying neural mass model: (1) the relationship between the type of populations to be controlled and the ability to suppress epileptiform spikes, (2) the relationship between the control energy and the number of controlled populations, and (3) the dependence of the control time and the control energy on the control gain. In all cases, $\tilde{\omega}(t)$ is chosen as a normal distribution of random noise, and the polynomial (19) is used to derive the estimation $[y]_e$ from $y_m$. The parameters $T = 0.25$ s, $v = 0$, and $T_s = 0.0025$ s are set.

3.2.1. Effect of the Type of Controlled Populations. The effect of adding feedback to different types of populations on the ability of controlling epileptiform spikes is analyzed. The ability of controlling epileptiform spikes is evaluated based on the output waveforms of the model for two different types of populations to be controlled: (1) hyperexcitable population by keeping all parameters standard except for $A$, which is set to $3.4$ mV, and (2) normal population by keeping all parameters standard. The model that contains one (population 1), two (populations 1 and 2), and three hyperexcitable populations is taken into account for a thorough analysis. In these cases, the coupling constants $K_{12} = K_{23} = K_{31} = 100$ are fixed.

For the model containing one hyperexcitable population, two different control schemes are performed to realize the mass models can generate epileptiform EEG signals such as sporadic spikes and sustained discharge of spikes by increasing the value of $A$ and introducing the interactions between populations. The coupling strength and the coupling direction control the causality relations of the produced signals among the underlying populations. This observed behavior is in accordance with results obtained in [17].
goal. The first one is to add control action to the hyperexcitable population 1 by setting \( k_{p1} = 1.96, k_{p2} = k_{p3} = 0 \). The second one is to add control action to the normal population 2 by setting \( k_{p2} = 6, k_{p1} = k_{p3} = 0 \). Simulation results are exhibited in Figure 6. It is illustrated from the output waveforms that the first scheme is able to control spikes in all populations, while the second one fails to control spikes in population 1. In our simulations, control action is also added to population 3 or both the normal populations; spikes in population 1 cannot be controlled.

For the model containing two hyperexcitable populations, control action is added to hyperexcitable population 1 by setting \( k_{p1} = 5.5, k_{p2} = k_{p3} = 0 \), the normal population 3 by setting \( k_{p1} = k_{p2} = 0, k_{p3} = 10 \), and both the hyperexcitable populations by setting \( k_{p1} = k_{p2} = 0.86, k_{p3} = 0 \), respectively. By comparing the output waveforms (as shown in Figure 7) for the applications of the above three control schemes, it is illustrated that epileptiform spikes in all populations are controlled only by adding control action to both hyperexcitable populations.

For the model containing three hyperexcitable populations, control action is added to hyperexcitable populations 1 and 2 by setting \( k_{p1} = k_{p2} = 8, k_{p3} = 0 \) and all hyperexcitable populations by setting \( k_{p1} = k_{p2} = k_{p3} = 1.62 \). The output waveforms for the use of the above two control schemes are exhibited in Figure 8. Spikes in all populations are controlled by adding control action to all hyperexcitable populations.

As such, these simulation results indicate that for the analyzed model the hyperexcitable populations are the necessary choices for being controlled to realize the goal by using the specific control strategy with the feedback gain matrix given in (24) and (25). Nevertheless, it is important to use as less control energy as possible to realize suppression of epileptiform spikes. The control energy is associated with the number of populations to be controlled from the definition of it. This association is investigated in details as shown next.

### 3.2.2. Effect of the Number of Controlled Populations

The effect of the number of controlled populations on the control energy is analyzed. For the entire analysis, the coupling constants \( K_{12} = K_{23} = K_{31} = 100 \) are set.

First, population 1 is assumed to be hyperexcitable by keeping all parameters standard except for \( A \), which is set to 3.4 mV, and populations 2 and 3 are assumed to exhibit normal activity by keeping all parameters standard. Based on the analysis of Section 3.2.1, it is known that under the control strategy with (24) and (25) adding feedback to all hyperexcitable populations is necessary to control epileptiform spikes. Thus, the following three schemes in which the control action works on different numbers of populations are performed for comparison: (1) adding control action to population 1 by setting \( k_{p1} = 1.96, k_{p2} = k_{p3} = 0 \), (2) adding...
Figure 6: The output waveforms for the use of the proposed control to the model containing one hyperexcitable population. (a) $k_{p1} = 1.96$, $k_{p2} = k_{p3} = 0$. (b) $k_{p2} = 6, k_{p1} = k_{p3} = 0$.

Figure 7: The output waveforms for the use of the proposed control to the model containing two hyperexcitable populations. (a) $k_{p1} = 5.5$, $k_{p2} = k_{p3} = 0$. (b) $k_{p1} = k_{p2} = 0, k_{p3} = 10$. (c) $k_{p1} = k_{p2} = 0.86, k_{p3} = 0$. 
control action to populations 1 and 2 by setting $k_{p1} = 0.8$, $k_{p2} = 0.2$, $k_{p3} = 0$, and (3) adding control action to all populations by setting $k_{p1} = 0.7$, $k_{p2} = 0.35$, and $k_{p3} = 0.175$. Table 1 presents the total control energy over 20 simulation realizations for the above four control schemes. It is noted that the total control energy decreases with the increase of the number of controlled populations.

Then, populations 1 and 2 are assumed to be hyperexcitable by keeping all parameters standard except for $A$, which is set to 3.4 mV, and population 3 is assumed to exhibit normal...
3.2.3. Effect of the Control Gain. The effect of increasing control gain values $k_{p1}, l = 1, 2, 3$ on the control time and the control energy is analyzed. It has been shown in Section 3.2.2 that adding control action to each population needs less control energy for the regular network of three coupled neural populations. Thus, the effect of control gain is analyzed under this control frame. Here, the control time is approximately evaluated based on the moment that spikes in the model disappear.

Population 1 is assumed to be hyperexcitable by keeping all parameters standard except for $A$, which is set to 3.4 mV and populations 2 and 3 are assumed to exhibit normal activity by keeping all parameters standard. For the convenience of analysis, let $k_{p2} = k_{p1}/2$ and $k_{p3} = k_{p1}/4$. Figure 9 presents the output waveforms of population 2 for different values of control gain $k_{p1}$. The output waveforms of populations 1 and 3 are omitted because they are similar to that of population 1.

Table 1 presents the total control energy up to a limit. Beyond this limit, increase of $k_{p1}$ may not have any further meaningful reduction of the control time while leads to an increase of the total control energy.

<table>
<thead>
<tr>
<th>Number of controlled populations</th>
<th>Total control energy (mV$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>One population</td>
<td>252182.76</td>
</tr>
<tr>
<td>Two populations (populations 1 and 2)</td>
<td>62822.61</td>
</tr>
<tr>
<td>Three populations</td>
<td>58659.78</td>
</tr>
</tbody>
</table>

Table 2: The total control energy over 20 simulation realizations for the model containing two hyperexcitable populations.

<table>
<thead>
<tr>
<th>Number of controlled populations</th>
<th>Total control energy (mV$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two populations</td>
<td>140134.83</td>
</tr>
<tr>
<td>Three populations</td>
<td>131983.87</td>
</tr>
</tbody>
</table>

activity by keeping all parameters standard. Control action works on populations 1 and 2 by setting $k_{p1} = k_{p2} = 0.86$, $k_{p3} = 0$ and all populations by setting $k_{p1} = 0.79$, $k_{p2} = 0.79$, $k_{p3} = 0.395$. Table 2 presents the comparison of total control energy over 20 simulation realizations for the above two control schemes. The results indicate that the total control energy decreases with the increase of the number of controlled populations.

It is concluded from the above results that under the control strategy with the feedback gain matrix given in (24) and (25) the total control energy for controlling epileptiform spikes in the analyzed model reduces when the number of controlled populations increases.

4. Conclusions

The generation of epileptiform spikes in the neural mass models can be derived by increasing the average excitatory synaptic gain and introducing the interactions between populations. The feedback control method based on algebraic estimation is able to control epileptiform spikes in the neural mass models. The influence of the type of the controlled populations, the number of the controlled populations, and the control gain on the control performance is investigated in details for a regular network of three coupled neural populations using a specific control strategy. The results indicate that under the specific control strategy the hyperexcitable populations are necessary choices for being controlled in order to suppress epileptiform spikes. The results also indicate that under the specific control strategy increasing the number of controlled populations leads to the reduction of the control energy, while increasing the control gain does not ensure a meaningful reduction of the control time and the control energy. As a matter of fact, there may exist an optimum value of the control gain that ensures the shortest control time and minimal control energy.

The integral in algebraic estimation of the noisy measurement is evaluated by a trapezoidal numerical integration. The different choices of the integration interval, the sample time, and the number of summation steps lead to different exactness of estimation and different control performance. Therefore, it is important to determine these parameters appropriately for an optimized exactness and control performance. In practice, the integral is able to be approximated by an other method of numerical integration, such as the classical composite Newton-Cotes exact approximation. So, the mathematical theory still offers potential for optimization regarding exactness and control performance, which is only one of the many possible directions of the work. The method of algebraic estimation might approximate not only the signal itself but also the derivative of it from a noisy measurement. There are a variety of fields for which the derivative estimation might be applied. As shown in [30], the derivative estimation is used to construct model-free controller for a shape memory alloy active spring. It should be pointed out that although our algorithm is model based, it may be model-free because the acquisition of $[y]_{c}$ from algebraic estimation may be independent of system model. No need of a mathematical model is really attractive because a “good” mathematical modeling is difficult if not impossible, especially for the neural system.

In this study, the model parameters are assumed to be homogeneous for populations under consideration. It is not realistic and should be improved in future work. Since the connections of different populations are highly complicated, the influence of topology structure of multiple ($N > 3$) populations on the control performance is another possible avenue of future work. Validation of the proposed strategy via
experimental applications is also one of the possible future directions.
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