Multiple Positive Solutions to Multipoint Boundary Value Problem for a System of Second-Order Nonlinear Semipositone Differential Equations on Time Scales

1. Introduction

In this paper, we consider the following dynamic equations on time scales:

\[
\begin{align*}
(p_1 u_1^\Delta)(t) - q_1(t)u_1(t) + \lambda f_1(t, u_1(t), u_2(t)) &= 0, \\
t &\in (t_1, t_n), \quad \lambda > 0, \\
(2)
(p_2 u_2^\Delta)(t) - q_2(t)u_2(t) + \lambda f_2(t, u_1(t), u_2(t)) &= 0,
\end{align*}
\]

satisfying one of the boundary value conditions

\[
\begin{align*}
\alpha_1 u_1(t_1) - \beta_1 p_1(t_1) u_1^\vee(t_1) &= 0, \\
\gamma_1 u_1(t_n) + \delta_1 p_1(t_n) u_1^\vee(t_n) &= \sum_{i=2}^{n-2} b_1 u_1(t_i), \\
\alpha_2 u_2(t_1) - \beta_2 p_2(t_1) u_2^\vee(t_1) &= 0, \\
\gamma_2 u_2(t_n) + \delta_2 p_2(t_n) u_2^\vee(t_n) &= \sum_{i=2}^{n-2} b_2 u_2(t_i),
\end{align*}
\]

\[
\begin{align*}
\alpha_1 u_1(t_1) - \beta_1 p_1(t_1) u_1^\vee(t_1) &= \sum_{i=2}^{n-2} a_1 u_1(t_i), \\
\gamma_1 u_1(t_n) + \delta_1 p_1(t_n) u_1^\vee(t_n) &= \sum_{i=2}^{n-2} a_2 u_2(t_i), \\
\alpha_2 u_2(t_1) - \beta_2 p_2(t_1) u_2^\vee(t_1) &= 0, \\
\gamma_2 u_2(t_n) + \delta_2 p_2(t_n) u_2^\vee(t_n) &= 0.
\end{align*}
\]
where

\[ p_i, q_i : [t_i, t_n] \rightarrow (0, +\infty) \]

with

\[ p_i \in C^\Delta [t_i, t_n], \quad q_i \in C [t_i, t_n] \quad \text{for } i = 1, 2; \]

and \( \alpha_i, \beta_i, \gamma_i, \delta_i \in (0, +\infty) \)

with \( \alpha_i \gamma_i + \alpha_i \delta_i + \beta_i \gamma_i > 0 \) for \( i = 1, 2, \ldots, n \).

\[ \begin{align*}
\gamma_1 u_1 (t_n) + \delta_1 p_1 (t_n) u_1^\nu (t_n) &= 0, \\
\alpha_2 u_2 (t_1) - \beta_2 p_2 (t_1) u_2^\nu (t_1) &= 0, \\
y_2 u_2 (t_n) + \delta_2 p_1 (t_n) u_2^\nu (t_n) &= \sum_{i=2}^{n-2} b_i u_2 (t_i),
\end{align*} \]

(5)

existence of multiple positive solutions for the boundary value problem on time scales.

In 2009, Topal and Yantir [3] studied the second-order nonlinear \( m \)-point boundary value problems

\[ u^{\Delta \Delta} (t) + a (t) u^{\Delta} (t) + b (t) u (t) + \lambda q (t) f (t, u (t)) = 0, \quad t \in (0, 1), \gamma, \]

(9)

where \( \alpha_i \geq 0, 0 < \eta_i < \eta_{i+1} < 1; \) for all \( i = 1, 2, \ldots, m - 2; \) \( a \in C([0, 1], [0, +\infty)), b \in C([0, 1], (-\infty, 0)), \) \( f, q \) are continuously and nonnegative functions. The authors deal with determining the values of \( \lambda \), and the existence of multiple positive solutions of the equation are obtained. In 2010, Yuan and Liu [4] also study the second-order \( m \)-point boundary value problems; Yuan and Liu shows the existence of multiple positive solutions if \( f \) is semipositone and superlinear.

Motivated by the above results mentioned, we study the second-order nonlinear \( m \)-point boundary value problem (1) with boundary condition \( (k) \), and nonlinear term may be singularity and semipositone.

In this paper, the nonlinear term \( f_i \) of (1) is suit to and semipositone and the superlinear case, we shall prove our two existence results for the problem (1) with \( (k) \) by using a nonlinear alternative of Leray-Schauder type and Krasnosel’skii fixed-point theorem. This paper is organized as follows. In Section 2, we start with some preliminary lemmas. In Section 3, we give the main result which state the sufficient conditions for (1) with \( m \)-point boundary value \( (k) \) to have existence of positive solutions \( (k = 2, \ldots, 5) \).

2. Preliminaries

In this section, we state the preliminary information that we need to prove the main results.

In this paper, for our constructions, we shall consider the Banach space \( E = C[p(t_1), t_n] \) equipped with standard norm \( ||x|| = \max_{p(t) \in \text{GST}_{p}} |x(t)|, x \in E; \) for each \( (x, y) \in E \times E, \) we write \( ||(x, y)||_1 = ||x|| + ||y|| \). Clearly, \((E \times E, ||\cdot||_1)\) is a Banach space. Denote by \( \phi_{\alpha} \) and \( \phi_{\xi} (i = 1, 2) \), the solutions of the equation

\[ \begin{align*}
(p_i u_i^\nu)^\Delta (t) - q_i (t) u_i (t) &= 0, \quad t \in [t_1, t_n), \\
y_2 u_2 (t_n) + \delta_2 p_1 (t_n) u_2^\nu (t_n) &= \sum_{i=2}^{n-2} b_i y_i (t_i),
\end{align*} \]

(8)

under the initial conditions

\[ \begin{align*}
u_i (t_1) &= \beta_i, \quad p_i (t_1) u_i^\nu (t_1) = \alpha_i, \\
u_i (t_n) &= \delta_i, \quad p_i (t_n) u_i^\nu (t_n) = -\gamma_i,
\end{align*} \]

(11)
respectively. So that $\phi_{i1}$ and $\phi_{i2}$ $(i = 1, 2)$ satisfy

$$
\left(p\phi_{i1}\right)'(t) - q_i(t)\phi_{i1}(t) = 0,
$$

$$
t \in [t_1, t_n],
\phi_{i1}(t_1) = \beta_i,
\phi_{i1}(t_n) = \gamma_i,
\left(p\phi_{i2}\right)'(t) - q_i(t)\phi_{i2}(t) = 0,
$$

$$
t \in [t_1, t_n],
\phi_{i2}(t_1) = \delta_i,
\phi_{i2}(t_n) = -\gamma_i,
$$

respectively. For $i = 1, 2$, set $d_i = \alpha_i\phi_{i2}(t_1) - \beta_i p_i(t_1)\phi_{i1}(t_1) = \gamma_i\phi_{i2}(t_1) + \beta_i p_i(t_1)\phi_{i1}(t_1)$, the Green's function of the corresponding homogeneous boundary value problem is defined by

$$
G_i(t, s)
$$

$$
= \frac{1}{d_i} \begin{cases} 
\phi_{i2}(t)\phi_{i1}(s), & \rho(t_1) \leq s \leq t \leq \rho(t_n), \\
\phi_{i1}(t)\phi_{i2}(s), & \rho(t_1) \leq t \leq s \leq \rho(t_n),
\end{cases}
$$

for $i = 1, 2$.

From Lemmas 3.1 and 3.3 in [1], we have the following lemma.

**Lemma 1.** If $d_i \neq 0$, $(u_1, u_2)$ is a solution of (1) with boundary value condition (k) if only if if

$$
u_1(t) = \lambda \int_{t_1}^{t} H_{1k}(t, s) f_1(s, u_1(s), u_2(s)) \Delta s,
$$

$$
t \in [\rho(t_1), t_n],
$$

$$
u_2(t) = \lambda \int_{t_1}^{t} H_{2k}(t, s) f_2(s, u_1(s), u_2(s)) \Delta s,
$$

where $k = 2, \ldots, 5$, and

$$
H_{12}(t, s)
$$

$$
= G_i(t, s) + \frac{1}{d_i - \sum_{j=2}^{n-1} b_j \phi_{i1}(t_j)} \sum_{j=2}^{n-1} b_j G_i(t_j, s) \phi_{i1}(t),
$$

$$
\phi_{i1}(t) = \beta_i,
$$

$$
H_{13}(t, s)
$$

$$
= G_i(t, s) + \frac{1}{d_i - \sum_{j=2}^{n-1} a_j \phi_{i2}(t_j)} \sum_{j=2}^{n-1} a_j G_i(t_j, s) \phi_{i2}(t),
$$

$$
\phi_{i2}(t) = \delta_i.
$$

For the rest of the paper, we need the following assumption:

$$
0 < \sum_{j=2}^{n-1} b_j \phi_{i1}(t_j), \quad \sum_{j=2}^{n-1} a_j \phi_{i2}(t_j) < d_i, \quad \text{for } i = 1, 2.
$$

From $\phi_{i1}$ is nondecreasing on $[\rho(t_1), t_n]$, $\phi_{i2}$ is nonincreasing on $[\rho(t_1), t_n]$ (see [2, Proposition 2.3]), it is easy to verify the following inequalities:

$$
d_i G_i(t, s) \leq \phi_{i1}(t) \phi_{i2}(t),
$$

$$
d_i G_i(t, s) \leq \phi_{i1}(s) \phi_{i2}(s),
$$

$$
d_i G_i(t, s) \geq \frac{1}{\|\phi_{i1}\| \|\phi_{i2}\|} \phi_{i1}(t) \phi_{i2}(t) \phi_{i1}(s) \phi_{i2}(s).
$$

**Lemma 2.** The Green's function $G_i(t, s)$ has properties

$$
G_i(t, s) \leq G_i(t, t),
$$

$$
G_i(t, s) \leq G_i(s, s) \leq G_i(t, s) \leq G_i(s, s).
$$
Lemma 3. For $H_{ik}(t, s), k = 2, \ldots, 5$ and $i = 1, 2$, one has the conclusions $H_{ik}(t, s) \leq C^* G_i(s, s)$ and

$$c_4 \phi_{i1}(t) G_i(s, s) \leq H_{i2}(t, s) \leq C^* \phi_{i1}(t), \quad (i = 1, 2),$$
$$c_4 \phi_{i2}(t) G_i(s, s) \leq H_{i3}(t, s) \leq C^* \phi_{i2}(t), \quad (i = 1, 2),$$
$$c_4 \phi_{i3}(t) G_i(s, s) \leq H_{i4}(t, s) \leq C^* \phi_{i3}(t), \quad (i = 1, 2),$$
$$c_4 \phi_{i4}(t) G_i(s, s) \leq H_{i5}(t, s) \leq C^* \phi_{i4}(t), \quad (i = 1, 2),$$

we have

$$H_{ik}(t, s) \leq C_i G_i(s, s) \leq C^* G_i(s, s).$$

For $k = 2$ or $3$, we have

$$H_{i2}(t, s) \leq \frac{\|\phi_{i2}(t)\|}{\|\phi_{i1}(t)\|} \frac{1}{d_i - \sum_{j=2}^{n-1} b_j \phi_{i1}(t_j)} \sum_{j=2}^{n-1} a_j G_i(t, s) \phi_{i2}(t) \leq \frac{1}{d_i - \sum_{j=2}^{n-1} a_j \phi_{i2}(t_j)} \sum_{j=2}^{n-1} a_j G_i(s, s) \phi_{i2}(t),$$

(21)

$$H_{i3}(t, s) \leq \frac{\|\phi_{i3}(t)\|}{\|\phi_{i2}(t)\|} \frac{1}{d_i - \sum_{j=2}^{n-1} b_j \phi_{i2}(t_j)} \times \sum_{j=2}^{n-1} b_j G_i(t, s) \phi_{i3}(t) \leq C^* \phi_{i3}(t),$$

$$H_{i4}(t, s) \geq \frac{1}{d_i - \sum_{j=2}^{n-1} b_j \phi_{i1}(t_j)} \times \sum_{j=2}^{n-1} b_j G_i(t, s) \phi_{i1}(t) \geq \frac{1}{d_i - \sum_{j=2}^{n-1} b_j \phi_{i1}(t_j)} \times \sum_{j=2}^{n-1} b_j \phi_{i1}(t) G_i(t, s) \phi_{i1}(t) \geq c_4 \phi_{i1}(t) G_i(s, s),$$

$$H_{i5}(t, s) \geq \frac{1}{d_i - \sum_{j=2}^{n-1} a_j \phi_{i2}(t_j)} \times \sum_{j=2}^{n-1} a_j G_i(t, s) \phi_{i2}(t) \geq \frac{1}{d_i - \sum_{j=2}^{n-1} a_j \phi_{i2}(t_j)} \times \sum_{j=2}^{n-1} a_j \phi_{i2}(t) G_i(s, s) \phi_{i2}(t) \geq c_4 \phi_{i2}(t) G_i(s, s).$$

Proof. From Lemma 2 and

$$\frac{1}{d_i - \sum_{j=2}^{n-1} b_j \phi_{i1}(t_j)} \sum_{j=2}^{n-1} b_j G_i(t, s) \phi_{i1}(t) \leq \frac{1}{d_i - \sum_{j=2}^{n-1} b_j \phi_{i1}(t_j)} \sum_{j=2}^{n-1} b_j G_i(s, s) \phi_{i1}(t),$$

(22)
Let \( X \) be a Banach space, and \( \Omega \subset X \) closed and convex. Assume \( U \) is a relatively open subset of \( \Omega \) with \( 0 \in U \), and let \( S : \overline{U} \to \Omega \) be a compact, continuous map. Then either

1. \( S \) has a fixed point in \( \overline{U} \), or
2. there exists \( u \in \partial U \) and \( \nu \in (0,1) \), with \( u = \nu Su \).

**Theorem 5** (see [21]). Let \( X \) be a Banach space, and let \( P \subset X \) be a cone in \( X \). Let \( \Omega_1, \Omega_2 \) be bounded open subsets of \( X \) with \( 0 \in \Omega_1 \subset \overline{\Omega}_1 \subset \Omega_2 \), and let \( S : \overline{P} \to \overline{P} \) be a completely continuous operator such that, either

1. \( \|Sw\| \leq \|w\|, w \in P \cap \partial \Omega_1, \|Sw\| \geq \|w\|, w \in P \cap \partial \Omega_2 \)
2. \( \|Sw\| \geq \|w\|, w \in P \cap \partial \Omega_1, \|Sw\| \leq \|w\|, w \in P \cap \partial \Omega_2 \).

Then \( S \) has a fixed point in \( P \cap \overline{\Omega}_2 \setminus \Omega_1 \).

### 3. Main Results

We make the following assumptions:

(H1) \( f_i(t, u_1, u_2) \in C([t_1, t_n] \times [0, +\infty)^2, (-\infty, +\infty)) \), moreover there exists a function \( g(t) \in L^1([t_1, t_n], (0, +\infty)) \) such that \( f_i(t, u_1, u_2) \geq -g(t) \), for any \( t \in (t_i, t_{i+1}), u_i \in [0, +\infty), i = 1, 2 \).

(H2) \( f_i(t, 0, 0) > 0 \), for \( t \in [t_1, t_n] \) \( (i = 1, 2) \).

(H3) There exists \( [\theta_1, \theta_2] \subset (t_1, t_n) \) such that \( \lim_{n \to +\infty} \min_{[\theta_1, \theta_2]} f_i(t, u_1, u_2) / (u_1 + u_2) = +\infty \) \( (i = 1, 2) \).

(H4) \( \int_{t_1}^{t_2} g(s)ds < +\infty \) and \( \int_{t_1}^{t_2} f_i(s, z_1, z_2)ds < +\infty \) for any \( z_i \in [0, m], m > 0 \) is any constant \( (i = 1, 2) \).

In fact, we only consider the system

\[
\begin{align*}
(p_1 x_1^\lambda) (t) - q_1(t) x_1(t) + \lambda \left( f_1(t, [x_1(t) - v_1(t)])^* - x_1(t) \right) &= 0, \\
(p_2 x_2^\lambda) (t) - q_2(t) x_2(t) + \lambda \left( f_2(t, [x_1(t) - v_1(t)])^* - x_2(t) \right) &= 0,
\end{align*}
\]

with one of the boundary value conditions

\[
\begin{align*}
\alpha_1 x_1(t_1) - \beta_1 p_1(t_1) x_1^\lambda(t_1) &= 0, \\
\gamma_1 x_1(t_n) + \delta_1 p_1(t_n) x_1^\lambda(t_n) &= \sum_{i=2}^{n-2} b_i x_1(\eta_i), \\
\alpha_2 x_2(t_1) - \beta_2 p_2(t_1) x_2^\lambda(t_1) &= 0, \\
\gamma_2 x_2(t_n) + \delta_2 p_2(t_n) x_2^\lambda(t_n) &= \sum_{i=2}^{n-2} b_i x_2(\eta_i), \\
\alpha_1 x_1(t_1) - \beta_1 p_1(t_1) x_1^\lambda(t_1) &= \sum_{i=2}^{n-2} a_i x_1(\eta_i), \\
\gamma_1 x_1(t_n) + \delta_1 p_1(t_n) x_1^\lambda(t_n) &= 0, \\
\alpha_2 x_2(t_1) - \beta_2 p_2(t_1) x_2^\lambda(t_1) &= \sum_{i=2}^{n-2} a_i x_2(\eta_i), \\
\gamma_2 x_2(t_n) + \delta_2 p_2(t_n) x_2^\lambda(t_n) &= 0.
\end{align*}
\]
where

\[ y(t)^* = \begin{cases} y(t), & y(t) \geq 0, \\ 0, & y(t) < 0, \end{cases} \]  

and \( v_k(t) = \lambda \int_{\rho}^{t} H_k(t,s)g(s)\Delta s \). For \( k = 2, \ldots, 5 \), from Lemma 1, \((v_{1k}(t), v_{2k}(t))\) is the solution of the equation

\[
\begin{aligned}
(p_1 v_1^\Delta) (t) - q_1(t) v_1(t) + \lambda g(t) &= 0, \\
\quad \lambda > 0, \quad t_1 < t < t_n, \\
(p_2 v_2^\Delta) (t) - q_2(t) v_2(t) + \lambda g(t) &= 0, \\
\quad \lambda > 0,
\end{aligned}
\]

respectively, satisfying the following boundary value conditions:

\[
\begin{aligned}
\alpha_1 v_1 (t_1) - \beta_1 p_1 (t_1) v_1^\Delta (t_1) &= 0, \\
\gamma_1 v_1 (t_n) + \delta_1 p_1 (t_n) v_1^\Delta (t_n) &= \sum_{i=2}^{n-2} b_i v_1 (\eta_i), \\
\alpha_2 v_2 (t_1) - \beta_2 p_2 (t_1) v_2^\Delta (t_1) &= 0, \\
\gamma_2 v_2 (t_n) + \delta_2 p_1 (t_n) v_2^\Delta (t_n) &= \sum_{i=2}^{n-2} b_i v_2 (\eta_i), 
\end{aligned}
\]

We will show that there exists a solution \((x_{1k}, x_{2k})\) to the boundary value problem \((\tilde{k})\) of the system (26) with \( x_{1k}(t) \geq v_{1k}(t), t \in [\rho(t_i), t_n] \). If this is true, then \( u_{ik}(t) = x_{1k}(t) - v_{1k}(t) \) is a nonnegative solution (positive on \((\rho(t_i), t_n)\)) of the system (1) with the boundary value problem \((\bar{k})\), (where \( i = 1, 2; k = 2, \ldots, 5, \bar{k} = k + 11 \)). Since for any \( t \in (t_i, t_n) \), from

\[
\begin{aligned}
(p_3 x_{1k}^\Delta) (t) - q_{i_k} (t) x_{1k}^\Delta (t) &= \left(p_i (u_{ik} + v_{1k})^\Delta \right) (t) - q_{i_k} (t) (u_{ik} + v_{1k})^\Delta (t) \\
&= -\lambda \left( f_i (t, [x_{1k} (t) - v_{1k}]^\Delta, [x_{2k} (t) - v_{2k}]^\Delta) + g(t) \right) \\
&= -\lambda \left( f_i (t, u_{ik} (t), u_{2k} (t)) + g(t) \right),
\end{aligned}
\]

we have

\[
\begin{aligned}
(p_3 u_{1k}^\Delta) (t) - q_{i_k} (t) u_{1k} (t) &= -\lambda f_i (t, u_{ik} (t), u_{2k} (t)).
\end{aligned}
\]

As a result, we will concentrate our study on (26) with the boundary value problem \((\bar{k})\).
Employing Lemma 1, we note that \((x_{1k}(t), x_{2k}(t))\) is a solution of the system (26) with boundary value \((\bar{K})\) if and only if

\[
x_{1k}(t) = \lambda \int_{t_1}^{t_k} H_{1k}(t, s) \left( f_1 \left( s, [x_{1k}(s) - v_{1k}(s)]^* \right) + g(s) \right) \Delta s,
\]

\[
x_{2k}(t) = \lambda \int_{t_1}^{t_k} H_{2k}(t, s) \left( f_2 \left( s, [x_{1k}(s) - v_{1k}(s)]^* \right) + g(s) \right) \Delta s,
\]

\[t \in \rho(t_1, t_n),
\]

\[
(k = 1, 2, \ldots, 5),
\]

For \(k = 2, \ldots, 5\), from (35) and Lemma 3, we have \(T_k(x_{1k}, x_{2k})(t) \geq 0\) on \([0,1]\), for \((x_{1k}, x_{2k}) \in P_g \times P_{mn}\), we have

\[
T_{1k}(x_{1k}, x_{2k})(t)
= \lambda \int_{t_1}^{t_k} H_{1k}(t, s) \left( f_1 \left( s, [x_{1k}(s) - v_{1k}(s)]^* \right) + g(s) \right) \Delta s
\]

\[
\leq C^* \lambda
\]

\[
\times \int_{\rho(t_1)}^{\sigma(t_1)} G_1(s, s) \left( f_1(s, [x(s) - v(s)]^*) + g(s) \right) \Delta s,
\]

\[\text{then} \|T_k(x_{1k}, x_{2k})\| \leq C^* \lambda \int_{\rho(t_1)}^{\sigma(t_1)} G_1(s, s) (f(t, [x(t) - v(t)]^*) + g(t)) \Delta s.
\]

On the other hand, when \(k = 2\), we have

\[
T_{12}(x_{1k}, x_{2k})(t)
= \lambda \int_{t_1}^{t_2} H_{12}(t, s) \left( f_1 \left( s, [x_{1k}(s) - v_{1k}(s)]^* \right) + g(s) \right) \Delta s
\]

\[
\geq C^* \lambda
\]

\[
\times \int_{\rho(t_1)}^{\sigma(t_1)} c_1 \phi_{11}(t) G_{11}(s, s) \left( f_1(s, [x(s) - v(s)]^*) + g(s) \right) \Delta s.
\]

Thus, \(T_k(P_{11} \times P_{21}) \subset P_{11}\). Hence \(T_2(P_{11} \times P_{21}) \subset P_{11} \times P_{21}\).

When \(k = 3\), we have

\[
T_{13}(x_{1k}, x_{2k})(t)
= \lambda \int_{t_1}^{t_3} H_{13}(t, s) \left( f_1 \left( s, [x_{1k}(s) - v_{1k}(s)]^* \right) + g(s) \right) \Delta s
\]

where \(i = 1, 2\). Clearly, if \((x_{1k}, x_{2k})\) is a fixed point of \(T_k\), then \((x_{1k}, x_{2k})\) is a solution of system (26) with \((\bar{K})\) \((k = 2, \ldots, 5, \bar{K} = k + 11)\).
\[ \geq \lambda \int_{t_1}^{t_n} c_\phi (t) G_i(s, s) \left( f_i(s, x_{ik} - v_{ik}(s)) \right)_*, \]
\[ [x_{2k}(s) - v_{2k}(s)]^*, \]
\[ + g(s) \Delta s \]
\[ \geq \frac{c_\phi}{C_*} \lambda \]
\[ \times \left\{ \int_{t_1}^{\sigma(t_0)} C_* G_i(s, s) \left( f_i(s, [x(s) - v(s)])^* \right) + g(s) \Delta s \right\} \]
\[ \geq \frac{c_\phi}{C_*} \lambda T_{ij}(x_{ik}, x_{2k}) \| . \]

(39)

Thus, \( T_{ij}(P_{12} \times P_{22}) \subset P_{12} \). Hence \( T_{ij}(P_{12} \times P_{22}) \subset P_{12} \times P_{22} \).

Similarly, discussion, we also have \( T_{ij}(P_{12} \times P_{22}) \subset P_{12} \times P_{22} \).

In addition, standard arguments show that \( T_{ij} \) is a completely continuous operator.

For simplicity, we adopt the notation: \( P_{14} = P_{24} = P_{15} = P_{25} = P_{21} \), then we can write \( T_{ij}(P_{12} \times P_{22}) \subset P_{12} \times P_{22} \), that is, \( T_{ij}(P_{12} \times P_{22}) \subset P_{12} \times P_{22} \), \( (t = 1, 2, k = 2, \ldots, 5) \).

**Theorem 6.** Suppose that \((H_1)-(H_2)\) hold. Then there exists a constant \( \lambda > 0 \) such that, for any \( 0 < \lambda \leq \lambda \), \((1)\) has at least one positive solution \((k = 2, \ldots, 5)\).

**Proof.** Fix \( \delta \in (0, 1) \) and \( k \in (2, \ldots, 5) \). From \((H_2)\) let \( 0 < \epsilon < 1 \) be such that
\[ f_i(t, z_1, z_2) \geq \delta f_i(t, 0, 0), \quad \text{for } t_1 \leq t \leq t_n, \quad 0 \leq z_i \leq \epsilon, \quad i = 1, 2. \]

Let \( \overline{f}(\epsilon) = \max_{1 \leq i \leq n, 0 \leq z_1, z_2 \leq \epsilon} \{ \max_{1 \leq i \leq 2} \} f_i(t, z_1, z_2) + g(t) \), and \( c = \int_{t_1}^{t_n} C_* G_i(s, s) \Delta s \).

We have
\[ \lim_{z \to 0} \frac{\overline{f}(z)}{z} = +\infty. \]

(40)

Set \( \overline{\lambda} = \epsilon/4c \overline{f}(\epsilon) \), since for any \( 0 < \lambda \leq \lambda \), fix the \( \lambda \in (0, \overline{\lambda}) \), we always have
\[ \lim_{z \to 0} \frac{\overline{f}(z)}{z} = +\infty, \]
\[ \overline{f}(\epsilon)/\epsilon < 1.4c\overline{\lambda}, \]

Then there exists a \( R_0(0, \epsilon) \) such that
\[ \frac{\overline{f}(R_0)}{R_0} = \frac{1}{4c\overline{\lambda}}. \]

(43)

Let \( U_k = \{(x_{1k}, x_{2k}) \in P_{1k} \times P_{2k} : \| (x_{1k}, x_{2k}) \|_1 < R_0\}, (x_{1k}, x_{2k}) \in \partial U_k \) and \( v \in (0, 1) \) be such that \( (x_{1k}, x_{2k}) = vT_{ik}(x_{1k}, x_{2k}) \), that is, \( x_{ik} = vT_{ik}(x_{1k}, x_{2k}) \) \((i = 1, 2)\). We claim that \( \| (x_{1k}, x_{2k}) \|_1 \neq R_0 \). In fact for \((x_{1k}, x_{2k}) \in \partial U_k \) and \( \| (x_{1k}, x_{2k}) \|_1 = R_0 \), we have
\[ x_{ik} = vT_{ik}(x_{1k}, x_{2k}) \]
\[ \leq \lambda \int_{t_1}^{t_n} H_{ik}(t, s) \left( f_i(s, [x_{1k} - v_{1k}(s)])^* \right) \]
\[ + g(s) \Delta s \]
\[ \leq \lambda \int_{t_1}^{t_n} C_* G_i(s, s) \left( f_i(s, [x_{1k} - v_{1k}(s)])^* \right) \]
\[ + g(s) \Delta s \]
\[ \leq \lambda \int_{t_1}^{t_n} C_* G_i(s, s) \overline{f}(R_0) \Delta s \]
\[ \leq \lambda \overline{f}(R_0). \]

(44)

It follows that
\[ R_0 = \|(x_{1k}, x_{2k})\|_1 \leq 2\lambda \overline{f}(R_0), \]

that is,
\[ \frac{\overline{f}(R_0)}{R_0} \leq \frac{1}{2c\lambda} > \frac{1}{4c\overline{\lambda}} = \frac{\overline{f}(R_0)}{R_0}, \]

(45)

which implies that \( \|(x_{1k}, x_{2k})\|_1 \neq R_0 \). By the nonlinear alternative of Leray-Schauder type, \( T_{ik} \) has a fixed point \((x_{1k}, x_{2k}) \in \overline{U}_k \). Moreover combining (40) and the fact that \( R_0 < \epsilon \), we obtain
\[ x_{ik} = \lambda \int_{t_1}^{t_n} H_{ik}(t, s) \left( f_i(t, [x_{1k} - v_{1k}(t)])^* \right) \]
\[ + g(t) \Delta s \]
\[ \geq \lambda \int_{t_1}^{t_n} H_{ik}(t, s) \delta f(s, 0, 0) + g(t) \Delta s \]
\[ \geq \lambda \int_{t_1}^{t_n} H_{ik}(t, s) g(t) \Delta s \]
\[ = v_{ik}(t) \quad \text{for } t \in (\rho(t_1), t_n). \]

(47)

Then \( T_{ik} \) has a positive fixed point \((x_{1k}, x_{2k}) \) and \( \|(x_{1k}, x_{2k})\|_1 < R_0 < 1; \) that is, \((x_{1k}, x_{2k}) \) is a positive solution of the boundary value problem (26) with \( x_{ik} > v_{ik}(t) \) for \( t \in (t_1, t_n) \).

Let \( u_{1k}(t) = x_{1k}(t) - v_{1k}(t) \geq 0 \) \((i = 1, 2)\), then \( u_{1k}, u_{2k} \) is a nonnegative solution (positive on \((\rho(t_1), t_n)) \) of the boundary value problem (1).

**Theorem 7.** Suppose that \((H_3)-(H_3)-(H_3)\) hold. Then there exists a constant \( \lambda^* > 0 \) such that, for any \( 0 < \lambda \leq \lambda^* \), \((1)\) with boundary value condition \((k = 2, \ldots, 5)\).
Proof. We fix \( k = 2, \ldots, 5 \). Let \( \Omega_1 = \{(x_{1k}, x_{2k}) \in E \times E : \|x_{ik}\| < R_1, i = 1, 2\} \), where \( R_1 = \max\{1, r\} \) and \( r = (C^{*2}/c_\star) \int_{t_i}^{t_2} g(s) \Delta s \). Choose

\[
\lambda^* = \min\left\{ 1, \frac{R_1}{2} (R + 1)^{-1}, \frac{R_1}{2r} \right\},
\]

where \( R = \int_{t_i}^{t_2} C^* G_i(s, s)(\text{max}_{0 \leq s, z \leq R_1} f_i(s, z, z) + g(s)) \Delta s \) and \( R > 0 \).

Then for any \( (x_{1k}, x_{2k}) \in (P_1(ik-1) \times P_2(ik-1)) \cap \partial \Omega_1 \), \( x_{2k}(s) - v_{2k}(s) \leq x_{2k}(s) \leq \|x_{2k}\| \leq R_1 \) for \( 0 < \lambda \leq \lambda^* \), we have

\[
\left\| T_{ik}(x_{1k}, x_{2k})(t) \right\|
\leq \lambda \int_{t_i}^{t_2} C^* G_i(s, s) \left( f_i^{*} (s, [x_{1k}(s) - v_{1k}(s)]^*) + g(s) \right) \Delta s
\leq \lambda \int_{t_i}^{t_2} C^* G_i(s, s) \left( \max_{0 \leq s, z \leq R_1} f_i(s, z, z) + g(s) \right) \Delta s
\leq \lambda R
\leq \frac{R_1}{2}.
\]

This implies

\[
\left\| T_k(x_{1k}, x_{2k}) \right\|_1 \leq R_1 \leq \left\| (x_{1k}, x_{2k}) \right\|_1,
\]

\((x_{1k}, x_{2k}) \in (P_1(ik-1) \times P_2(ik-1)) \cap \partial \Omega_1\).

Choose a constant \( N > 1 \) such that

\[
\lambda N \gamma \frac{c_\star}{2\left( \| \Phi_{11} \| + \| \Phi_{22} \| \right)} \int_{\theta_1}^{\theta_2} G_i(s, s) \Phi_{11}(s) \Phi_{22}(s) \Delta s \geq 1,
\]

where \( \gamma = \min_{\theta_1, \theta_2} \min_{\theta_1, \theta_2} \Phi_{11}(s) \). By assumption (H3) and (H4), there exists a constant \( B > R_1 \) such that

\[
\frac{f_i^{*}(t, z_1, z_2)}{z_1 + z_2} > \frac{N}{B},
\]

that is, \( f_i^{*}(t, z_1, z_2) > N (z_1 + z_2) \), for \( t \in [\theta_1, \theta_2] \), \( z_1 + z_2 > B \) \( (i = 1, 2) \).

Choose \( R_2 = \max\{R_1 + 1, 2\lambda r, 2C^*(B + 1)/c_\star \} \) and let \( \Omega_2 = \{(x_{1k}, x_{2k}) \in E \times E : \|x_{ik}\| < R_2, i = 1, 2\} \). We note that \( x(t) \geq \frac{c_\star}{C^*} \Phi_{11}(t) \| x \| \) for all \( x \in P_{ij} \), by Lemma 3, we have \( H_{ik}(t, s) \leq (C^*^2/c_\star)(x(t)/\| x \|) \). Then for any \((x_{1k}, x_{2k}) \in (P_{1(ik-1)} \times P_{2(ik-1)}) \cap \partial \Omega_2\), we have \( \|x_{1k}\| = R_2 \) or \( \|x_{2k}\| = R_2 \). Without loss of generality let \( \|x_{1k}\| = R_2 \), so we have

\[
x_{1k}(t) - v_{1k}(t) = x_{1k}(t) - \lambda \int_{t_i}^{t_2} H_{ik}(t, s) g(s) \Delta s
\geq x_{1k}(t) - \lambda \int_{t_i}^{t_2} C^* x_{1k}(t) \frac{g(s)}{c_\star} \|x_{1k}\| \Delta s
= x_{1k}(t) - \lambda \int_{t_i}^{t_2} \frac{C^* x_{1k}(t)}{\|x_{1k}\|} g(s) \Delta s
\geq x_{1k}(t) - \frac{x_{1k}(t)}{\|x_{1k}\|} \lambda R
\geq 0.
\]

Thus

\[
\min_{\theta_1, \theta_2} \left\{ \left[ x_{1k}(t) - v_{1k}(t) \right]^* + \left[ x_{2k}(t) - v_{2k}(t) \right]^* \right\}
\geq \min_{\theta_1, \theta_2} \left\{ x_{1k}(t) - v_{1k}(t) \right\} \geq \min_{\theta_1, \theta_2} \left\{ \frac{1}{2} x_{1k}(t) \right\}
\geq \min_{\theta_1, \theta_2} \left\{ \frac{1}{2} \phi_{1k}(t) \right\} \|x_{1k}\|, \frac{1}{2} \phi_{2k}(t) \|x_{1k}\|)
\geq \frac{c_\star}{2C^*} R_2 \min_{\theta_1, \theta_2} \left\{ \phi_{1k}(t), \phi_{2k}(t) \right\} \geq B + 1 > B.
\]

Now since \( B > R_1 \), it follows that

\[
T_{ik}(x_{1k}, x_{2k})(t)
= \lambda \int_{t_i}^{t_2} H_{ik}(t, s) \left( f_i^* (s, [x_{1k}(s) - v_{1k}(s)]^*) + g(s) \right) \Delta s
\geq \lambda \int_{t_i}^{t_2} H_{ik}(t, s) \left( f_i^* (s, [x_{1k}(s) - v_{1k}(s)]^*) + g(s) \right) \Delta s
\geq \lambda \int_{t_i}^{t_2} H_{ik}(t, s) f_i^* (s, [x_{1k}(s) - v_{1k}(s)]^*) \Delta s
\geq \lambda \int_{t_i}^{t_2} H_{ik}(t, s) \left[ x_{1k}(s) - v_{1k}(s) \right]^* \Delta s
\]

for \( t \in [\theta_1, \theta_2] \).
\[
\begin{align*}
&\geq \lambda \int_{\theta_1}^{\theta_2} H_{ik} (t, s) N \left( [x_{ik} (s) - v_{ik} (s)]^* + [x_{ik} (s) - v_{ik} (s)]^* \right) \Delta s \\
&\geq \lambda \int_{\theta_1}^{\theta_2} H_{ik} (t, s) N (x_{ik} (s) - v_{ik} (s)) \Delta s \\
&\geq \lambda \int_{\theta_1}^{\theta_2} \min_{\theta'_1, \theta'_2} \{\phi_{ik} (t), \phi_{2k} (t)\} G_i (s, s) N (x_{ik} (s) - v_{ik} (s)) \Delta s \\
&\geq \lambda \min_{\theta'_1, \theta'_2} \{\phi_{ik} (t), \phi_{2k} (t)\} \\
&\times \left\{ \int_{\theta_1}^{\theta_2} G_i (s, s) \frac{c_* \Delta s}{2 \left( \left\| \phi_{ik} \right\| + \left\| \phi_{2k} \right\| \right)} \Delta s \right\} \\
&\geq \lambda N \frac{c_*}{2 \left( \left\| \phi_{ik} \right\| + \left\| \phi_{2k} \right\| \right)} \int_{\theta_1}^{\theta_2} G_i (s, s) \phi_{ik} (s) \phi_{ik} (s) \Delta s R_2 \\
&\geq R_2, \quad t \in [\theta_1, \theta_2]. \tag{55}
\end{align*}
\]

This implies
\[
\left\| T_k (x_{ik}, x_{2k}) \right\|_1 \geq \left\| (x_{ik}, x_{2k}) \right\|_1, \\
(x_{ik}, x_{2k}) \in (P_{1(k-1)} \times P_{2(k-1)}) \cap \partial \Omega_2,
\]

For the Krasnosel’skiǐ’s fixed point theorem, one deduces that \( T_k \) has a fixed point \((x_{ik}, x_{2k})\) with \( R_1 < \left\| (x_{ik}, x_{2k}) \right\| < R_2 \Leftrightarrow R_1 < \left\| x_{ik} \right\| + \left\| x_{2k} \right\| < R_2 \).
Since \( r \leq R_1 < \left\| x_{ik} \right\| < R_2 \) (i = 1, 2), then
\[
x_{ik} (t) - v_{ik} (t) = x_{ik} (t) - \lambda \int_{\theta_1}^{\theta_2} H_{ik} (t, s) g (s) \Delta s \\
\geq x_{ik} (t) - \lambda \int_{\theta_1}^{\theta_2} \frac{c_*^2}{c_*} \frac{\| x_{ik} \|^2}{\| x_{ik} \|^2} g (s) \Delta s \\
= x_{ik} (t) - \lambda x_{ik} (t) \\
= (1 - \lambda) x_{ik} (t) \\
\geq (1 - \lambda) \frac{c_* \phi_{ik} (t) \phi_{ik} (t)}{\| \phi_{ik} \| + \| \phi_{2k} \|} \| x_{ik} \| \\
> 0, \quad t \in (\rho (t_1), t_n). \tag{57}
\]

Thus \((x_{ik}, x_{2k})\) is a positive solution of the boundary value problem (26) with \( x_{ik} (t) > v_{ik} (t) \) (i = 1, 2) for \( t \in (\rho (t_1), t_n) \).

Let \( u_{ik} (t) = x_{ik} (t) - v_{ik} (t) \geq 0 \) (i = 1, 2), then \((u_{ik}, u_{2k})\) is a nonnegative solution (positive on \( (\rho (t_1), t_n) \)) of the boundary value problem (1).

Since condition \((H_2)\) implies conditions \((H_1')\) and \((H_2)\), then from the proof of Theorems 6 and 7, we immediately have the following theorem.

**Theorem 8.** Suppose that \((H_1)-(H_3)\) hold. Then (1) with boundary value condition \((k)\) has at least two positive solutions for \( \lambda > 0 \) sufficiently small \((k = 2, \ldots, 5)\).

In fact with \( 0 < \lambda < \min(\bar{\lambda}, \lambda^*) \) then (1) with boundary value condition \((k)\) has at least two positive solutions.

**Remark 9.** In Theorems 6–8, we use the assumption condition 16. If we have not the condition 16, that is, \( a_1 = b_1 = 0 \), then the system (1) and boundary condition \((k)\) are
\[
\begin{align*}
(p_1 u_1)^\lambda (t) - q_1 (t) u_1 (t) + \lambda f_1 (t, u_1 (t), u_2 (t)) &= 0, \\
t & \in (t_1, t_n), \quad \lambda > 0, \\
(p_2 u_2)^\lambda (t) - q_2 (t) u_2 (t) + \lambda f_2 (t, u_1 (t), u_2 (t)) &= 0,
\end{align*}
\]

\[
\alpha_1 u_1 (t) - \beta_1 p_1 (t_1) u_1^\lambda (t_1) = 0, \tag{58}
\]

\[
\gamma_1 u_1 (t_1) + \delta_1 p_1 (t_1) u_1^\lambda (t_1) = 0,
\]

\[
\alpha_2 u_2 (t) - \beta_2 p_1 (t_1) u_2^\lambda (t_1) = 0,
\]

\[
\gamma_2 u_2 (t) + \delta_2 p_1 (t_1) u_2^\lambda (t_1) = 0.
\]

From Lemma 2, an argument similar to those in Theorems 6–8 yields the following theorems.

**Theorem 10.** Suppose that \((H_1)\) and \((H_2)\) hold. Then there exists a constant \( \bar{\lambda} > 0 \) such that, for any \( 0 < \lambda \leq \bar{\lambda} \), the boundary value problem (58) has at least one positive solution.

**Theorem 11.** Suppose that \((H_1')\) and \((H_2)-(H_4)\) hold. Then there exists a constant \( \lambda^* > 0 \) such that, for any \( 0 < \lambda \leq \lambda^* \), the boundary value problem (58) has at least one positive solution.

**Theorem 12.** Suppose that \((H_1)-(H_4)\) hold. Then the boundary value problem (58) has at least two positive solutions for \( \lambda > 0 \) sufficiently small.

**4. Example**

To illustrate the usefulness of the results, we give some examples.

**Example 13.** Consider the boundary value problem
\[
\begin{align*}
u'' - u &= -\lambda \left( (u + v)^a + \frac{1}{(t - t^2)^{1/2}} \cos (2\pi (u + v)) \right), \\
&\quad -1 < t < 1, \quad \lambda > 0, \\
v'' - v &= -\lambda \left( (u - 1)^2 + v^2 + \frac{1}{(t - t^2)^{1/2}} \sin (2\pi u) \right), \\
u (1) &= v (1) = 0, \quad u (1) = \alpha u (0), \quad v (1) = \beta v (0), \tag{59}
\end{align*}
\]

where \( a > 1 \). Then if \( \lambda > 0 \) is sufficiently small, (59) has a positive solution \( u \) with \( u (t) > 0 \) for \( t \in (0, 1) \).
To see this, we will apply Theorem 7 with
\[ f_1(t, u, v) = (u + v)^n + \frac{1}{(t^2 - t^4)^{1/4}} \cos (2\pi (u + v)), \]
\[ f_2(t, u, v) = (u - 1)^2 + v^2 + \frac{1}{(t^2 - t^4)^{1/4}} \sin (2\pi u), \quad (60) \]
\[ g_1(t) = g_2(t) = g(t) = \frac{1}{(t^2 - t^4)^{1/4}}. \]

Clearly for \( t \in (0, 1), \)
\[ f_1(t, u, v) + g(t) > 0, \quad \text{for} \ t \in (0, 1) \quad i = 1, 2, \]
\[ \lim_{u + v \to \infty} f_1(t, u, v) = \infty \quad \text{for all} \ t \in \{\theta_1, \theta_2\} \subset (0, 1). \quad (61) \]

Now (H’1), (H3), and (H4) hold. We note that the boundary condition of (59) is accord with (4), and from [1], we have
\[ \phi_{11} = \phi_{21} = \frac{e^{t_1} - e^{t_1-1}}{2}, \quad \phi_{12} = \phi_{22} = \frac{e^{t_1} - e^{t_1}}{2}, \]
\[ d_1 = d_2 = \sinh (2). \quad (62) \]

Then
\[ G_1(t, s) = G_2(t, s) = \frac{1}{d_1} \left\{ \begin{array}{l} \phi_{12}(t) \phi_{11}(s), \quad \rho(t_1) \leq s \leq t, \\ \phi_{11}(t) \phi_{12}(s), \quad \rho(t_1) \leq t \leq s, \end{array} \right\} \]
\[ H_{14}(t, s) = G_1(t, s) + \frac{1}{d_1} aG_1(0, s) \phi_{11}(t), \]
\[ H_{24}(t, s) = G_2(t, s) + \frac{1}{d_2} bG_2(0, s) \phi_{22}(t). \quad (63) \]

Note \( r = \int_{1}^{t_n} (C^n s^3 \zeta_n) g(s) \Delta s. \) Let \( R_1 = r + 1 \) and we have
\[ R = \int_{1}^{t_n} C^n G_i(s, s) \left( \max_{0 \leq z_1, z_2 \leq R_1} f_i(z_1, z_2) + g(s) \right) \Delta s \]
\[ \leq \int_{1}^{t_n} C^n G_i(s, s) \left[ 2^{n+2} R_1^{n+2} + \frac{2}{(s^2 - s^4)^{1/4}} \right] \Delta s \]
\[ \leq \int_{-1}^{1} \frac{C^* e^4}{4} \left[ 2^{n+2} R_1^{n+2} + \frac{2}{(s^2 - s^4)^{1/4}} \right] \Delta s \]
\[ = \int_{0}^{1} \frac{C^* e^4}{2} \left[ 2^{n+2} R_1^{n+2} + \frac{2}{(s^2 - s^4)^{1/4}} \right] \Delta s \]
\[ \leq \int_{0}^{1} \frac{C^* e^4}{2} \left[ 2^{n+2} R_1^{n+2} + \frac{2}{(s^2 - s^4)^{1/4}} \right] \Delta s \]
\[ \leq 2^{n+1} C^* e^4 \left( R_1^{n+2} + \pi \right). \quad (64) \]

Also let
\[ \lambda^* = \min \left\{ \frac{1}{2}, \frac{R_1}{2^{n+2} C^* e^4 (R_1^{n+2} + \pi)^{-1}}, \frac{R_1}{2 \pi} \right\}. \quad (65) \]

Now, if \( \lambda < \lambda^*, \) Theorem 7 guarantees that (59) has a positive solutions \( (u, v) \) with \( \|u\| \geq 1 \) and \( \|v\| \geq 1. \)

Example 14. Consider the boundary value problem:
\[ \left( p_1 u_1^\Delta (t) - q_1(t) u_1(t) \right) = -\lambda \left( e^{u_1} + u_1^2 + 7 \cos (2\pi u_1) \right), \]
\[ t_1 < t < t_n, \quad \lambda > 0, \quad (66) \]
\[ \left( p_2 u_2^\Delta (t) - q_2(t) u_2(t) \right) \]
\[ = -\lambda \left( (u_1 - 1)^2 + u_2^2 + 5 \sin (2\pi u_2) \right) \]
satisfying one of the boundary value conditions \( (k), \) \( (k = 2, \ldots, 5). \)

Then if \( \lambda > 0 \) is sufficiently small, (66) has two solutions \( (u_{11}, u_{12}), (u_{21}, u_{22}) \) with \( u_{ij}(t) > 0 \) for \( t \in (0, 1), i, j = 1, 2. \)

To see this, we will apply Theorem 8 with
\[ f_1(t, u_1, u_2) = e^{u_1} + u_1^2 + 7 \cos (2\pi u_1), \]
\[ f_2(t, u_1, u_2) = (u_1 - 1)^2 + u_2^2 + 5 \sin (2\pi u_2), \quad (67) \]

Clearly, for \( t \in (0, 1), \)
\[ f_1(t, u_1, u_2) + g(t) \geq 1 > 0, \]
\[ f_1(t, 0, 0) = 8 > 0, \]
\[ f_2(t, 0, 0) = 3 > 0, \quad (68) \]

Now \( (H_1) - (H_4) \) hold. Let \( \delta = 1/100, \epsilon = 1/8, \) and we have
\[ f_i(t, u_1, u_2) \geq \delta f_i(t, 0, 0), \quad \text{for} \ 0 \leq t \leq 1, \ 0 \leq u_i \leq \epsilon, \ i = 1, 2. \quad (69) \]

Furthermore let
\[ \bar{f}(\epsilon) = \max_{0 \leq s \leq \epsilon} \{ \max_{0 \leq u_1, u_2 \leq \epsilon} f_i(t, u_1, u_2) + g(t) \}, \]
and
\[ c = \int_{1}^{t_n} C^* G_i(s, s) \Delta s. \]

Note
\[ \frac{\epsilon}{4c \bar{f}(\epsilon)} \geq \frac{1}{32c (e + 8)} \geq \frac{1}{352c}. \quad (70) \]

Let \( \bar{\lambda} = 1/352c. \) Now, if \( 0 < \lambda < \bar{\lambda} \) then \( 0 < \lambda < \epsilon/4c \bar{f}(\epsilon) \) and Theorem 6 guarantees that (66) has positive solutions \( (u_{11}, u_{12}) \) with \( \|u_{1j}\| \leq (1/8) \ (j = 1, 2). \)
Next note \( r = 8C^*(t_n - t_i)/c_\ast \) and let \( R_1 = r + 2 \) so we have
\[
R = \int_0^1 C^* G_i (s, s) \left( \max_{0 \leq z_1 \leq R_i} f_i (s, z_1, z_2) + g(s) \right) \Delta s \\
\leq \int_0^1 C^* G_i (s, s) \left( e^{R_i} + 2R_i^2 + 7 + 8 \right) \Delta s \\
\leq \int_0^1 C^* G_i (s, s) \Delta s \left( e^{R_i} + 2R_i^2 + 15 \right) \\
\leq (e^{R_i} + 2R_i^2 + 15) \ast.
\]
\[
\text{Also let } \lambda^* = \min \left\{ 1, \frac{R_i}{2(e^{R_i} + 2R_i^2 + 15)} \right\}.
\]

Now, if \( \lambda < \lambda^* \), Theorem 7 guarantees that (59) has a positive solution \((u_{21}, u_{22})\) with \( \|u_{2j}\| \geq 2, j = 1, 2 \).

Thus, if \( \lambda < \min(\lambda, \lambda^*) \), Theorem 8 guarantees that (66) has two solutions \((u_{11}, u_{12})\) and \((u_{21}, u_{22})\) with \( u_{ij} > 0 \) for \( t \in (0, 1), i, j = 1, 2 \).
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